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ABSTRACT 
 
Scorpions belong to class: Arachnida, order: 
Scorpionida represented now by approximately 
1500 species. These are one of the most ancient 
group of the animals on the earth conserving their 
morphology almost unaltered and are the most 
successful inhabitants of the earth. Scorpions when 
stimulated secrete venom which is a cocktail of 
variable concentration of neurotoxins, cardiotoxins, 
nephrotoxins, hemolytic toxins, phosphodiesterases, 
phospholipases, hyaluronidase, glucosaminoglycans, 
histamine, seratonin, tryptophan and cytokine 
releasers. According to an estimate, frequency of 
deaths caused by scorpion sting is higher in 
comparison to that of caused by snake-bite. Almost 
all of these lethal scorpions except Hemiscorpious 
species belong to scorpion family Buthidae 
comprising 500 species. Scorpion venoms show 
variable reactions in envenomated patients. 
However, closer the phylogenic relationship among 
the scorpions, more similar the immunological 
properties. Furthermore, various constituents of 
venom may act directly or indirectly and 
individually or synergistically to exert their effects. 
Scorpion stings cause a wide range of conditions 
from severe local skin reactions to neurologic, 
respiratory and cardiovascular collapse. Lethal 
members of Buthidae family include Buthus, 
Parabuthus, Mesobuthus, Tityus, Leiurus, Andro-

ctonus and Centruroides. Besides their lethal 
properties, scorpion venoms have some unique 
properties beneficial to mankind. These contain 
anti-insect, antimicrobial and anticancer properties 
and thus, can play a key role in the insect pest 
management programmes, treatment of microbial 
infection and in the treatment of various cancer 
types. 
  
Keywords: Scorpion venom; Envenomation; 
Neurotoxins; Ion channel blockers; Anticancer 
peptide; Antivenom. 
 
1. INTRODUCTION 
 
 Scorpion sting is a major health problem in 
under developed tropical countries especially in 
poor communities. According to an estimate, 
frequency of deaths caused by scorpion sting is 
higher in comparison to that of caused by snake-bite 
[1]. Scorpions belong to class: Arachnida, order: 
Scorpionida. Scorpion has flattened and elongated 
body with four pairs of legs, a pair of claws and a 
segmental tail that has a poisonous spike at the end. 
Scorpion varies in size according to age and species 
from 1-20 cm in length. These can be found outside 
their normal territory when they accidentally crawl 
into luggage, boxes, containers or shoes, and are 
transported to home via human unwillingly. These 
are one of the most ancient group of the animals on 
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the earth represented now by approximately 1500 
species conserving their morphology almost 
unaltered [2, 3]. 
 Scorpions are not aggressive and do not hunt 
but wait for its prey. Scorpions being nocturnal in 
habit and capture its prey during night. They hide in 
crevices and burrow during day time to avoid the 
light. Human stinging occurs accidentally when 
scorpions are touched during resting and most of the 
stings occur on hands and feets. Scorpions are well 
equipped with a pair of pincer like pedipalps. Thus, 
peoples question why they need to produce venom 
at the same time. This is because most scorpions are 
opportunistic predators lacking the speed of its prey 
like insects and thus they are not choosy in their 
prey selection. Also obtaining relatively large prey 
like mouse and large beetles is a quite tough task for 
a scorpion. In such condition, pedipalps may prove 
insufficient to manage prey as quickly as possible. 
Thus, venom which is nature’s gift provided to 
scorpions comes into play. A second advantage of 
venom is the presence of enzymes as venom’s 
constituents with diverse activity. These enzymes 
initiate the process of digestion in tissue of the prey 
stung before consumption. Scorpion venom is an 
effective defensive device, which serves to deter and 
incapacitate the opponent. Hissing and aggressive 
defense posture is usually enough to deter most 
animals including human. When deterrence proves 
inadequate scorpions defend itself by injecting 
venom into the body of enemy. Thus, the main 
purpose of production of venom in scorpions is to 
secure food and self-protection. 
 Venom glands, the factory of scorpion’s 
venom are located on the lateral side of tip of sting. 
These are made of different types of tall columnar 
cells. Of these cells, one type produces toxins while 
others produce mucus. Potency of scorpion’s venom 
varies from species to species with some producing 
only a mild flu while other producing death. 
Scorpion stings cause a wide range of conditions 
from severe local skin reactions to neurologic, 
respiratory and cardiovascular collapse.  Scorpion 
venoms exert their action mainly by affecting 
specific functions of the ion channels [4-6]. Among 
well-characterized toxins peptides from venom of 
the scorpion, most of them belong to family 
Buthidae. Buthoid venom has been reported for its 
severe consequences against a wide variety of 

vertebrate and invertebrate organisms and its 
toxicity is attributed to the presence of a large 
variety of basic polypeptides having three to four 
disulfide bridges [4, 7]. Due to heterogeneous 
nature, scorpion venoms show variable reactions in 
envenomated patients. However, closer the phylo-
genic relationship among the scorpions, more 
similar the immunological properties. Furthermore, 
various constituents of venom may act directly or 
indirectly and individually or synergistically to exert 
their effects. In addition, differences in amino          
acid sequences of each toxin accounts for their 
differences in function, pharmacology and immu-
nology. Thus, any alteration in amino acid sequence 
may result in modification of function, pharma-
cology and immunology of toxin. 
 Differences in pathogenecity and level of 
toxicity of scorpion venom are actually due to 
diversity in toxin peptides and differences in amino 
acids in active site region of toxin peptides. This 
leads to diversification in their mode of action in 
different venomous scorpion groups in different 
climatic conditions and finally results into 
ecological adaptation in due course of evolutionary 
journey. Scorpions when stimulated secrete a small 
quantity of transparent venom called prevenom. If 
stimulation continues, cloudy, dense and white 
coloured venom is released subsequently. Prevenom 
contains a concentration of high K+ salt and several 
peptides including some that block K+ channels. 
This prevenom causes significant toxicity and 
scorpions use it as a highly efficacious predator 
deterrent and for immobilizing small prey while 
conserving metabolically expensive venom until a 
certain level of stimuli is reached [8]. That is why 
scorpions are known to be economical in their use 
of venom. 
 Production and storage of venom is an 
expensive metabolic process especially for species 
of extreme ecosystems. Other than antimicrobial 
peptides, all neurotoxins in venom are highly folded 
disulfide bridged molecules [9]. Low yields and 
reduced expression of these highly folded peptides 
in recombinant system indicates unique and  
difficult folding and storage requirement [10]. 
About fifty scorpion species distributed throughout 
the world have been proved lethal to human [11, 
12]. Almost all of these lethal scorpions except 
Hemiscorpius species belong to scorpion family 
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Buthidae comprising 500 species. Lethal members 
of Buthidae family include Buthus, Parabuthus, 
Mesobuthus, Tityus, Leiurus, Androctonus and 
Centruroides. Common scorpions and their distri-
butions are: 
1. Buthus: Mediterranean area 
2. Parabuthus: Southern and Western Africa 
3. Mesobuthus: Asia 
4. Tityus: Central and South America 
5. Leiurus: Northern Africa 
6. Androctonus: Northern Africa to South-East Asia 
7. Cetruroides: South-West USA, Mexico, Central 
America 
8. Heterometrus: Asia 
9. Pandinus: Tropical Africa and Arabian Peninsula. 
 Scorpions mostly occur in temperate and 
tropical habitats of the world. They are well adapted 
to survive in extreme thermal environments, 
sometimes constituting a major portion of the total 
animal biomass in such environments. These are 
considered among the most successful inhabitants  
of the earth [13, 14]. Although numerous factors 
contribute to the success of scorpions, the ability to 
produce and deliver highly toxic venom is an 
important determinant of their success. 
 Scorpion venom is composed of water, salts, 
biogenic amines, peptides and enzymes. Venom of 
several scorpion species has been well characterized 
and various toxin peptides possessing the majority 
of biological activities have been isolated [15]. In 
venom mixture, there are many peptides that are 
specifically active against vertebrates, invertebrates 
or both. Toxin peptides of all these three groups are 
well characterized and includes peptides that target 
all the major ion channels such as Na+, K+, Cl-, Ca++ 
and rynodine sensitive Ca++ channels [15, 16]. 
Potency of venom is mainly due to its ability to 
target multiple types of ion channels simultaneously 
resulting in a massive and recurring depolarization 
of nerve fibres that disables or kills prey or 
predators.  
 Generally scorpion venom possesses variable 
concentration of neurotoxins, cardiotoxins, nephro-
toxins, hemolytic toxins, phosphodiesterases, 
phospholipases, hyaluronidase, glucosaminogly-
cans, histamine, seratonin, tryptophan and cytokine 
releasers. The most potent toxin is neurotoxin, 
which is divided in two classes viz. short chain and 
long chain peptides. Toxin peptides of both these 

classes are heat stable with low molecular weight. 
These are responsible for cell impairment in nerves, 
muscles and the heart by altering ion channel 
permeability. Long chain polypeptide neurotoxins 
cause stabilization of voltage dependent Na+ 
channel in open position leading to continuous 
prolonged repetitive firing of somatic, sympathetic 
and parasympathetic neurons. These repetitive 
firings result in autonomic and neuromuscular over 
excitation preventing normal nerve impulse trans-
mission. Further, it results in excessive release of 
neurotransmitters such as acetylcholine, glutamate, 
aspartate, epinephrine and norepinephrine. 
 Short chain polypeptide scorpion toxins are 
K+ channel blockers. Binding of these toxin peptides 
is reversible but with different binding affinities. 
Stability of these neurotoxins is due to four-
disulfide bridges that fold neurotoxin into a very 
compact three-dimensional structure, thus making it 
resistant to variation in hydrogen ion concentration 
and temperature. However, reagent that can break 
disulfide bridges can inactivate this toxin by 
unfolding it. Antigenicity of these toxins depends on 
the length and number of exposed regions out of the 
three-dimensional structure. 
 Fat tailed scorpion, A. australis has many 
toxin peptides, which are selectively lethal to 
mammals. This selectivity of venom can hardly be 
explained by food choice. This suggests a possible 
selective pressure for venom production against 
mammalian predators. It also helps to acquire other 
vertebrate prey as well. Also, if food acquisition is 
the main selective pressure for venom against 
vertebrates, then there should be higher compo-
sition of vertebrate toxins in large species like                 
P. imperator. The hypothesis for deterrence is 
supported by composition of venom. Besides, other 
pathological and physiological effect, serotoxin, 
which is a constituent of scorpion venom, also 
causes pain similar to that caused by apamin of 
honey bee. In fact, immediate stimulation of pain is 
one of the most important properties of scorpion 
venom. Generally, toxin factors that initiate pain do 
not cause death. This certainly is the result of other 
components present in the cocktail of substances in 
venom. Now, it is a well-known fact that among all 
different scorpion toxins, neurotoxins are the most 
lethal peptides that cause high mortality in animals. 
Scorpions use their pincers to grasp their prey and 
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then arch their tail over their body to inject their 
venom into the prey, sometimes more than once. 
Scorpions regulate how much venom should be 
injected with each sting. The striated muscles in the 
sting regulates amount of venom ejected, which is 
usually 0.1-0.6 mg. If entire supply of venom is 
used, scorpion must require several days to regain 
venom supply. 
 Although poisonous scorpions are classified 
taxonomically into several genera, yet the mode of 
action of their venom is quite similar. Scorpion 
venoms contain neurotoxic peptides in low 
abundance with great diversity in their mode of 
action. These neurotoxin peptides are low in 
abundance in a complex mixture of venom having a 
majority of the biological effects towards the 
affected victim. Stings affect peripheral nervous 
system resulting in symptoms like intense pain at 
the site of sting, altered heart activity and 
paraesthesia [17].  
 In an experiment with labeled scorpion 
venom, amount of venom venom was found 28%         
in blood, 30% in muscle, 13% in bone, 12% in 
kidney and 11% in liver within five minutes after 
intravenous administration. Scorpion venom is 
excreted through renal and hepaticbiliary pathways. 
The maximum renal uptake of 32% at thirty minu-
tes drops to 22% at three hours suggesting that 
excretion of venom through kidney is slow [18]. 
Scorpion venom in the animal body has a half-life 
of 24 hour indicating a slow clearance with mean 
residence time of 33.7 hours in the body and 26 
hours in the peripheral compartments [19]. 
 
2. INSECTICIDAL PROPERTY OF SCORPION 
VENOM 
 
 Due to species-specific activity of scorpion 
toxins, efforts have been made to identify insect 
selective toxins that can be used to develop 
biopesticides as a safer alternative to replace 
chemical insecticides [20-22]. On the basis of mode 
of action, anti-insect scorpion toxins have been 
divided into three classes viz. (i) alpha toxins which 
are strictly selective for insects (ii) excitatory insect 
selective scorpion toxins, and (iii) depressant insect 
selective neurotoxins [23-25]. Anti-insect α-toxin 
peptides bind to voltage-dependent sodium channels 
with high affinity [26].  

 Excitatory toxin causes a repetitive firing of 
axon accompanied by a small depolarization [27]. 
On the other hand, depressant toxin produces an 
inhibition of excitability due to depolarization of 
axon. Depressant toxins cause a decrease in sodium 
peak current and induce a constant inward current at 
negative membrane potential [28]. These effects are 
similar to that of the beta toxins active against 
vertebrate systems [29]. Several insect selective 
toxins have been identified from scorpion venom           
of different geographical regions [16, 17, 30, 31].  
AalT, a single chain neuropeptide isolated from 
Androctonus australis, has been proved insectotoxin 
by causing fast excitatory paralysis by presynaptic 
effect on insects’s motor nerve resulting in a 
massive and uncoordinated stimulation of skeletal 
muscles. The neuronal repetitive activity is attri-
buted to an exclusive and specific perturbation of 
sodium conductance as a consequence of toxin 
binding to external loop of insect’s voltage depen-
dent Na+ channel and modification of its gating 
mechanism [32]. Three toxin peptides (AaHIT1, 
AaHIT2, and AaHIT3) have been isolated from 
Androctonus australis venom which act against 
insect and are used as potential insecticidal agents. 
AaHIT1 gene linked to a sendai virus has been 
transformed to mosquitoes by viral infections, 
which upon transformation express lethal toxins/ 
proteins and resulted in death of host [33]. The other 
two toxin peptides are also insect specific similar to 
AaHIT1 [39]. 
 An anti-insect toxin peptide Lqh alpha IT has 
been isolated from L. quinquestriatus venom which 
causes a unique mode of paralysis in blowfly larvae 
[35]. Like excitatory and depressant insect toxins, 
Lqh alpha IT is highly toxic to insects but it           
differs from these in two important characteristics:              
(a) Lqh alpha IT lacks a strict selectivity for insects, 
highly toxic to crustaceans and also low toxic to 
mice. (b) It does not displace an excitatory toxin 
AalT from its binding site in insect neuronal 
membrane, which confirms that the binding site for 
the Lqh alpha IT is different from those imparted by 
excitatory and depressant toxins. Bot XIV isolated 
from B. occitanus occitanus is also an insecticidal 
toxin peptide but it does not show toxicity against 
mammals. This toxin peptide is highly antigenic in 
mice with the resulting antibodies having significant 
effectiveness in neutralizing other more toxic 
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proteins. Another antiinsect toxin Lqh III isolated 
from L. quenquestriatus affects sodium current in 
cockroach giant axon and prolongs action potential 
[36]. From M. tamulus, a short toxin peptide has 
been characterized which shows toxic effects 
against Helicoverpa armigera [37]. Gawade [38] 
has reported anti-insect toxin peptides, C56,             
from Buthus that has been shown to induce          
Ca++ dependent spontaneous excitatory activity            
in Drosophila larvae. Anti-insect toxin peptides 
characterized can be used in constructing genes and 
their in vitro expression product can be used as a 
replacement for synthetic pesticides. Albert et al. 
have expressed a synthetic gene encoding insecti-
cidal neurotoxin of A. australis (AaIT) in NIH/3T3 
mouse fibroblast cells under transcriptional control 
of a murine retro-viral long terminal repeat. Toxin 
peptides secreted in culture medium has been found 
toxic against yellow fever mosquito larvae but with 
no toxic effect on mice [20]. Genes of scorpion anti-
insect toxin peptides mainly neurotoxin peptides 
have been used with recombinant baculovirus. 
These genes have been selected to avoid human and 
other non-target neurotoxicity as much as possible. 
In such aim of insect control, depressant toxin has 
been found more effective than excitatory toxin in 
recombinant baculovirus [39]. 
 From a strict agro-technical point of view, 
two main points should be considered regarding            
the involvement of toxin peptide genes in plant 
protection (i) these act as a factor for genetic 
engineering of insect infective baculoviruses 
resulting in potent and selective bioinsecticides, and 
(ii) these must show pharmacological flexibility as a 
device for insecticide resistance management [32]. 
Indian red scorpion M. tamulus, known for its 
severe toxicity [40, 41], received little attention in 
this regard and only few toxin peptides have been 
reported for their insecticidal properties [42], while 
no such toxin peptides active against insects have 
been characterized from Heterometrus species till 
now. 
 
3. ANTIMICROBIAL PROPERTY OF 
SCORPION VENOM 
 
 Since the discovery of antimicrobial peptides 
in invertebrates [43], more than hundreds of 
antimicrobial proteins have been characterized in 

both invertebrates [44] and vertebrates [45] with a 
wide phylogenic distribution including humans [46]. 
These have been reported in skin, epithelial cells 
and blood of vertebrates as well as in insect 
haemolymph and venomous secretions of bees, 
hornet, spider and scorpions [47-49]. These toxins 
are small basic peptides with variable length, 
structure and sequence. These antimicrobial pepti-
des appear to form channels or pores in cell 
membrane inducing cell permeation and break down 
of cellular physiology [50]. These antimicrobial 
peptides have broad-spectrum, nonspecific activity 
against a wide range of microorganisms including 
viruses, gram-negative and gram-positive bacteria, 
protozoa, yeast and fungi, and may also be 
hemolytic and cytotoxic to cancerous cells [51, 52]. 
Antimicrobial peptides from scorpion venom are 
short peptides consisting of 10 to 50 amino acid 
residues  with a net positive charge ranging from +2 
to +9 and the proportion of hydrophobic residues  
are equal or more than 30% of total amino acids 
residues [53]. The positive amino acid residues are 
separated by patches of hydrophobic amino acids 
[54]. These antimicrobial peptides are usually 
cationic, amphipathic, α-helical peptides of low 
molecular eight (2-5 kD). Some peptides, such as 
hadrurin, are highly potent against both Gram-
positive bacteria and Gram-negative bacteria 
without preference, while others show selective 
activity against either Gram-negative bacteria 
(parabutoporin) or Gram-positive bacteria (IsCT and 
BmKn2) [55, 56]. 
 The pore forming antibacterial peptides of 
scorpion venom can be divided into two groups, 
depending on their primary and secondary 
structures: (a) linear, alpha helical peptides without 
cysteine residues, and (b) cysteine rich peptides that 
form a beta sheet or beta sheet and alpha helical 
structures [57]. Besides acting by destabilizing 
membrane structure and changing ion permea-
bilities, pore forming peptides can influence cell 
functioning by interacting with intracellular signa-
ling molecules such as G-proteins [58]. Although 
many antimicrobial peptides have been described             
in insects [59], several antimicrobial peptides have 
been isolated and characterized from scorpions 
including several cysteine-containing peptides           
from haemolymph of scorpion L. quinquestriatus 
hebraeus [60] and A. australis [61].  
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 The earliest peptide toxin ever studied was 
androctonin isolated from A. australis venom [62]. 
Androtonin shows potent antibacterial activity 
against both Gram-positive and Gram-negative 
bacteria [62]. Moerman et al. have also reported 
antifungal activity of androtonin [63]. Powers and 
Hancock have reported the antibacterial activity of 
parbutoporin (from P. schlechteri) and opistoporins 
(from Opistophthalmus carinatus). These peptide 
toxins target G-proteins for membrane lytic activity 
[64]. VpAmp1.0 and VpAmp2.0 peptides isolated 
from Vaejovis punctatus inhibit growth of both 
Gram-positive (Staphylococcus aureus and Strepto-
coccus agalactiae) and Gram-negative (Escherichia 
coli and Pseudomonas aeruginosa) bacteria, yeasts 
(Candida albicans and Candida glabrata) and two 
strains of Mycobacterium tuberculosis [65]. Opisin 
peptide isolated from Opistophthalmus globrifrons 
is a cationic, amphipathic, and α-helical molecule 
with 19 amino acid residues without disulfide 
bridges. This peptide inhibits growth of the some 
Gram-positive bacteria [66]. Stigmurin isolated 
from Brazilian yellow scorpion Tityus stigmurus 
venom gland shows antibacterial and antifungal 
activity [67]. Ctriporin isolated from Chaerilus 
tricostatus shows a broad-spectrum of antimicro-
bial activity and is able to inhibit antibiotic resistant 
pathogens, Staphylococcus aureus strains [68]. 
Hp1404 isolated from Heterometrus petersii is an 
amphipathic α-helical peptide with inhibitory acti-
vity against gram-positive bacteria like Staphylo-
coccus aureus [69]. 
 Buthinin, a three disulfide bridged bacte-
ricidal and fungicidal peptide, androctonin, with two 
disulfide bridges from A. australis venom and 
scorpine, a 75 residue antimicrobial peptide from          
P. imperator venom have been characterized [61, 
70]. Alpha-helical proteins containing antimicrobial 
properties have been reported from Hadrurus azte-
cus venom [71] and P. schlechteri [72]. Pandinin 1 
and pandinin 2 with antimicrobial property have 
been isolated from P. impretor venom [9]. Most of 
these antimicrobial peptides share some common 
characteristics such as their low molecular mass, 
presence of multiple lysine and arginine residues 
and their amphipathic nature. Their site of action             
is cytoplasmic membrane where they destabilize                 
its lipid package and produce transient channels                     
and disturb ion permeability across the membrane 

[73, 74].  
 Heterometrus xanthopus venom contains 
antimicrobial peptides like hadrurin, scorpine, 
Pandinin 1 and Pandinin 2. These peptides are able 
to kill antibiotic-resistant strains of Bacillus subtilis 
ATCC 6633, Salmonella typhimurium ATCC 
14028, Pseudomonas aeruginosa ATCC 27853 and 
Enterococcus faecalis ATCC 14506. Two anti-
microbial peptides have been identified from the 
venom of North African scorpion, A. aeneas.          
These peptides show antimicrobial activity against 
the Gram-positive bacterium, S. aureus and the 
yeast, C. albicans, but do not affect Gram-negative 
bacterium, E. coli [75]. Scorpion Leiurus quinque-
striatus venom shows significant broad-spectrum 
antimicrobial activity against Escherichia coli, 
Acinetobacter baumannii, Klebsiella pneumoniae, 
Pseudomonas aeruginosa, Staphylococcus aureus, 
Enterococcus faecalis, Candida albicans and 
Candida glabrata [76]. Despite of their high mini-
mum inhibitory concentration in comparison to 
other antibiotics, their broad spectrum of activity 
and speed of action makes them good candidates for 
drug delivery and for a number of other possible 
applications in pharmacological research [52]. 
 
4. ANTICANCER PROPERTY OF SCORPION 
VENOM 
 
 Cancer is a major health problem all over the 
world [77]. Treatment of cancer involves different 
clinical approaches including surgery, chemo-
therapy, radiotherapy, gene therapy, hormone 
therapy and immunological therapy either alone or 
in combinations. All of these approaches have its 
own advantages and disadvantages and mainly 
depend on the type and stage of cancer. Recent 
advancement in cancer therapy includes synthesis of 
peptides and proteins through DNA technology and 
production of monoclonal antibodies specific for 
oncoproteins. After realizing the medicinal use of 
anticancer proteins and peptides, many proteins of 
animal origin have been isolated. De Carvalho et al. 
isolated and characterized lectins (polyvalent 
carbohydrate binding proteins of non-immune 
origin) from snake Bothropos jararacussu venom 
which serve as an interesting tool by inhibiting 
tumor cells of human breast and ovarian cancer 
[78]. Some other group of scientists reported 
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anticancer effect of other lectins and toxins from 
some other snake venoms also [79-81]. 
 Scorpion venom contains a number of 
polypeptides with diverse biological activities. It has 
been earlier reported that venom of some scorpions 
has high histopathological and necrotic effects in 
human and animals [82, 83]. However, for the first 
time, Omran has reported anticancer property of 
Leiurus quinquestriatus venom on human breast 
cancer cell lines [84]. According to Bruses et al. 
[85] some toxins bind to a specific receptor in the 
membrane before they can exert their action. 
Anticancer effects of scorpion venoms have been 
evaluated in various types of cancers as glioma, 
neuroblastoma, leukemia, lymphoma, breast, lung, 
prostate and pancreatic cancer. These venoms 
produce anticancer effects by blocking specific ion 
channels, inhibiting invasion and metastasis of 
cancer cells and activating intracellular pathways 
leading to cell cycle arrest and apoptosis [86-88]. 
Venoms from various scorpions have been reported 
to prevent propagation of different cell lines such as 
prostate cancer, human leukemia and neuroblastoma 
[89-91]. Venom of A. crassicauda inhibited prolife-
ration of human neuroblastoma cell lines through 
arresting S-phase and induction of apoptosis [92].  
Almaaytah et al. characterized the cytolytic peptides 
AamAP1 and AamAP2 from the venom of North 
African scorpion A. amoreuxi [93]. They reported 
that the natural peptides AamAP1 and AamAP2 
show moderate antiproliferative activity against 
LNCaP, U251, PC3 and HMEC-1 cell lines.  The 
venom peptide Acra3 from A. crassicauda induces 
cytotoxic effect on mouse brain tumor cells 
(BC3H1) through both necrotic and apoptotic 
pathways [90]. Venom from the Buthidae scorpions 
A. bicolor, A. crassicauda and L. quinquestriatus 
show strong anticancer activity on colorectal and 
breast cancer cell lines through decreasing cell 
motility and colony formation of cancer cells [89].  
 
5. ION CHANNEL BLOCKING PROPERTY 
OF SCORPION VENOM 
 
 Scorpion venom contains several small 
neurotoxic peptides, which selectively act on 
various types of ion channels. These toxin peptides 
have been extensively used as valuable biochemical 
and pharmacological tools to characterize and 

discriminate various ion channel types that differ in 
ionic selectivity, structure and function. These 
neurotoxins affect victim by interfering with ionic 
balance and ion channel activity in excitable cells. 
Binding of scorpion toxins to target ion channels is 
known to occur through multiple interactions [94]. 
Numerous amino acid residues that determine the 
binding property to target ion channels have been 
characterized [15]. In addition, α-scorpion toxins are 
known to inhibit or slow down the Na+ ion channel. 
Scorpion toxin peptides can be divided into four 
 groups on the basis of their target ion 
channels. The first class belongs to toxin peptides 
acting on the Na+ channel, which consist of 60-70 
amino acid residues and four intermolecular 
disulfide bonds. These long chain toxin peptides 
modulate activation or inactivation of Na+ channels 
[15]. These toxin peptides alter kinetics of Na+ 
channel opening and closing in excitable cells              
[95]. Scorpion toxins affecting voltage-gated Na+ 
channels have been divided into two groups α- and 
β-toxins on the basis of their electrophysiological 
effects and binding properties. Alpha-toxins bind in 
a voltage dependent manner and inhibit depola-
rization of action potential while beta-toxins bind in 
a voltage independent manner and modulate the 
activation phase of action potential [96]. Makatoxin 
1 and bukatoxin, members of α-scorpion toxin 
family isolated from B. martensi venom show 
pharmacological action similar to other α-toxins on 
neuronal voltage sensitive sodium channels [97]. 
The toxin peptides from Buthidae family prolong 
Na+ ion activation phase of action potential while 
toxins from Centrurinae and Tityinae venom affect 
Na+ activation phase [98]. Ts-gamma, a neurotoxin 
of T. serrulatus produces very complex cardio-
logical effects characterized by an initial reduction 
of both rate and contractile force followed by an 
increase in force and reduction of rate. This 
contraction finally reduces due to release of 
acetylcholine from vagal endings [99]. This toxin 
apparently produces these effects on cell currents 
primarily by retarding activation of cardiac sodium 
channels [100]. Gawade et al. [38] have isolated and 
characterized a toxin peptide Lqh1β1 from Leiurus 
quinquestriatus hebraeus venom. It competes with 
anti-insect and anti-mammalian α-toxins for its 
binding site on Na+ channel. It also competes with 
an anti-mammalian α-toxin for its binding site. 
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 The second class of toxins includes K+ ion 
channel blockers. These toxin peptides consist of 
23-40 amino acid residues having three to four 
disulfide bonds. Bmpo2, a 28 amino acid residues 
peptide from B. mortensi venom shows very low 
inhibition of apamine sensitive Ca++-activated K+ 

channel [101]. Neurotoxic peptides tamulotoxin 
(TmTx) and iberiotoxin (IbTx) from M. tamulus 
having 37 amino acid residues and three disulfide 
bridges have shown to cause Ca++-activated K+ 
channel blockage  [102]. Other scorpion toxins with 
shorter polypeptide chain having less than 40 amino 
acid residues such as charybdotoxin and kaliotoxin 
also act on this channel [31, 103, 104]. Although 
numerous known scorpion toxins differ in size, 
sequence and biological activity, they all share a 
common structural motif consisting of antiparallel 
sheet linked to an amphipathic helix and an 
extended N-terminal fragment by three disulfide 
bridges [30]. This motif is also present in insect 
defensins, a family of inducible antibacterial 
peptides isolated from a variety of insects where 
they present a key element of the innate host 
defense against microorganisms [105]. 
 Romi-Lebrun et al. have isolated four 
peptideyl inhibitors of small conductance Ca++-
activated K+ channels from B. martensi [101]. C. 
noxius contains β-toxin which blocks voltage gated 
K+ channels by binding to site different than that                   
of other beta toxins [106]. Margatoxin of                          
C. margaritatus is a potent K+ channel blocker 
selecting for only one sub-type of K+ channel. This 
particular K+ channel is directly involved in 
lymphocytes activation and blocks lymphocyte 
activation and production of interleukin-2 by human 
T-lymphocytes [107-109]. Agitoxin of Leirus 
venom binds to external pore entry pathway of 
shaker K+ channel as well as mammalian 
homologues [110]. This toxin is related K+ channel 
neurotoxins but forms a new subclass of scorpion 
derived K+ channel inhibitors [100]. Scyllatoxin 
(laiurotoxin1) Leiurus binds to high conductance 
Ca++-activated K+ channels [111]. P. imperator 
venom contains peptides that binds and blocks 
voltage-gated K+ channels [112, 113]. Two toxin 
peptides viz. Imperatoxin A and Pil have been 
identified from P. imperator venom. Imperatoxin            
A selectively activates skeletal-type ryanodine 
receptor [114] and may prove a useful tool to 

identify regulatory domains critical for channel 
gating and to dissect the contribution of skeletal-
type Ca++ release channel/ryanodine receptor to 
intracellular Ca++ wave forms generated by stimu-
lation of different ryanodine receptor isoforms 
[115]. Pil toxin peptide selectively blocks shaker K+ 

ion channels [116]. Many researchers have isolated 
short chain polypeptides like Ibtx from B. tamulus 
[117], Titustoxin V from T. serrulatus [118], Osk-1 
from Orthochirus scrobiculosus [119] and Chtx 
from B. martensi [101]. These toxin peptides are 
potent inhibitors of voltage-gated K+ channels. 
Dhawan et al. (2003) have isolated a short toxin 
peptide BTK-2 from Buthus tamulus that inhibits K+ 
channel [37]. More et al. have reported a toxin 
peptide (PGT) fron Palamneus gravimanus. This 
toxin peptide selectively blocks the human cloned 
voltage-gated K+ channel [120]. 
 The third class of scorpion toxins acting on 
Cl- channels has 35-37 amino acid residues with  
four disulfide bonds [121]. Chlorotoxin from                 
L. quinquestriatus shows highest homology with 
short insect toxin [122]. The forth class includes 
toxins acting on Ca++ channels. These are short 
peptides with 25-35 amino acid residues [123, 124]. 
Kurtatoxin isolated from P. transvaalicus venom 
has been reported to inhibit voltage gated Ca++ 
channel [125]. 
 Less than 1% of the estimated 0.1 million 
distinct peptides expected to exist in scorpion 
venom are known. It can be speculated that natural 
selection co-evolved distinct types and subtypes of 
receptors of ion channels in various groups of 
animals. At the same time scorpion evolved specific 
toxins designed to interfere with normal function of 
ion channels and to provide one way for scorpions 
to capture their prey or defend themselves from 
predators. 
 
6. CARDIOTOXIC PROPERTY OF SCORPION 
VENOM  
 
 Scorpion venom induces complex cardiac 
disorders in several animal species [126-128]. When 
isolated hearts have given short exposure of purified 
or crude venom toxins, cardiac muscles show 
considerable increase in contractility [99, 129, 130]. 
These complex cardiovascular effects by scorpion 
venom may probably due to direct effect on             
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vagal and sympathoadrenal stimulation [131-133]. 
Isolated myocytes show a higher rate of contraction 
and loss of synchronous activity under the influence 
of L. quinquestriatus venom [133]. Increased 
deoxyglucose and Ca++ uptake into cardiac cells and 
influx of Ca++ into sarcoplasmic changes prevented 
by pretreatment with propranolol and nifedipine 
accompany these changes. Further, this stimulation 
of adrenoreceptors leads to increased influx of                   
Ca++ through Ca++ channels which then increases 
contractility [133]. 
 Venoms of all scorpion species affect 
cardiovascular system and cause pulmonary oedema 
and cardiac arrhythmias [124]. Venoms also cause 
cholinergic as well as adrenergic neuron hyper-
stimulation by its acting on presynaptic membranes 
[125, 126]. These venoms have direct effect on 
gating mechanisms of excitable membranes [134]. 
As a result there is a massive release of 
catecholamines from synaptic nerve endings and 
from adrenal medulla [131, 137]. Elevations of 
circulating catecholamines and angiotensin result in 
intense vasoconstriction and cardiac stimulation 
[138], increased myocardial oxygen requirement 
and alteration in myocardial perfusions [134, 139]. 
Several of these mechanisms, together with a 
possible direct effect of toxin on myocardium may 
be responsible for myocarditis and focal myocardial 
necrosis in patients dying from envenomation [140]. 
Echocardiographic studies have shown severe 
systolic left ventricular dysfunction following 
envenomation [141, 142]. This is due to catechol-
amine induced metabolic abnormalities in 
myocardium (138), increased myocardial oxygen 
requirements [143], myocardial ischemia [139] and 
direct effect of toxin [130, 140]. Scorpion venoms 
containing bradykinin-potentiating peptides (hypo-
tensive agent) have been found in L. quinque-
striatus, T. serrulatus, B. martensii and B. occi-
tanus. These peptides act as bradykinin-potentiating 
peptides and can be used as hypotensive agents in 
the treatment of hypertension.  Moraes et al. have 
reprted that Tityus bahiensis scorpion venom modify 
sodium channel gating to exert hypotension action 
[144].    
 The scorpion venom exerts its lethal action  
by interference with blood coagulation, either by 
accelerating the process or inhibits the coagulation 
processes. A peptide with anti-thrombotic action  

has been reported from B. martensii venom [142]. 
This peptide is related to the resistance against 
platelet aggregation and increases concentration of 
prostanglandin I2 in plasma [142]. T. discrepans 
scorpion venom modifies clotting times in humans. 
T. discrepans venom also affects partial thrombo-
plastin time, prothrombin time and its direct clotting 
activity. This venom contains anticoagulant compo-
nents which prolong prothrombin time and partial 
thromboplastic time [143].  
 
7. OTHER PHARMACOLOGICAL ACTIVITIES 
OF SCORPION VENOM 
 
 Scorpion venom is known to modulate kinin 
pathway in animals. Kinins are peptides generated 
as a result of the activity of killikrekins (a group of 
proteolytic enzymes present in most of the tissues 
and body fluids) on kinogens. Once released, kinins 
such as bradykinin and related peptides kallikrekin 
(Lysbradykinin) and Met-Lys-bradykinin produce 
many physiological responses including pain and 
hyperanalgesia, in addition to contributing to 
inflammartory response [144, 145] M. tamulus 
venom causes increased peripheral sympathetic 
activity with consequent enhancement of adrenergic 
responses [146]. This venom also causes rhythmic 
fluctuation in blood pressure producing cardio-
vascular collapse and death. It induces spontaneous 
action potential and causes prolongation of action 
potential duration in purkinje fibres. This venom 
enhanced release of acetylcholine and induced 
repetitive firing of nerve action potentials [147]. 
This effect may be due to toxins that affect opening 
of Na+ channels in nerve and muscles, which results 
in increased release of neurotransmitters in 
peripheral nervous system. It may produce 
cardiovascular abnormalities and respiratory 
paralysis also. 
 Venom of B. tamulus causes severe 
pancreatitis [148], increased osmotic fragility in            
red blood cells [149, 150], myocarditis [151], 
hyperglycemia and lipolysis resulting in increased 
free fatty acids and reduction in triglyceride level 
[152]. All these cardiovascular, hemodynamic and 
hematological alternations may be due to massive 
release of catecholamines, counter-regulatory 
hormones like glucagons and cortisol [153], 
angiotensin II [138], thyroxine and triodothyronine 
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[154] and a reduced insulin secretion [155].                     
B. tumulus venom is found to be protease inhibitors 
and histamine releasers [40]. Effect of M. tamulus 
and L. quinquestriatus venoms on noradrenergic and 
nitinergic transmission in rat isolated anococcygeus 
muscle has revealed that both venoms mediate their 
pharmacological effects via prejunctional mecha-
nism involving activation of voltage sensitive Na+ 
channels with consequent release of neurotrans-
mitters mediated by other alpha scorpion toxin 
[156]. 
 Radha Krishna Murthy and Zare have 
reported an increase in hemoglobin, mean 
corpuscular hemoglobin concentration, packed cell 
volume, plasma hemoglobin levels and increased 
osmotic fragility of erythrocytes during scorpion 
envenomation [157]. Fragility of red blood cells has 
also been observed when incubated with scorpion 
venom. Rise in packed cell volume and mean 
corpuscular hemoglobin concentration during scor-
pion envenomation may be due to hemoconcen-
tration caused by a massive release of catechol-
amines [158-160] and angitensin II [138]. Phospho-
lipase present in venom could be the agent 
responsible for increased hemolysis. 
 Certain venoms such as cobra venom contain 
phospholipase A, which converts lecithin to 
lysolecithin, a powerful hemolytic substance [161]. 
Chhatwal and Habermann have reported presence     
of phospholipoase A2 in scropion venom [40].                
This enzyme is a powerful hemolytic agent and 
contributes to increased osmotic frgility of red   
blood cells [154]. Envenomation results in meta-
bolic stress in red blood cells and pumping 
mechanism failure [140]. A reduction in erythrocyte 
Na+K+ ATPase has been reported in scorpion     
sting victim [150]. Pande and Mead have observed 
inhibition of Na+K+ATPase activity by elevated  
free fatty acids through their detergent properties 
[162]. Hemiscorpius lepturus venom increases 
circulating levels of aspartae aminotransferase, 
alanine aminotrans-ferase, alkaline phosphatase, 
creatine phosphokinase and lactic dehydrogenase    
in rat [163]. Similarly, Omran and Abdel-Rahman 
have reported elevation in serum glucose, nitro-   
gen, creatine, glutamate oxaloacetate amino-
transferase, glutamate-pyruvate aminotransferase, 
creatine phosphokinase and lactic dehydrogenase, 
while reduction in serum total protein, uric acid, 

cholesterol, calcium and potassium [164]. 
 
8. SCORPION ANTIVENOM 
 
 Scorpion venom is a mixture of many small 
polypeptides known to induce a strong 
immunogenic reaction from the host. Potent 
neurotoxins, which often are relatively small and 
low abundance molecule, may not always induce 
production of sufficient quality and quantity of 
antibody molecules. Therefore, the balance between 
injected doses, toxicity towards subject animal 
should be maintained for high quality antibody 
production. Identification of less abundant but 
highly potent components in purified mixture and its 
use as an antigen is highly advantageous in 
comparison to crude venom to raise antibodies for 
therapeutic purposes. 
 Severity of scorpion venom and its rapid 
diffusion requires appropriate treatment, which must 
start as soon as possible after sting. Most 
investigators consider antivenom as the only 
specific treatment of scorpion stings [127, 165,]. 
However, others have questioned usefulness of 
antivenom in eliminating cardiovascular compli-
cations of scorpion stings [160, 166]. 
 Use of antivenom in the treatment of scorpion 
sting was started in 1909; and this mode of therapy, 
is still the only method used effectively against 
scorpion stings [167, 168]. Initially scorpion venom 
extracted from telson homogenate was used as 
antigen to inject in small doses in horses and sheeps 
to produce antivenom. After a long period of 
immunization, the blood of the immunized animal is 
obtained and the immunoglobulins are purified for 
use as antivenoms. Demagalhaes has claimed that 
toxicity of telson extract is less stable than that of 
pure venom [169]. Crude scorpion venom has many 
components, which shows poor antigenicity; 
therefore, other natural chemicals have been added 
to venom toxins to enhance antigenicity [170]. 
Scorpion venom is poor in antigenic composition 
and thus it is difficult to raise antibodies specific             
to neutralize lethal factor of scorpion venom. 
However, several attempts have been made to raise 
species-specific antibodies against scorpion venom. 
Mohammad et al.have used purified picrate venom 
obtained from dried telsons to prepare potent 
antivenom against Egyptean scorpion venom [171]. 
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At Hoffkin Biopharmacutical Corporation Ltd. 
Mumbai, Kapadia et al. have attempted to prepare 
anti-scorpion venom serum using grounded telson 
extract with Freund’s incomplete adjuvant [172]. 
The resulting antiserum, which contains antibo-   
dies against scorpion venom, has found to be 
inefficacious. Kankonkar et al. at Hoffkin Biophar-
maceutical Corporation Ltd. Mumbai, India have 
used Bentonite as adjuvant for extending period of 
immunization and prepared potent antiserum against 
Buthus tamulus venom capable of neutralizing lethal 
factors of venom [173]. 
 There are contradictory opinions about 
effectiveness of scorpion antivenom either in 
experimental animals or in scorpion sting victims. 
For quick neutralization of toxic effects of toxins, 
serotherapy is a well-tested pharmaceutical method 
that is used for safety of lives of many patients 
around the world [127, 158, 159, 174, 175]. 
Contrary to this, Gueron and his co-worker have 
reported that serotherapy is ineffective [160, 176]. 
Scorpions usually inject venom into interstitial 
spaces and not directly into blood circulation. 
Freire-Maia and Campos have suggested intra-
venous injection of antivenom to neutralize 
circulating venom [158]. Moreover, it is likely that 
antivenom administered intravenously can act on 
tissues later on. The best result can be achieved 
when antivenon is administered as early as possible 
and with adequate quantities to neutralize venom. 
Radha Kishana Murthy and Zare have reported              
that species-specific scorpion antiserum prepared              
at the Hoffkin Biopharmaceutical Corporation                 
Ltd. Mumbai, India, reverses metabolic and 
hematological alterations caused by Mesobuthus 
tamulus scorpion venom [154]. 
 Due to poor immunogenicity and vast 
difference in amino acid sequences in active site 
region, it is very tedious to prepare universal 
antivenon against scorpion venom. Furthermore, 
neurotoxic components of scorpion venom are          
least immunogenic. A recent idea for creating an 
universal anti-scorpion antivenom is to mix a batch 
of different anti-scorpion antivenin together to 
create a universal antivenin but this exposes patients 
to unnecessary antivenom from other scorpion 
species which are not from patient’s region.  
 Current method for anti-scorpion antivenom 
production involves direct injection of crude venom 

into horses. Besides it, antibodies are also produced 
from a mixture of a number of scorpion species 
venoms. However, there are risks associated with 
injection of antibodies from other animals or passive 
immunization. The recipient can mount a strong 
immunologic response to isotype determinants to 
foreign antibodies. This anti-isotype response can 
have serious complications because some recipients 
will produce IgE antibody specific for injected 
passive antibody. Immune complexes of IgE bound 
to antibody can mediate systemic mast cell 
degranulation leading to systemic anaphylaxis. 
Another possibility is that the recipient will produce 
IgG or IgM antibodies specific for foreign antibody, 
which will form complement activating immune 
complexes. The deposition of these complexes in 
tissues can lead to type III hypersensitive reaction. 
Another approach in neutralization of toxic effects 
of scorpion stings by serotherapy is possibility of 
raising antibodies to conserved parts of venom 
proteins, which could recognize several members of 
family. Devaux et al. have raised antibodies against 
an eight residue synthetic polypeptide, which 
represent conserved region in a set of 25 scorpion 
toxin sequences [177]. These peptide antibodies 
have been shown to cross-react with several 
scorpion toxins belonging to different serotype and 
neutralize pharmacological effects and biological 
activities. 
 Some special antivenoms are also available, 
which are the same horse antibodies treated with 
enzymes to produce F(ab)’2 fragments that are               
used for immunotherapy [178]. Recently smaller 
recombinant fragments, such as classic monovalent 
antibody fragments (FAB, scFv and engineered 
variants: diabodies, triabodies, minibodies and 
single-domain antibodies) are now engineering as 
credible alternatives. These fragments retain the 
targeting specificity of whole antibody and can be 
used for therapeutic applications [179]. Single-chain 
Fvs are popular format in which the VH and VL 
domains are joined with a flexible polypeptide 
linker preventing dissociation. Antibody Fab and 
scFv fragments, comprising both VH and VL 
domains,  usually retain the specific, monovalent, 
antigen binding affinity of the parent IgG, while 
showing improved pharmacokinetics for tissue 
penetration [179]. In this context, recently single 
chain antibodies of human origin have developed 



282 | Chaubey   Scorpion venom: pharmacological analysis and its applications 

European Journal of Biological Research 2017; 7 (4): 271-290 

 

and shown to be effective for neutralization of 
scorpion toxin envenomation [180-182]. 
 
9. SUMMARY 
 
 Envenomation of humans by scorpion stings 
is a serious health problem in some parts of                   
the world. These venoms cause severe systemic 
inflammation and other complication when injected 
into humans. Scorpion venoms are mixture of 
peptides, amines, enzymes and many other bioactive 
compounds. The most important components, 
responsible for severe intoxication are short- and 
long-chain peptides affecting different ion channels 
(Na+, K+, Ca++, Cl-) either by blocking the channels 
or modifying their gating properties. They cause 
abnormal depolarization of the neuronal cells and if 
not treated on time can lead to death. Fot the 
neutralization of the venom’s induced deleterious 
effects, venom itself is used for production of 
antivenom in experimental animals like horse and 
sheep. Scorpion venoms possess some peptides 
having antimicrobial, anticancer and insecticidal 
properties. These make scorpion venom make it an 
important pharmacological agent in future for 
developing antimicrobial and antitumour drugs as 
well as insecticides on commercial scale. Some 
scorpion venom components have important 
applications for the treatment of different diseases 
like autoimmune, cardiovascular and inflammatory 
diseases.    
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ABSTRACT 
 
The present study focused on determining the 
prevalence of biofilm-forming ability in Enterococ-
cus faecalis, E. faecium, and unusual Enterococcus 
clinical isolates, and comparison of resistance and 
the prevalence of selected virulence factors among 
biofilm-positive strains. The ability to form biofilm 
was detected in 13.3% of E. faecalis, 90% of                 
E. faecium, and 57.1% of unusual Enterococcus 
strains (p=0.026). All E. faecalis strains were 
susceptible to β-lactams, while 37.5% of unusual 
and all E. faecium isolates were resistant to these 
antibiotics. Resistance to gentamicin was detected in 
75% of E. faecalis, 55.5% of E. faecium, and 25% 
of other strains; resistance to streptomycin in 25%, 
83.3%, and 50%, respectively. Analysis of the 
virulence revealed that the enterococcal surface 
protein (esp) gene was found in all E. faecium, 
75.0% of E. faecalis, and 37.5% of other strains; 
collagen adhesin gene (ace) in 100%, 25.0%, and 
37.5%; and hyaluronidase gene (hyl) in 83.3%, 0%, 
and 37.5%, respectively. Analysis of the resistance 
and virulence patterns showed that E. faecium 
isolates had the greatest variety of virulence and 
resistance determinants, while the lowest variety 
was exhibited by unusual strains. These findings 

indicate that unusual biofilm-producing Entero-
coccus strains have lower resistance and virulence 
potency than E. faecalis and E. faecium. 
 
Keywords: Enterococcus faecalis; Enterococcus 
faecium; Biofilm; Resistance; Virulence. 
 
1. INTRODUCTION  
 
 Today, Enterococcus spp. are the fourth most 
common etiological factor in nosocomial infections 
in Europe [1]. Although these cocci are members of 
the microbiota of the human gastrointestinal tract, 
they often infect the bloodstream, surgical sites, and 
urinary tract, due to their multiresistance to many 
antimicrobials [2, 3]. Enterococcus spp. have an 
intrinsic resistance to cephalosporins, lincosamides, 
and low levels of aminoglycosides, and they can 
easily acquire resistance, most prominently to 
glycopeptides and aminoglycosides (high-level 
resistance), by means of mutations or as a result of 
transfer and incorporation of genes located on 
mobile genetic elements, such as plasmids and 
transposons [1, 4]. Moreover, these bacteria have 
the ability to form strong biofilm structures, and to 
produce several virulence factors, such as entero-
coccal surface protein (Esp), aggregation substance 
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(As), collagen adhesion (Ace), hyaluronidase (Hyl), 
and gelatinase (GelE) [5-7]. Esp is the factor that 
mediates the colonization, and, together with GelE, 
has been suggested to be involved in biofilm 
formation [5-7]. Ace and EfaA are principal viru-
lence traits associated with infective endocarditis, 
whereas Hyl causes tissues damages [5-7]. The 
majority of nosocomial enterococcal infections are 
caused by E. faecalis and E. faecium. However, 
today there is an increasing prevalence of infections 
caused by other rarely isolated species, for example: 
E. avium, E. gallinarum, E. durans, and E. casseli-
flavus [8-10]. 
 Biofilm is an assemblage of microbial cells 
enclosed in a self-produced polysaccharide matrix 
and attached to a biotic or abiotic surfaces, provi-
ding an optimal microenvironment for growth,             
and facilitates transmission of mobile determinants 
between microorganisms [11, 12]. Evidence sug-
gests that bacteria in biofilms are more resistant to 
antimicrobials and hosts factors than other 
microorganisms and are extremely difficult to 
eradicate [13]. Likewise, among Enterococcus, it is 
suggested that an ability to produce biofilm is a very 
important virulence factor which has a major impact 
on the course of nosocomial infections [5, 7]. 
Unfortunately, our knowledge about the mecha-
nisms and determinants involved in the process              
of biofilm formation among enterococci is still 
insufficient [14]. The ability to create biofilm has 
been suggested to occur less frequently among              
E. faecium strains compared to E. faecalis strains, 
but, astonishingly, data about biofilm-forming 
ability among unusual enterococcal species are very 
limited and unclear [14, 15]. Furthermore, there are 
only a few reports about the differences in resistance 
and virulence of various biofilm-producing Entero-
coccus species [13, 16, 17]. This prompted us to 
determine the prevalence of biofilm-forming ability 
among E. faecalis, E. faecium, and unusual Entero-
coccus spp. clinical isolates. Then, we focused on 
the comparison of the antibiotic resistance, the 
ability to hemolyze, and the presence of selected 
virulence genes among these three groups of 
biofilm-producing Enterococcus spp. strains. More-
over, the next goals of this study were to determine 
their exact resistance profiles, and to indicate the 
antibiotic with the highest activity against these 
strains. 

2. MATERIAL AND METHODS 
 
2.1. Strains 
 
 Tests were performed on sixty-four entero-
coccal isolates: thirty E. faecalis, twenty E. faecium, 
and fourteen others (five E. avium, three E. casse-
liflavus, three E. gallinarum, three E. durans), 
isolated from clinical specimens from patients 
hospitalized at the University Hospital in Bialystok 
(Poland) from December 2013 to January 2015. 
Isolates were recovered from various clinical 
materials, mostly blood, peritoneal fluid, broncho-
alveolar lavage (BAL), feces, urine, and pus. Most 
of the collected isolates were gathered from the 
intensive care unit and a hematology clinic.  
 
2.2. Identification and susceptibility testing 
 
 The identification and susceptibility testing 
were conducted on the automated VITEK 2 system 
(bioMérieux, France) according to the manufactu-
rer’s instruction using VITEK 2 GP and AST-P516 
cards, respectively. Susceptibility to ampicillin, 
imipenem, gentamicin, streptomycin, vancomycin, 
teicoplanin, linezolid, and tigecycline was inter-
preted according to the European Committee on 
Antimicrobial Susceptibility Testing (EUCAST) 
recommendations (breakpoint tables for interpreta-
tion of minimum inhibitory concentrations, MIC, 
and zone diameters; version 5.0, 2015; 
http://www.eucast.org).  
 
2.3. Biofilm and hemolysin production 
 
 The tube method [18, 19] and Congo red agar 
(CRA) method [20, 21] were used to assess the 
ability of tested isolates to biofilm formation. Each 
experiment was repeated three times for each strain. 
Strains that demonstrated the ability to produce 
biofilm by both methods were considered as biofilm 
positive (BIO+) isolates. Hemolysin production was 
determined on Columbia blood agar supplemented 
with 5% sheep blood (OXOID, United Kingdom) 
[22].  
 
2.4. DNA extraction 
 

 In the next step, genomic DNA was extracted 
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from overnight E. faecium cultures using a Genomic 
Mini Kit (A&A Biotechnology, Poland) according 
to the manufacturer’s guidelines.  
 
2.5. PCR detection of virulence genes 
 
 Then, PCR assays were performed to detect 
the following virulence genes: gelE, ace, hyl, esp, 
as, and cyl. The primers sequences are listed in 
Table 1. PCR amplification was performed in 25 µl 
mixtures using 2 µl of DNA solution, 1 µl of each 
primer, 8.5 µl of nuclease-free water, and 12.5 µl           
of PCR master mix (DNA Gdańsk, Poland). 
Samples were subjected to an initial denaturation           
at 94O C for 5 min, followed by 30 cycles of 
denaturation at 94OC for 1 min, annealing at an 
appropriate temperature for 1 min, and elongation   
at 72O C for 1 min using a DNA thermocycler 
(SensoQuest GmbH, Germany).  

PCR products were separated electrophore-
tically on the Sub-Cell GT apparatus (Bio-Rad, 
USA) at 5 V/cm for 100 min on a 1.5% agarose gel 
(Sigma-Aldrich, USA) containing 0.5% ethidium 
bromide (MP Biomedicals, USA) in Tris-borate-
EDTA (ethylenediaminetetraacetic acid) buffer. 
Then, amplicons were visualized and photographed 
using the ChemiDoc XRS imaging system and 
Quantity One 1-D analysis software (Bio-Rad). The 
positions of obtained products were estimated with 
the molecular weight marker PerfectTM 100-1000 bp 
DNA ladder (EURx, Poland). To confirm the 
presence of the above-mentioned virulence genes, 
DNA sequencing was carried out on selected PCR 
products by the GENOMED S.A. company in 
Poland. The sequences were aligned and compared 
with reference sequences achieved using GenBank 
with the Basic Local Alignment Search Tool 
(BLAST) algorithm.  

 
 
Table 1. PCR primers, annealing temperatures, and product sizes for detection of virulence genes.  

Virulence 
gene 

Primers 
Product size 

(bp) 
Annealing 

temperature (̊C) 
Reference 

gelE 
5’ AAT TGC TTT ACA CGG AAC GG 3’ 
5’ GAG CCA TGG TTT CTG GTT GT 3’ 

548 
52 [23] 

ace 
5’ GGC CAG AAA CGT AAC CGA TA 3’ 
5’ CGC TGG GGA AAT CTT GTA AA 3’ 

353 

hyl 
5’ ACA GAA GAG CTG CAG GAA ATG 3’ 
5’ GAC TGA CGT CCA AGT TTC CAA 3’ 

276 

55 [24] 
esp 

5’ AGA TTT CAT CTT TGA TTC TTG G 3’ 
5’ AAT TGA TTC TTT AGC ATC TGG 3’ 

510 

as 
5’ CACGCTATTACGAACTATGA 3’ 

5’ TAAGAAAGAACATCACCACGA 3’ 
375 

cyl 
5’ TGG ATG ATA GTG ATA GGA AGT 3’ 

5’ TCT TTC ATC ATC TGA TAG TA 3’ 
517 

 
 
2.6. Statistical analysis 
 
 STATA 13.1 (StataCorp LP, USA) was         
used for statistical analysis. Differences among             
E. faecalis, E. faecium, and unusual enterococcal 
strains were assessed by the Chi-square test and 
Fisher’s exact test. Results with p<0.05 were 
considered significant.  
 
3. RESULTS AND DISCUSSION 
  
 The present study focused on determining the 

prevalence of biofilm-forming ability among three 
enterococcal groups: E. faecalis, E. faecium, and 
other clinical isolates, and on comparison of the 
antibiotic resistance and the prevalence of selected 
virulence traits between BIO+ strains from these 
groups. Interestingly, we found that the ability to 
form biofilm occurred in 4/30 (13.3%) E. faecalis, 
18/20 (90%) E. faecium, and 8/14 (57.1%) rarely 
isolated strains: 5 E. avium, 1 E. durans, 1 E. casse-
liflavus, and 1 E. gallinarum (statistically significant 
difference, p=0.026). Studies by other authors 
showed different results; in Greece, the ability to 
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produce biofilm was found in 60.9% of E. faecalis 
isolates [25], in Italy - in 80% of E. faecalis strains 
[26]. In the case of E. faecium isolates, in India, 
Italy, Turkey, and Spain, this ability occurred         
much less frequently (0%, 28.8%, 48%, and 75%, 
respectively) [5, 8, 27, 28]. Lleo et al. [17] described 
the biofilm-forming ability among four out of 
twelve unusual enterococcal strains (33.3%), which 
our study supports. However, in contrast to our 
findings, Dworniczek et al. [29] indicated the lack 
of these features in rare species. These varied results 
indicate that the level of the ability to produce 
biofilm among different Enterococcus species varies 
with geographic location.  
 In the next step of our research, only BIO+ 
strains (30/64) were chosen for further investigation. 
A comparison of antibiotic resistance among                 
E. faecalis, E. faecium and other isolates showed 
that all E. faecalis strains were susceptible to tested 
ß-lactams, while 37.5% of other strains and all            
E. faecium isolates were resistant to these antibio-
tics. These results strongly overlap with results 
recently published by us [30] and other researchers 
[9, 16, 31]. Resistance to gentamicin was detected  
in 75% of E. faecalis, 55.5% of E. faecium, and 
25% of other strains; resistance to streptomycin in 
25%, 83.3%, and 50%, respectively. Findings from 
our previous work showed that more E. faecium 
isolates were resistant to aminoglycosides: 76%             
to gentamicin, and 91.4% to streptomycin [30]. 
Interestingly, a study by Tan et al. [9] demonstrated 
that all unusual enterococcal isolates from blood 
were susceptible to gentamicin and around 80%            
of them were susceptible to ß-lactams. Therefore, 
the authors concluded that combination therapy 
(penicillin with aminoglycosides) could be easily 
used for the treatment of serious infections caused 
by rare species of Enterococcus, such as bacteremia 
and sepsis. This finding is not confirmed in our 
survey. We revealed that resistance to glycopeptides 
occurred only in the case of four (22.2%) E. faecium 
isolates; two strains from the rare group,                          
E. gallinarum and E. casseliflavus, showed intrinsic 
resistance to vancomycin. Similar results were 
obtained by other authors [9, 32]. We concluded that 
tigecycline and linezolid had the highest activity 
against all studied isolates (100% susceptibility), 
including those resistant to glycopeptides and 
aminoglycosides. Many studies confirmed that these 

antibiotics are a valuable therapeutic option in 
serious enterococcal infections [33-35]. Unfortu-
nately, resistance to these drugs has been recently 
reported [34, 36, 37], indicating that resistance to 
newer antibiotics is also increasing, and develop-
ment of new targeted enterococcal drugs is needed. 
 Our comparative analysis of the prevalence of 
virulence genes among E. faecalis, E. faecium, and 
other strains revealed that the esp gene was found in 
all E. faecium, 75% of E. faecalis, and 37.5% of 
other strains. Similar proportions were seen by other 
researchers [6, 11, 25, 38, 39, 40]. These findings 
indicate that this gene has a connection with 
biofilm-forming ability, especially in E. faecium 
strains. However, many authors found that there           
is no association between the presence of the esp 
gene and biofilm production [5, 14, 29, 41]. These 
conflicting results suggest that esp requires inte-
ractions with other virulence traits to result in 
biofilm enhancement.  
 Considering the presence of other virulence 
factors in our studied BIO+ groups, we found             
that the ace gene occurred in all E. faecium, 25% of 
E. faecalis, and 37.5% of unusual isolates; hyl in 
83.3%, 0%, and 37.5%, respectively. The gelE gene 
was detected only in E. faecalis strains. According 
to the literature, the presence of gelE and as genes 
among E. faecalis is very common, whereas they are 
extremely rarely present in E. faecium and rare 
enterococcal isolates; consequently, they are not 
necessary in the process of biofilm formation among 
these species [5, 25, 28, 42, 43]. These assumptions 
are confirmed by our survey. However, some 
researchers imply that there is a strong relationship 
between gelE and the ability to form biofilm [12, 
15]. Other virulence genes, cyl and as, were also 
found only in E. faecalis isolates, which is in 
accordance with other studies [22, 40, 44]. 
  The exact resistance and virulence patterns 
among all tested BIO+ strains are shown in Table 2. 
No predominant profile among each group was 
identified, not only due to small sample size, but 
also because of high interindividual variability of 
examined traits among tested Enterococcus spp. 
groups. However, we have found that E. faecium 
isolates showed the greatest variety of virulence and 
resistance determinants, while the lowest variety 
was exhibited by the unusual strains group. 
Moreover, all E. faecium strains carried resistance to 
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three or more antibiotics and had the ability to 
hemolyse. Different results were seen in recent 
research by Tsikrikonis et al. [25], who detected 
only 1.9% of hemolysin-producing E. faecium 

clinical isolates. We also found that one E. faecalis 
isolate and three E. avium isolates were susceptible 
to all tested antibiotics.  

 
 
Table 2. Characteristics of resistance and virulence patterns among BIO+ E. faecalis, BIO+ E. faecium, and other            
BIO+ Enterococcus strains. AMP, ampicillin; IMP, imipenem; CN, gentamicin; S, streptomycin; VA, vancomycin;              
TEI, teicoplanin; esp, enterococcal surface protein; as, aggregation substance; gel, gelatinase; hyl, hyaluronidase,                    
ace, collagen adhesin; c, cytolysin; α, β, types of hemolysis. 

No. of 
inactive 

antibiotics 
Resistance pattern 

No. of 
virulence 

genes 
Virulence pattern 

No. (%) 
of 

strains 

BIO+ E. faecalis (n = 4) 

4 AMP IMP CN S   3  as gel   c α 1 (25) 

1   CN    4 esp as gel   c  2 (50) 

0       5 esp as gel ace  c  1 (25) 

BIO+ E. faecium (n = 18) 

5 
AMP IMP  S VA TEI 

3 

esp   ace hyl  α 2 (11.1) 

AMP IMP CN  VA TEI esp   ace hyl  α 1 (5.5) 

4 

AMP IMP     esp   ace hyl  α 1 (5.5) 

AMP IMP CN S   esp   ace hyl  α 5 (27.8) 

AMP IMP CN S   2 esp   ace   β 2 (11.1) 

3 
AMP IMP  S   

3 
esp   ace hyl  α 5 (27.8) 

AMP IMP CN    esp   ace hyl  α 2 (11.1) 

Unusual BIO+ Enterococcus (n = 8) 

4 
AMP IMP CN  VA  2 esp    hyl  α 1 (12.5) 

AMP IMP CN S   1 esp      β 1 (12.5) 

3 AMP IMP  S   
2 

esp    hyl   1 (12.5) 

1 
   S      ace hyl  β 1 (12.5) 

    VA  0        1 (12.5) 

0 
      1    ace   β 2 (25) 

      0       β 1 (12.5) 

 
 
 In conclusion, we observed that the 
proportion of isolates producing biofilm was the 
highest among E. faecium isolates, at the middle 
level among the unusual Enterococcus spp. group, 
and the lowest in E. faecalis isolates. Interestingly, 
our data demonstrated that unusual biofilm-forming 
Enterococcus strains have lower resistance to 
antibiotics and are characterized by possession of 
lower virulence capabilities than BIO+ E. faecalis 
and BIO+ E. faecium clinical isolates. Moreover,          

E. faecium strains showed the highest resistance and 
virulence levels. It is well known that E. faecium 
isolates resistant to ß-lactams, aminoglycosides, and 
glycopeptides are considered as multidrug resistant 
(MDR) bacteria, and they represent a particular 
threat to immunocompromised patients [9]. The 
problem with these strains becomes even more 
serious when they are also able to produce biofilm, 
and persist in hospital environments for a very long 
time. However, the high percentage of biofilm-
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forming ability among unusual Enterococcus species, 
observed in this study, indicates that these isolates 
could also stay in the medical environment and, 
consequently, slowly acquire resistance and viru-
lence traits. Therefore, the infections caused by 
these strains should not be underestimated, and 
determination of their susceptibility should always 
be performed. The changing epidemiology and 
increasing resistance to antibiotics among Entero-
coccus species stress the need to search in new 
directions for the treatment and new methods for 
preventing the spread of enterococcal nosocomial 
infections. 
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ABSTRACT 
 
The cultivation of crops in the greenhouse is the 
most intensive form of horticultural production. 
Greenhouse climatic conditions provide an ideal 
condition for the development of many foliar, stem 
and soil-borne plant diseases. Diseases are a major 
limiting factor for vegetable that cause serious yield 
reduction leading to severe economic losses. Fungi 
enter plants through natural openings such as 
stomata and through wounds caused by pruning, 
harvesting, hail, insects, other diseases, and 
mechanical damage. This chapter provides an 
overview of the most important diseases of tomato 
plants. Some of the diseases that will cover in this 
chapter are the follow: Early blight late, Septoria 
leaf spot, Late blight, Fusarium wilt, Verticillium 
wilt, Anthracnose, Buckeye rot, and Southern blight. 
For each disease, main symptoms and disease 
development are described. This review is based on 
combined information derived from available 
literature and expertise knowledge. 
 
Keywords: Fungal diagnostic; Disease develop-
ment. 
 
 
 
 

1. EARLY BLIGHT  
 
1.1. Introduction 
 
 Early blight is a common leaf-spotting fungal 
disease of tomato. It is also known as Alternaria leaf 
spot or target spot. Early blight, caused by the 
fungus Alternaria solani [1]. The early blight fungus 
can come from many sources. It can be in the soil, or 
on purchesed seeds or seedlings, and it can over-
winter in the diseased debris of tomato plants and            
it can persist in the soil or debris for at least 1              
year [2]. The fungus can survive winter’s freezing 
temperatures and infect new plantings when foliage 
encounters contaminated dirt or dead plants. The 
fungus survives in the soil by forming resistant 
spores in association with diseased tomato debris 
capable of persisting for one year or more. Infection 
occurs rapidly under warm and humid conditions. 
Thousands of spores are produced in spots of 
infected leaves and are capable of causing more 
infections [3]. The fungal spores can be spread by 
wind and rain, irrigation, insects, workers, and on 
tools and equipment. Once the primary infections 
have occurred, they become the most important 
source of new spore production and are responsible 
for rapid disease spread. Early blight can develop 
quickly mid- to late season and is more severe when 
plants are stressed by nitrogen deficiency, drought, 

Received: 16 January 2017; Revised submission: 23 September 2017; Accepted: 13 October 2017 
Copyright:  © The Author(s) 2017. European Journal of Biological Research © T.M.Karpiński 2017. This is an open access article  

licensed under the terms of the Creative Commons Attribution Non-Commercial 4.0 International License, which permits  
unrestricted, non-commercial use, distribution and reproduction in any medium, provided the work is properly cited. 

DOI : http://dx.doi.org/10.5281/zenodo.1011161 



300 | Sanoubar & Barbanti   Fungal disease on tomato plant under greenhouse condition 

European Journal of Biological Research 2017; 7 (4): 299-308 

 

or heavy fruit load. Early blight can affect almost all 
parts of the tomato plants, including the leaves, 
stems, and fruits. The plants may not die, but they 
will be weakened and will set fewer tomatoes than 
normal.  
 
1.2. Symptoms 
  
 Premature loss of lower leaves is the most 
obvious symptom of the disease [4]. Infected leaves 
show brown to black spots (lesions) up to 1∕2 inch 

diameter with dark edges and have a pattern of 
concentric rings resulting in the “target” appearance 
to the spot suggested by the common name            
(Figure 1) [5]. Later, spots frequently merge for-
ming irregular blotches [6]. Defoliation progresses 
upward from the lower plant and infected leaves 
eventually turn brown and drop from the plant 
exposing the fruits to sun scald (Figure 2) [7]. Dark 
lesions on the stems start off small and slightly 
sunken. As they get larger, they elongate and you will 
start to see concentric markings like the spots on the 
leaves (Figure 3) [8]. Spots that form near ground 
level can cause some girdling of the stem or collar 
rot. Plants may survive, but they will not thrive or 
produce many tomatoes [9]. Early blight generally 
attacks older plants, but it can also occur on 
seedlings. If early blight gets on the seedlings, 
affected seedlings will have dark spots on their leaves 
and stems [10, 11]. 
 
 

 

     
Figure 1. Foliar symptoms of tomato early blight. 
 

   
Figure 2. Defoliation caused by early blight on tomato 
plant. 

 
 

    
Figure 3. Early blight of tomato stem. 

 
 
 They may even develop the disease on their 
cotyledon leaves. Basal girdling and death of 
seedlings may occur. This manifestation of the 
disease is called collar rot [12]. Early blight can 
infect plants at any stage during the growing season 
but usually progresses most rapidly after plants have 
set fruit (Figure 4) [13]. Green or red fruit may be 
infected by the fungus which invades at the point of 
attachment between the stem and fruit, and through 
growth cracks and wounds made by insects. Dark 
lesions enlarge in a concentric fashion and may 
affect large areas of the fruit. Mature lesions in fruit 
are typically covered by a black velvety mass of 
fungal spores. 
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Figure 4. Early blight rot symptoms on tomato fruit.  

 
 
2. SEPTORIA LEAF SPOT  
 
2.1. Introduction 
 
 Septoria leaf spot, also called Septoria blight, 
is caused by a fungus (Septoria lycopersici). It is one 
of the most common foliar disease of tomatoes. The 
disease is favored by warm temperatures 20-25°C 
and high relative humidity or the extended periods of 
leaf wetness caused by overhead irrigation, rain or 
heavy dews. Most infection probably arises from 
infested plant debris remaining in the soil from a 
previous tomato crop. Septoria leaf spot spreads 
rapidly and can quickly defoliate and weaken the 
plants, rendering them unable to bear fruit to 
maturity. The Septoria fungus lives on the fallen 
tomato plant debris and weeds that are on and in the 
soil. It is spread to the plants by both water and wind, 
usually splashing up on the plants from the soil. 
 
2.2. Symptoms 
 
 Lower leaves are infected first, and the 
disease progresses upward and may also attack 
stems and blossoms, but rarely on fruit. Infection 
can occur at any stage of plant development but 
appears most frequently after plants have begun to 
set fruit. It first appears as small, water-soaked spots 
on the undersides of older leaves and the bottom             
of the plant that soon become circular spots about          
1/16-1/8 inch in diameter (Figure 5) [14]. The 
lesions gradually develop grayish white centers with 
dark edges. The light-colored centers of these    

spots are the most distinctive symptom of Septoria 
leaf spot (Figure 6). When conditions are favorable, 
fungal fruiting bodies appear as tiny black specks in 
the centers of the spots [15]. These are fruiting 
structures that release spores. Spores are spread to 
new leaves by splashing rain. Heavily infected 
leaves turn yellow, wither, and eventually fall off. 
This will weaken the plant, send it into decline and 
cause sun scalding of the unprotected, exposed 
tomatoes. Defoliation progresses from the base of 
the plant upwards, and it can be severe after periods 
of prolonged warm and wet weather. Loss of foliage 
may cause fruits to become sunscalded. The 
Septoria defoliation resembles early blight disease. 
However, the larger dark leaf spots with concentric 
rings of early blight are clearly different from 
smaller Septoria leaf spots.  
 
 

  

  
Figure 5. Septoria leaf spot symptoms on tomato plant.                                       

 
 

 

Figure 6. Septoria tomato leaf spot; the light-colored 
centers. 
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3. LATE BLIGHT  
 
3.1. Introduction 
 
 Late blight is caused by the fungus Phyto-
phthora infestans and usually appears in mid- or late 
August. The fungus is a wet weather disease favored 
by cool nights and warm days. Temperatures above 
30°C are considered unfavorable for late blight 
development. The fungus survives mainly in potato 
seed tubers and in infected tomato transplants. Some 
survival may also occur in dead potato and tomato 
vines. The disease often begins in potato plants, 
from which spores of the fungus are blown by         
wind to infect tomatoes in favorable conditions. 
Disease development is rapid with extended periods 
of favorable conditions and ceases when weather 
becomes hot and dry. Usually, the warm to hot 
temperatures prevailing during periods of tomato 
production make the occurrence of this disease 
unlikely. However, the disease could be a potential 
problem during unseasonably cool and wet condi-
tions on early-planted or fall-cropped tomatoes.  
 
 

  

  
Figure 7. Late blight symptoms on tomato leaflet. 
 
 

    
Figure 8. Brown streaks along the tomato stems caused 
by late blight.  

3.2. Symptoms 
 
 All parts of the plant are affected and fruit 
decay can be severe. Late blight may infect either 
young (upper) or old (lower) leaves. It first appears 
as pale green water-soaked spots starting at leaf tips 
that enlarge rapidly, forming irregular, greenish 
black blotches (Figure 7) that expand rapidly when 
leaves are wet or humidity is high [13]. White mold 
usually develops at the margins of affected areas 
giving the plant a frost-damaged appearance. Entire 
plants may be rapidly defoliated when conditions 
favor the disease (Figure 7). If stems and petioles 
are infected, brown streaks along the stems will be 
presented and the areas above these infections wilt 
and die (Figure 8) [13]. Infection of green or ripe 
fruit produces large, irregularly shaped brown 
blotches that usually start at the stem (Figure 9). 
Infected fruits rapidly deteriorate into foul-smelling 
masses.  
 
 

  

 
Figure 9. Tomato fruit rot caused by late blight. 

 
 
4. FUSARIUM WILT  
 
4.1. Introduction 
 
 Fusarium wilt, the most common tomato wilt 
disease, is caused by the fungus Fusarium oxysporum 
f.sp. lycopersici. Fusarium wilt is found worldwide 
and even resistant tomato varieties may be affected. 
The fungus is soil borne and makes its way into the 
plant through the roots. Fusarium wilt disease is a 
soil borne and can persist for many years in the soil 
even if no host plants are grown. It does not spread 
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above the ground from plant to plant. Each plant is 
individually infected when the organism enters the 
root system. This pathogen invades the vascular 
system (xylem tissue that moves water and some 
nutrients) and disrupts water flow through the plant. 
It clogs and blocks the xylem preventing water from 
traveling up the stem and out into the branches and 
leaves. The fungus survives and persists indefinitely 
in field soil. The disease is most serious in sandy 
soils and at temperatures between 27°C to 32°C. 
Soils become infested by planting infected 
transplants and from movement of infested soil by 
wind and water erosion or on farm implements.  
 
4.2. Symptoms 
 
 Plants are susceptible at all stages of 
development, but symptoms are most obvious at or 
soon after flowering. Diseased plants first develop a 
yellowing of the oldest leaves (those nearing the 
ground). The bright yellowing which is restricted to 
one side of the plant or even to leaflets on one side 
of the petiole is considered as a recognized 
characteristic of tomato Fusarium wilt (Figure 10) 
[16]. The affected leaves soon wilt and dry up but 
they remain attached to the plant. The wilting 
continues successively on younger foliage and 
eventually results in the death of the plant. The stem 
remains firm and green on the outside but exhibits a 
narrow band of brown discoloration in the vascular 
tissue (Figure 11) [17]. This discoloration can be 
viewed easily by slicing vertically through the stem 
near the soil line and looking for a narrow column 
of browning between the central pith region (middle 
tissue of the stem) and the outer portion of the stem. 
The brown streaking in the vascular tissue of 
infected plants becomes plugged during the attack 
by the fungus, leading to wilting and yellowing of 
the leaves. Infected plants often die before maturing. 
 
 

  
Figure 10. Tomato Fusarium wilt.  

    
Figure 11. Vascular browning caused by Fusarium wilt 
on tomato stem.  
 
 
5. VERTICILLIUM WILT 
 
5.1. Introduction 
 
 Verticillium albo-atrum and Verticillium dahliae, 
the fungi that cause Verticillium wilt, can attack 
more than 200 plant species, including potato, 
pepper, eggplant, strawberry, black raspberry, 
watermelon, radish, and many common weeds. The 
fungi causing this disease overwinter in the soil                
as mycelium or on plant debris as microsclerotia.               
It invades the plant through the root system          
causing harms to the vascular system which results 
in disrupting water and mineral uptake within the 
plant. Infection and disease development in 
Verticillium wilt develops best at relatively cool 
(13-23°C) soil temperatures. 
 
5.2. Symptoms 
 
 Wilting is the most characteristic feature             
of infection by Verticillium spp. Symptoms usually 
appear on the older leaves in mid-August when 
infected plants wilt during the warmest part of the 
day, and then recover at night [16]. Leaf edges           
and areas between the veins turn yellow and then 
brown. In addition, infected plants often have a 
characteristic V-shaped lesion at the edge of the leaf 
occurring in a fan pattern (Figure 12) [17]. Unlike 
Fusarium wilt, symptoms of Verticillium wilt do not 
progress along one side of a leaflet, branch, or  
plant. Verticillium wilt causes uniform yellowing 
and wilting of the lower leaves. As the disease 
progresses, younger leaves begin to wilt and die, 
until only a few healthy leaves remain at the top of 
the plant. Although diseased plants are not killed, 
they are stunted and weak and produce small fruit 
[16]. Verticillium wilt can be detected by presence 
of the internal browning streaking of vascular 
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system in stems (Figure 13) [18]. The discoloration 
is most pronounced near the soil line and does             
not extend quite as far up the stem. These symptoms 
are similar to those caused by Fusarium wilt, but 
vascular streaking caused by Fusarium is generally 
darker and progresses further up the stem than 
streaking caused by Verticillium.  
 Wilt caused by this disease may be differen-
tiated from drought-stress based on the portion of 
the plant that is wilting and on the location of wilted 
plants. Diseased plants often have only a portion of 
the plant wilting, such as one or two stems. In 
addition, diseased plants usually appear in patches 
within the growing area. Plants suffering from 
drought, however, are uniformly wilted and occur 
throughout the growing area. 
 
 

  
Figure 12. Verticillium wilt foliage symptoms on tomato 
plant.  
 
 

 
Figure 13. Verticillium wilt symptoms of cut stem in 
tomato plant. 
 
 
6. ANTHRACNOSE 
 
6.1. Introduction 
 
 Anthracnose is a frequent problem in the 
latter part of the growing season on ripening tomato 
fruit. The disease results in a fruit rot that reduces 
the quality and yield of tomatoes. Anthracnose is 

caused by several fungal species in the genus 
Colletotrichum, including C. coccodes, C. dema-
tium, and C. gloeosporioides [19]. The fungus can 
survive in infected plant debris and in the soil. 
During rainy weather, fungal spores are splashed 
onto the fruit. Most infection takes place on ripe     
or overripe fruit. Green fruit also can be infec-         
ted, although symptoms do not develop until the 
tomatoes begin to mature. Disease development is 
favored by frequent rainfall temperatures around 
26°C. The fungus survives the winter on diseased 
tomato vines, in the soil, and in seeds. Weeks before 
the fruit ripens, anthracnose can become established 
on leaf spots caused by other fungi or by insect 
feeding injuries. Warm, wet weather causes the 
disease to spread and symptoms to develop. While 
insect or other wounds facilitate infection, tomatoes 
can also become infected in the absence of wounds. 
 
6.2. Symptoms 
 
 Although symptoms do not appear until the 
fruit is ripening, the infection occurs when fruits are 
small and green. Symptoms of anthracnose appear 
first as small, circular, slightly sunken lesions on the 
surface of ripening fruits (Figure 14) [20]. The spots 
quickly enlarge, become bruise like depressions, and 
develop a water-soaked appearance directly beneath 
the skin (epidermis) of the fruit. As these spots 
expand, they develop dark centers or concentric 
rings of dark specks. The rings consist of numerous 
small spore-producing bodies of the fungus 
(microsclerotia and acervuli) (Figure 15) [21]. In 
moist weather these bodies exude large numbers of 
spores, giving diseased areas a cream to salmon-
pink color [22]. By this stage, decay has penetrated 
deeply into the tomato flesh. Spotted fruits often 
may rot completely because of attack by secondary 
fungi through anthracnose spots. After infection, the 
fungus "rests" between the cuticle and the epidermis 
of the fruit [23]. The fungus is activated by exposure 
of the fruit to low temperatures, fruit maturation or 
plant stress. As fruit ripens, symptoms begin to 
appear and susceptibilities increase. Eventually the 
entire fruit will rot, especially when there are 
several anthracnose spots or decay organisms enter 
the diseased tissue (Figure 16). Fruit nearest to the 
ground are most likely to be affected aand the 
fungus can also infect roots [24]. 
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 Despite all this apparent destruction, 
Colletotrichum is considered a weak pathogen and 
can often be controlled through good cultural 
practices [25]. The pathogen overwinters on infec-
ted plant debris, so it is very important to dispose of 
rotten fruit and infected plants. Because of the 
ability of this fungus to persist in the soil, tomatoes 
and other solanaceous crops, like peppers and 
eggplants, should be rotated on an every-other-year 
basis [26].  
 
 

  
Figure 14. Circular sunken lesions on ripening tomato 
fruit caused by anthracnose. 
 
 

  
Figure 15. Fruiting bodies at the center of the lesion on 
ripe tomato fruit.  
 
 

   
Figure 16. Anthracnose tomato fruit rot. 
 
 
7. BUCKEYE ROT 
 
7.1. Introduction 
 
 Buckeye rot caused by the soilborne fungus 
Phytophthora primarily infects fruit lying on or near 
moist soil. Large amounts of rainfall or frequent 

irrigation may result in the sudden appearance of 
buckeye rot. Saturation of the soil stimulates the 
release of zoospores (motile fungal spores) from 
sporangia in the soil. Buckeye fruit rot most 
commonly occurs under prolonged warm, wet 
conditions [27]. The buckeye rot fungi may be 
introduced through infected seeds or transplants, or 
through volunteer plants from the previous crop. 
Fungal spores are produced when the soil is wet and 
above 18°C. Spores are spread by surface water and 
splashing rain. Fruit may become infected when 
they come into contact with infested soil or when 
being splashed with mud containing fungal 
inoculum.  
 
7.2. Symptoms 
 
 The initial symptom on the fruit is a grayish 
green or brown watersoaked spot that usually 
appears near the blossom end, or at the point of 
contact between the fruit and soil [28]. The spot 
further enlarges and develops into a lesion with a 
characteristic target-like pattern of concentric rings 
of narrow dark brown and wide light brown bands 
that resemble the markings on a buckeye (Figure 17) 
[29]. Fruit symptoms caused by buckeye fruit rot 
can be confused with symptoms of “late blight,” 
which is caused by the fungus Phytophthora 
infestans [30]. Buckeye fruit rot lesions are at first 
firm and smooth surface and lack a sharply defined 
margin, whereas late blight lesions are typically 
rough and sunken at the margins. Buckeye fruit rot 
may produce a white, cottony fungal growth on the 
lesion under moist conditions (Figure 18) [31]. The 
buckeye rot fungus can affect both green and ripe 
fruit. Diseased fruit are usually located nearest the 
ground in staked tomatoes.  
 
 

  
Figure 17. Brown concentric rings cused by buckeye rot 
on tomato fruit. 
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Figure 18. Buckeye rot fungus affect both green and ripe 
tomato fruit. 

 
 
8. SOUTHERN BLIGHT 
 
8.1. Introduction 
 
 Southern blight, caused by the soilborne 
fungus Sclerotium rolfsii, which is nearly impos-
sible to eradicate even though it exists in relatively 
low levels. The fungus infects the lower stem of the 
plant near the surface of the soil [32]. It is called 
Southern blight because it cannot survive for long 
stretches in frozen soil and therefore only thrives            
in warm climates. Sclerotium rolfsii can attack any 
parts of a plant that touch the soil, but it most 
commonly attacks a plant at or just below the soil 
line. Southern blight is favored by by high humidity 
and soil moisture and warm to hot temperatures (29-
35°C). Disease severity increases when undecom-
posed organic matter is left on and in the soil. 
Southern blight is extremely difficult to manage 
because the fungus has a wide host range (more than 
500 plant species in 100 plant families), which 
limits the use of crop rotation. Sclerotia can survive 
in the soil for several years, and there are few, if 
any, commercially available resistant varieties. 
 
8.2. Symptoms  
 
 The initial symptom of southern blight is a 
rapid wilting of the entire plant (Figure 19). A 
water-soaked lesion on the stem near the soil line 

rapidly expands, turns brown, and girdles the stem 
(Figure 20) [33]. The fungus produces white fungal 
strands (mycelia or hyphae) around infected stem 
and can be observed on the soil surrounding                  
the plant (Figure 20).  
 
 

 
Figure 19. Southern blight on tomato plants.  
 
 

  

  
Figure 20. White mycelia at the base of infected tomato 
plants, small round sclerotia of Sclerotium rolfsii.  

 
 
 Sclerotium rolfsii produces survival structures 
called sclerotia, which are small (0.04-0.08 inches) 
that enable the fungus to survive for many years             
in soils, even through adverse conditions [34]. 
Sclerotia are first white, later becoming darken to 
brown spherical structures or orange color. When 
Sclerotia is fully developed, each sclerotium is 
about mustard seeds size. The presence of the white 
mycelium and sclerotia at stem base of afected 
plants are very useful characteristics for identifying 
southern blight [35, 36]. The fungus survives in the 
soil as sclerotia which may build to high numbers 
when susceptible plants are cropped repeatedly. 
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After sclerotia germinate, the fungus must first 
colonize organic debris near the soil surface before 
the fungus can cause infection. Early symptoms on 
fruit are circular water-soaked spots followed by 
soft rot or decay (Figure 21).  
 
 

 

  
Figure 21. Mycelia and sclerotia of Sclerotium rolfsii   
on tomato fruit. 
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ABSTRACT 
 
Plant diseases that can affect yield and quality of 
field crops everywhere around the world are 
numerous. Fungal parasites are by far the most 
prevalent plant pathogenic organisms. To develop, 
all components of the disease triangle must be 
present. These components are a susceptible host 
crop, a plant pathogen able to infect the host crop, 
and an environment that favors disease development. 
Management practices aiming to reduce plant 
diseases affect specific components of the disease 
triangle. They need to be combined to limit more 
than a single component, an approach known as 
integrated disease management (IDM). Integrating 
different tools leads to better disease reduction          
and decreases selection pressures. Knowing that 
pathogens are affected by selection pressures when 
certain individual management practices are over-
used, and this can result in new “races” of the 
pathogen or fungicide-resistant strains of the 
pathogen being selected. The continual and 
indiscriminate application of chemical fungicides 
has caused health hazards in animals and humans 
due to residual toxicity. Recently, several synthetic 
fungicides have been banned in the western world 
because of their undesirable attributes such as high 
and acute toxicity. Nowadays, biological control is 
going to be the best alternative strategy for the 
control of plant diseases. However, other methods in 
IDM for crop disease control are still necessary in 

various environmental conditions. Consequently,  
for economic threshold, other control strategies of 
IDM besides/with biological control should be           
also applied to effectively reduce the disease 
development and the yield loss of crops in the 
different crop systems.  
 
Keywords: Plant pathogenic fungi; Disease 
management. 
 
1. INTRODUCTION 
 
 During their lifetime, plants are uncovered           
to fluctuating temperature, humidity, drought                 
or rainfall, soils and nutrients, weeds, insects, 
nematodes and microorganisms. These components 
could be beneficial or detrimental to plant health. 
The disease triangle (Fig. 1), that consists of an 
interaction between a susceptible plant, a virulent 
pathogen (usually fungus) and a suitable (con-
ductive) environment for the disease onset, is a 
classic concept which was formalized in the             
1960s by George MacNew [1] to seek out the 
interrelationship of different factors in an epidemic 
and to understand how epidemics might be 
predicted, limited, or managed. It was planned as           
an experiment tool to presage and control diseases. 
 More recently, modified versions of the 
disease triangle concept were defined, including            
the disease pyramid and tetrahedron, which have 
‘time’ and ‘man’ as additional factors. 
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Figure 1. Disease triangle concept. 

 
 
 Today, theoretical and applied plant 
epidemiologies are advanced fields of research, 
incorporating the effects of climate change in the 
control and management of plant diseases. 
 Bread molds and mushrooms are examples of 
fungi familiar to all of us. Most of the 100,000 
fungus species identified by scientists are only 
saprophytes and not capable of infecting plants. 
However, more than 8,000 plant pathogenic species 
have been identified making fungi the most 
numerous and economically important class of plant 
pathogens. The great diversity of fungi and the 
complex and intricate life cycles of some plant 
pathogenic species make generalizations difficult. 
 Plant infection by fungi occurs via a great 
variety of mechanisms. Some species directly 
penetrate plant surfaces or enter through natural 
openings, while others require wounds or injury for 
infection. During disease development, many 
species of fungi produces pores which are dispersed 
by wind, water or by other means. Each spore may 
cause a new infection resulting in a rapid increase     
in disease incidence and severity. Some fungi          
form special resting spores which permit survival 
for long periods of time (several months or years)      
in soil or plant debris. 
 
2. FUNGAL DISEASES CONTROL 
 
 First of all, it should be noted that among 
different kinds of pathogens, the greatest losses            

are inflicted by fungi (42%) followed by               
bacteria (27%), viruses (18%), and nematodes 
(13%) [2, 3]. 
 Whether the aim of disease management is to 
save existing plants or to prevent problems from 
recurring, we must know "What went wrong?" The 
diagnosis consists of collecting information on the 
problem of diseased plants and to fix the cause [4]. 
Once the cause is determined, it is possible to 
recommend a solution basing on relevant disease 
management. The diagnosis of plant problems can 
involve considerable detective work [5]. Sometimes 
there is not enough information and other times,         
the main cause of a problem is hidden by more 
obvious problems. Success in the diagnosis of plant 
problems necessarily depends on the amount of 
knowledge about the triangle of the disease 
(environment, host and pathogen). 
 Therefore, the environment may be altered in 
different ways depending on the disease to be 
managed. For instance, some diseases require free 
water for development. In this case, efficient means 
to reduce free water include morning irrigation,  
dew removal, reduction in amount and frequency           
of irrigation. Water manipulation might be wise  
tool in disease management. Improved drainage          
and soil conditions by aeration, straw reduction, 
light conditions manipulations and fertilization 
regulation might be relevant as steps for reducing 
damage from particular diseases. 
 On the other side, disease severity may be 
underplayed by suitable changes in the crop that is 
being grown. It is mindless practice to replant the 
same variety that has been killed by the same 
pathogen year after year, if there is another option. 
It is always more suitable, where possible, to use 
mixture or blends of various varieties, rather than 
seeding a single kind of crop species. Diversity in a 
planting almost always raises odds of survival. 
 The third measure of disease management is 
depression of the pathogen by applying chemicals 
which will kill the organism or keep it under 
threshold of harmfulness. However, most fungicides 
do not kill fungi, they only prevent growth. 
 Also, it is important to identify correctly            
the pathogen, so that a suitable fungicide may                
be selected. Random choice and application of 
fungicides without knowledge of the disease     
cause can make as much harm as good. Using             
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the wrong fungicide wastes money and may        
worsen the disease as well as causing other  
negative effects. 
 
3. PREVENTIVE MEASURES 
 
3.1. Cultural practices 
 
 Cultural practices usually affect the 
development of disease in plants by influencing the 
environment. These practices are intended to make 
the atmosphere, soil, or beneficial microorganisms 
convenient to the crop plant, inconvenient to its 
parasites. 
 For example, soil solarization process sur-
veys the soil pathogenic organisms efficiently by  
trapping solar energy under cold frames subjected  
to direct sunlight (before planting) for sufficient 
periods so as to raise the temperature of the top 
layer of soil  (to a depth of 10 cm) to 40°-60°C.   
The control of the soil borne pathogens, especially 
Fusarium species has changed over the last few 
decades [6]. Application of soil solarization for 
managing Fusarium and Verticillium wilt on some 
crops is performed generally in several countries 
[7]. 
 The black root rot of tobacco seedlings 
caused by Thielaviopsis basicola were controlled  
by applying such treatments. Sclerotial viability        
of Sclerotium rolfsii was quickly reduced by more 
than 95% at 2.5 cm depth in solarized fruit orchards 
soil, though lowering effects were found in deeper 
soillayers [8]. However, the major constraints that 
limit the adoption of soil solarization in practice          
are relatively longer duration of the process and            
the climatic dependency. The cost of solarization            
is relatively low compared with other available 
alternative; however, it can be a limiting factor 
depending on the country, the crop type, the 
production system. 
 On the other side, organisms that survive in 
the soil can often be controlled by crop rotations 
with unsusceptible species, depending on the 
system. For example, wheat should not be mono-
cropped or grown behind triticale, rye, or barley. 
Rotating to oats, annual pasture grasses, winter 
legumes, or a clean winter fallow for 1 to 2 years 
between wheat crops may be necessary in fields 
where serious losses to Septoria diseases have 

occurred [9]. 
 Environmental factors (temperature, water, 
and organic and inorganic nutrients) significantly 
affect inoculum production. For instance, warm 
temperature (solarization) breaks dormancy of 
sclerotial structures; water may leach growth 
inhibitors from the soil and permit germination              
of resting spores; and special nutrients may 
stimulate the growth of sclerotes that produce 
inoculum. 
 
3.2. Plant quarantine 
 
 A formal regulatory disease control is plant 
quarantine, the legally enforced stoppage of plant 
pathogens through regulations made by states 
concerning the movement of plant materials into 
them. 
 
3.3. Sample inspection 
 
 Another preventive measure to control               
the diseases is the sample inspection method. 
Laboratory looks into of a representative sample 
drawn by the certification agency for the evalu- 
ation of germination, moisture content, weed seed 
content, purity and seedborne pathogens. 
 
4. CONTROL MEASURES 
 
4.1. Chemical control 
 
 Pesticides that control plant diseases can be 
used very differently. It depends on the pathogen to 
be controlled and the circumstances required for 
parasitic activities. For example, a water-soluble 
eradicative spray is applied once to dormant peach 
trees to remove wintering spores from the leaves, 
while relatively insoluble protective fungicides are 
repeatedly applied to the leaves of potato plants to 
protect them. In addition, systemic fungicides may 
be used curatively. 
 Bhuiyan et al. [10] made several studies on 
the effect of fungicides in inhibition of the S. rolfsii 
mycelial growth. The study used various fungicides 
as Ridomil, Rovral, Tilt, Dithane, Bavistin, and 
Provex at different concentrations. At 400 ppm, 
inhibition of the mycelial growth was 52.9%, 
93.88%, 100%, 80.63%, 6.64% and 100%, respec-
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tively. The study revealed that Provex inhibited 
radial mycelial growth totally even at low 
concentration of 100 ppm. 
 However, chemical control presents diffi-
culties due to the growing resistance of the strains      
to the main commercial products. The ideal 
phytosanitary formula, as for a large number of 
pathogenic fungi, is far from being found and it          
is now only possible to limit the damage to an 
economically tolerable threshold. 
 The resistance to fungicides is a major cause 
of poor disease control in fungal pathogens.                
The development of resistance to fungicides is 
influenced by complex interactions of factors such 
as the mode of action of the fungicide, the biology 
of the pathogen and the crop system. Understanding 
the fungicide resistance, how it develops and how it 
can be managed is critical to ensure sustainable 
control of fungal diseases. 
 
4.2. Biological control 
 
 The most logical scope for the environment  
to the pesticides using for the control of diseases is 
the use of biological approaches. Biological control 
is based on the phenomenon that each living entity 
has an adversary in nature to keep its population             
in check. Baker and Cook [11] defined biological 
control as the “reduction of inoculum density or 
disease producing activities of a pathogen or 
parasite in its active or dormant state, by one or 
more organisms, accomplished naturally or through 
manipulation of the environment, host, or anta-
gonists, or by mass introduction of one or more 
antagonists”. 
 Biological control can be fulfilled either by 
introducing bioinoculants or biocontrol agents 
(BCA) directly into a natural ecosystem or by 
adopting cultural practices that stimulate survival, 
establishment, and multiplication of the bioino-
culants already existing. The first essay to control          
a plant disease with microorganism introduced to 
soil was by Hartley in 1921 [12] where introduction 
of isolates of saprophytic fungi and one bacterium 
resulted in significant reduction in severity of 
damping-off of pine seedlings caused by Pythium 
debaryanum [13]. 
 Bioinoculants are primarily fungal and bacte-
rial in origin. Bioinoculant fungi basically harness 

through parasitism against plant pathogenic fungi 
and nematodes [14]. The main genera of biocontrol 
fungi which have been tried on plant pathogenic 
fungi and nematodes including Trichoderma, 
Aspergillus, Chaetomium, Penicillium, Neurospora, 
Fusarium, Rhizoctonia, Dactylella, Arthrobotrys, 
Catenaria, Paecilomyces, Pochonia, and Glomus. 
Other types of BCA such as plant growth-promoting 
organisms have also been examined for disease 
management [15, 16]. A number of fungi such as 
Aspergillus spp., Penicillium spp., and Trichoderma 
spp. have been reported as phosphate-solubilizing 
microorganisms (PSM), which also suppress plant 
pathogens. Application of PSM can control soil-
borne pathogens such as Fusarium oxysporum, 
Macrophomina phaseolina, Pythium aphani-
dermatum, Rhizoctonia solani and Sclerotinia 
sclerotiorum. 
 Trichoderma strains grow rapidly when 
inoculated in soil because they are naturally 
resistant to many toxic compounds such as DDT  
and phenolic compounds [17]. Trichoderma strains 
are efficient in controlling several fungi such as            
R. solani, P. ultimum and S. rolfsii when alternated 
with methylbromide, benomyl, captan, or other 
chemicals. 
 Disease suppression by bioinoculants might 
be performed by some mechanisms like fungi-  
static effects, competition for nutrients, antibiosis, 
myco-parasitism and stimulation of host defense 
response. 
 The practical effectiveness of biological 
control is clearly succeeded with relevant results in 
vitro. Thus, the need for field productivity of any 
biological and biotechnological approach should be 
addressed. 
 
5. INTEGRATED DISEASE MANAGEMENT 
(IDM) 
 
 IDM is defined as: “a sustainable approach to 
survey diseases by combining biological, cultural, 
physical and chemical tools in a way that minimizes 
economic, health and environmental risks”. This 
concept evolved from the original IPM (integrated 
pest management) [18]. 
 The success and sustainability of IDM 
strategy [19], especially with resource poor farmers 
greatly depends on their involvement in helping 
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generate locally specific techniques and solutions 
suitable for their particular farming systems and 
integrating control components that are ecologically 
sound and readily available to them. Training and 
awareness raising of farmers, disease survey teams, 
agricultural development officers, extension agents 
and policy makers remains to be an important  
factor for the successful implementation of IDM 
strategies. 
 
6. CONCLUSION 
 
 Plant fungal diseases seriously threaten crop 
production worldwide causing the highest yield 
losses among those caused by other pathogens. As a 
result, their management is essential to increase 
food production. Given the adverse effects of 
pesticides, bioinoculants offer a potential substitute. 
Many potentially useful microorganisms are 
available, such as Trichoderma spp., Aspergillus 
niger, Penicillium digitatum, P. anatolicum, 
Paecilomyces lilacinus, Pochonia chlamydosporia. 
These organisms can be applied directly to the             
soil, as a seed treatment or as a foliar spray to 
reduce the level of inoculum and the severity of             
the disease. Commercial formulations of most 
bioinoculants are available and offer varying 
degrees of disease control. The overall performance 
of phosphate-soluble fungi such as A. niger, 
Trichoderma spp., Penicillium spp., against fungal 
plant diseases opens the way to commercial 
exploitation. 
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ABSTRACT 
 
Crop production is challenged in our world by 
increasing food demands, decrease natural resource 
bases and climatic change. Nowadays plant growth 
regulators works like fertilizers in increasing plant 
growth production efficiency and needed to produce 
in large industrial scale. Fermentation condition and 
medium constituents can significantly affect on the 
product production and designing an acceptable 
fermentation medium is critical importance. In this 
paper Fusarium sp. could be considered as 
promising indole-3-acetic acid producers with the 
ability to improve the production using statistical 
methods. The results showed that fermentation type, 
incubation temperature and L-tryptophan were the 
most influencing parameters on the production. 
Maximum IAA production by Fusarium oxysporum 
was 300.4 mg/l obtained under the fermentation 
conditions: temperature at 25oC, incubation period 5 
days, pH 7, inoculums size 2%, shaking rate at 150 
rpm and medium constituents: Glucose 40 g/l, yeast 
extract 3 g/l, L-tryptophan 1 g/l, KH2PO4 2 g/l, 
NaNO3 4 g/l, MgSO4·7H2O 0.1 g/l with regression 
analysis (R2) 99.67% and 2.12-fold increase in 
comparison to the production of the original level 
(142 mg/l). 
  

Keywords: Auxin; Production; Plackett-Burman; 
Fusarium. 
 
Abbreviations: Indole-3-acetic acid (IAA), potato 
dextrose agar medium (PDA). 
 
1. INTRODUCTION 
 
 In the last few years by increasing population 
number every year the fulfilling food requirement 
remains a challenging task as climate changes 
affected on the agricultural production systems and 
there has been a growing interest in increasing crop 
plant yield [1]. Phytohormones which could produce 
by microorganisms are known to play vital roles in 
plant growth and establishment by helping plants to 
acclimatize to varying environments [2].  
 Several phytohormones control many physio-
logical and bio-chemical processes like abscisic 
acid, gibberellins, ethylene, auxins, cytokinins, and 
brassinosteroids [3]. Indole-3-acetic acid extensi-
vely was the first identified plant hormone and              
the most important member of the auxins family           
of phytohormones [4]. Its play a vital role in 
physiological processes e.g. root initiation, pro-
duction of longer roots, tissue differentiation, 
increase number of root hairs and lateral root which 
are involved in nutrient uptake [5-7]. In recent paper 
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by Takahashi [8] revealed that indole-3-acetic acid 
intracellular plant concentration is controlled by the 
biosynthesis and degradation process. 
 The presence of several microorganisms 
synthesizes IAA as secondary metabolites through 
tryptophan pathway are very important factor in soil 
fertility [9]. Several bacterial isolates could produce 
IAA however; most of the previous studies do not 
take into account of IAA production by filamentous 
fungi. Indole-3-acetic acid was produced by fila-
mentous fungi like Colletotrichum gloeosporioides, 
Colletotrichum acutatum, Dibotryon morbosum, 
Fusarium, Rhizopus suinus, Phoma glomerata, 
Penicillium, Taphrina deformans, Ustilago 
esculenta and Ustilago zeae [10-18]. 
 A classical method of optimizing the 
fermentation conditions and medium constituents 
depends on single parameter whilst all the other 
factors are maintained at a fixed level [19]. 
However, statistically based experimental designs 
proved to be most popular for production 
optimization as it enables us to obtain the 
physicochemical and factors influencing on the 
production process with less number of planned 
experiments. Plackett-Burman design is practical 
efficient when we screening large number of factors 
to produce optimal response [20]. 
 The main objective of this paper is to test the 
ability of different Fusarium isolates to produce 
indole-3-acetic acid on glucose medium, secondly to 
improve IAA production by investigating the effect 
of several parameters on the production process and 
found the optimum fermentation conditions and 
medium constituents for the highest IAA production 
using statistical approach (Plackett-Burman design).  
 
2. MATERIALS AND METHODS 
 
2.1. Fusarium sp. isolation and identification  
 
 Fusarium species, isolated from different 
parts of Egyptian clover, faba bean, garlic, maize 
and onion plants on potato dextrose agar medium 
(PDA). The pure cultures were maintained 
aerobically on the same medium and stored at 
4±1°C until using [21]. Fusarium sp. identified 
based on their macroscopic and microscopic 
characteristics [22]. 
 

2.2. Inoculums preparation 
 
 Prior to indole-3-acetic acid production 
experiments, Fusarium sp. were grown aerobically 
on potato dextrose agar medium at 28±1°C for 4 
days. Homogeneous spore suspension of Fusarium 
sp. was prepared by scraping fungal hyphae from 
culture plates and suspended in sterilized distilled 
water containing 0.01% (v/v) tween 80 (2 × 106 
spore/ml) and stirred for 30 min. One ml of the 
inoculums was transferred to an Erlenmeyer flask 
250 ml containing 100 ml of the production 
medium.  
 
2.3. Screening for IAA production by Fusarium 
sp. 
 
 Czapek's dextrose liquid medium supple-
mented with 0.2 g/l L-tryptophane, was used                
as production medium containing (g/l):  glucose, 
30.0; yeast extract, 5; NaNO3, 3.0; KH2PO4, 1.0; 
MgSO4·7H2O, 0.5; KCl, 0.5 and FeSO4·7H2O, 0.01. 
These contents were dissolved in 1000 ml distilled 
water with initial pH adjusted to 5.5 before 
autoclaving. After sterilization in an autoclave                   
at 121°C and 1.5 atm pressure for 20 min. 
chloramphenicol, 250 mg/ml was sterilized sepa-
rately by membrane filtration, using a membrane of 
pore size 0.22 mm and added as bacteriostatic agent. 
Incubation was carried out at 28±1°C on a rotary 
shaking (150 rpm) for 7 days. All the experiments 
were carried out independently in triplicates. 
 
2.4. Optimization using Plackett-Burman design  
 
 Plackett-Burman design was used to screen 
the fermentation parameters that influenced indole-
3-acetic acid (IAA) production with respect to their 
main effect and without interaction effects between 
various constituents of the medium [23]. Eleven 
trails carried out by Plackett-Burman design for 
screening the fermentation parameters under 
investigation is shown in Table 1. Each independent 
variable was tested at two levels, high (+1) and low 
(−1). In each column and row should contain equal 
number of negative and positive signs. The program 
Sigma XL (Version 6.12) was used to analyze this 
experiment.  
 



317 | Mahmoud & Mostafa   Indole acetic acid production by fungi 

European Journal of Biological Research 2017; 7 (4): 315-323 

 

Table 1. Plackett-Burman design for different variables screening in IAA production by Fusarium oxysporum (I). 

Variable code Variable Unit 
Level 

Low (-1) (0) High (+1) 

A Incubation temperature C° 25 30 35 

B Incubation time D 5 7 9 

C Fermentation type  Shaking Shaking Static 

D Inoculums size % 0.5 1 2 

E Initial pH  5 6 7 

F Glucose gl-1 20 30 40 

G Yeast extract gl-1 3 5 7 

H L-tryptophan gl-1 0.1 0.5 1 

J KH2PO4 gl-1 0.5 1 2 

K MgSO4·7H2O gl-1 0.1 0.5 1 

L NaNO3 gl-1 1 2 3 

 
 
 Plackett-Burman design was used to screen 
and evaluate the important medium components that 
influence the response. Indole-3-acetic acid yields 
are explained by the following polynomial equation: 
Y=bo + ∑biX i + ∑bijX iX j + Ei                   (1) 
 Where, Y: the variable dependent response;           
i: the regression coefficient; X: the independent 
variable level and E: the experimental error. The 
experimental data were statistically analyzed to 
determine the significant difference (p≤0.05) in 
response under different conditions. The response 
surface graphs were also plotted using the same 
software. The quality of fit for the regression model 
equation was expressed as R2.  
 
2.5. Analytical analysis 
 
 After the incubation period, Fusarium 
mycelium was recovered by filtration through dried 
and weighed Whatman filter paper (No. 113), 
washed with distilled water three times and then 
dried at 70°C overnight for dry mass (DM) 
determination. The supernatants were centrifuged at 
4,000 rpm for 15 min. and sterilized by membrane 
filtration, using a membrane of pore size 0.22 mm to 
remove any remaining spores for quantitative 
determination of indole-3-acetic acid (IAA).  
 Indole-3-acetic acid was determined spectro-
photometerically (Fig. 1) using Salkowski reagent 
containing 1ml of 0.5 M FeCl3·6H2O dissolved in  

50 ml of 35% HClO4 [24]. Two ml of Salkowski 
reagent was added to one ml of culture supernatant 
in 10 ml test tube leaves it in room temperature and 
read the color after 25 min. but before 3 h at 535 
nm. The developed pink color measured using T60 
UV with a split beam UV visible spectrophotometer 
covers a wavelength range of 190-1100 nm. The 
amount of IAA in the supernatant was measured 
quantitatively at 535 nm against substrate-free 
blank. The standard curve was prepared using pure 
IAA (1-100 mg/l). 

 
 

Control IAA 

Figure 1. Different pink color degrees of IAA production 
after the reagent added in comparison with control (free 
IAA). 
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3. RESULTS  
 
3.1. Isolation and identification of Fusarium sp. 
 
 Ten Fusarium isolates were isolated from 
different parts of Egyptian clover, faba bean, garlic, 
maize and onion plants on PDA medium. Based on 
Fusarium growth on the plate and the microscopic 
characters, Fusarium sp. were identified into seven 
species. Fusarium solani, F. oxysporum, F. chlamy-
dosporum, F. camptoceras, F. incarnatum, F. verti-
cilloides and F. nygami. The purified isolates were 
screened for their ability to produced indole-3-acetic 
acid (IAA) on fermented medium. Only one isolate 
was selected for further experiments based on the 
highest indole-3-acetic acid (mg/l) production.    
 
3.2. Indole-3-acetic acid production by Fusarium 
sp. 
 
 All the isolates grown on the production 
medium and showed various degrees of dry mass 
and indole-3-acetic acid production. A wide 
variation in IAA production on the screening 
medium ranged from 18.37±1.04 to 142±6.46 mg/l 
and dry mass varied between 1.2±0.2 and 6.1±0.53 
g/l. The highest fungus dry mass and indole-3-acetic 
acid producer was Fusarium oxysporum (I) isolated 
from onion rhizoplane giving 142±6.46 mg/l IAA 
(with productivity 23.14 mg/l/day) and 6.1±0.53 g/l 
dry mass so it was selected for the further 
experiments, the overall measurement results are 
summarized in Fig. 2.  

 
 

Figure 2. Screening for IAA production on glucose 
medium by different isolates of Fusarium species. 
 

 Brief description of indole-3-acetic acid 
highly producer Fusarium oxysporum (Schlech-
tendal) emend. Snyder & Hansen; Growth on PDA 
medium 50 mm in one week, Texture floccose 
becoming felted, Color white to pale apricot, usually 
with a purple tinge, Reverse purple. Conidiophores 
hyaline, simple, short, bearing spore masses at the 
apexes; two kinds of conidia: macroconidia boat-
shaped, with slightly tapering apical cells and 
hooked basal cells, 4-celled; and microconidia 
ellipsoidal, 1-celled. Chlamydospores globose and 
usually solitary (Fig. 3). 
 
3.3. Optimization of IAA production using 
Plackett-Burman design  
 
 The Plackett-Burman design was an effective 
way to improve IAA production. The highly IAA 
producer (Fusarium oxysporum (I)) was chosen for 
screening the effects of different parameters on IAA 
production using Plackett-Burman design. Each 
variable was studied at two levels (-1, 1) as declared 
in Table 1. Relationship between the response and 
the screened variables was expressed by the 
following polynomial equation: 
 IAA (mg/l) = (91.483) + (-40.02) * A: Incu-
bation temperature + (-22.15) * B: Incubation time 
+ (-49.82) * C: Fermentation type + (6.82) * D: 
Inoculum size + (2.95) * E: Initial pH + (18.35) * F: 
Glucose + (-1.75) * G: Yeast extract + (26.48) * H: 
L-tryptophane + (0.95) * J: KH2PO4 + (-13.78) * K: 
MgSO4 + (17.65) * L: NaNO3                      (2) 
 The results obtained in Table 2 indicated that 
there was a wide variation in IAA production from 
(13.6 to 300.4 mg/l) and dry mass varied between 3 
and 9.1 g/l. This indicates the important effect of the 
medium components and environmental factors on 
growth and production of IAA. The ANOVA results 
are shown in Tables 3 showed that among the 
eleven variables, G (yeast extract) and J (KH2PO4) 
were found to be non-significant (p>0.05). Among 
the tested parameters, fermentation type, incubation 
temperature and L-tryptophan were the most 
effective parameters plays a crucial role in             
IAA production with 49.82%, 40% and 26.48% 
coefficient effect as shown in Pareto-Plot (Fig. 4).  
 All the predicted values of Plackett-Burman 
design were located in close proximity to the 
experimental values. This supports the hypothesis 
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that the model Eq. (2) is sufficient to describe the 
response of the experimental observations of IAA 
production (Fig. 5). Three-dimensional response 
surface curves were generated to study the 
interaction between each two variables (Fig. 6A-F). 
The Model F value of 324.6 (p<0.05) implies that 
the model is significant. Model F value is calculated 
as ratio of mean square regression and mean square 
residual due to the real error. The R2 value was 
99.67% indicated that the entire variation was 

explained by the model. The adjusted R2 value was 
99.36%.  
 Maximum IAA production (300.4 mg/l) by 
Fusarium oxysporum (I) obtained under the fermen-
tation conditions: temperature at 25oC, incubation 
period 5 days, pH 7, inoculums size 2%, shaking 
rate at 150 rpm and medium constituents: Glucose 
40 g/l, yeast extract 3 g/l, L-tryptophan 1 g/l, 
KH2PO4 2 g/l, NaNO3 4 g/l, MgSO4·7H2O 0.1 g/l. 

     
        

 
Figure 3. Fusarium oxysporum (I) Sch., A: Chlamysospores (Ch); B: Monophilaidic conidiogenous cell (Ph) and hypha 
(Hy); C: Macroconidia (Ma); Bars, 10 µm; D: Fungus growth on potato dextrose agar medium. 

 
 

Figure 4. Pareto-Plot for Plackett-Burman parameter 
estimates the effect of each parameter on IAA produced 
by Fusarium oxysporum (I). 

 

Figure 5. Comparison between IAA (mg/l) experimental 
and predicted values of the Plackett-Burman design. 

 

D C 

B A 
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Table 2. Plackett-Burman design variables with IAA production by Fusarium oxysporum (I) as response. 

Trials A B C D E F G H J K L IAA (mgl -1) Dry mass (gl-1) 

1 -1 -1 1 1 1 -1 1 1 -1 1 -1 95.6 4.8 

2 -1 1 1 1 -1 1 1 -1 1 -1 -1 46 6.82 

3 1 1 -1 1 -1 -1 -1 1 1 1 -1 65.6 3.66 

4 1 -1 1 1 -1 1 -1 -1 -1 1 1 24.8 6 

5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 146.8 4 

6 1 1 -1 1 1 -1 1 -1 -1 -1 1 75.6 9.1 

7 1 1 -1 1 1 -1 1 -1 -1 -1 1 70 8.4 

8 1 1 1 -1 1 1 -1 1 -1 -1 -1 15.6 3.88 

9 1 -1 1 -1 -1 -1 1 1 1 -1 1 50.8 3.6 

10 -1 1 -1 -1 -1 1 1 1 -1 1 1 188 7.99 

11 1 1 1 -1 1 1 -1 1 -1 -1 -1 19.2 3.81 

12 1 -1 1 1 -1 1 -1 -1 -1 1 1 23.6 5.4 

13 1 1 -1 1 -1 -1 -1 1 1 1 -1 59.2 3.68 

14 -1 1 1 1 -1 1 1 -1 1 -1 -1 55.2 8.83 

15 -1 -1 -1 1 1 1 -1 1 1 -1 1 284 4.8 

16 -1 1 1 -1 1 -1 -1 -1 1 1 1 13.6 5.22 

17 -1 1 -1 -1 -1 1 1 1 -1 1 1 202.8 8.21 

18 1 -1 -1 -1 1 1 1 -1 1 1 -1 78.4 6.8 

19 -1 -1 1 1 1 -1 1 1 -1 1 -1 79.6 4.4 

20 1 -1 1 -1 -1 -1 1 1 1 -1 1 54.8 4.2 

21 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 144.8 3 

22 1 -1 -1 -1 1 1 1 -1 1 1 -1 80 7.2 

23 -1 -1 -1 1 1 1 -1 1 1 -1 1 300.4 4.6 

24 -1 1 1 -1 1 -1 -1 -1 1 1 1 21.2 5.51 

The sign +1 and −1 represent the two different levels (high and low) of the independent variable under investigation.          
A: Incubation temperature, B: Incubation time, C: Fermentation type, D: Inoculums size, E: Initial pH, F: Glucose,                 
G: Yeast extract, H: L-tryptophan, J: KH2PO4, K: MgSO4·7H2O and L: NaNO3. 

 
 
Table 3. Statistical analysis of Plackett-Burman design of each variable at two levels for IAA production by Fusarium 
oxysporum (I). 

Variable code Variable Coefficient t value P value 

A Incubation temperature 91.48 69.58 <0.0001* 

B Incubation time -40.02 -30.44 <0.0001* 

C Fermentation type -22.15 -16.85 <0.0001* 

D Inoculums size -49.82 -37.89 0.0002* 

E Initial pH 6.82 5.19 0.0445* 

F Glucose 2.95 2.24 <0.0001* 

G Yeast extract 18.35 13.96 0.2079 N 

H L-tryptophan -1.75 -1.33 <0.0001* 

J KH2PO4 26.48 20.143 0.4838 N 

K MgSO4.7H2O 0.95 0.72 <0.0001* 

L NaNO3 -13.78 -10.48 <0.0001* 

t – student's test, p – corresponding level of significance,* Significant at p ≤0.05, N, non-significant at p≥0.05. 
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Figure 6. Response surface plots of IAA production by Fusarium oxysporum (I) showing the effect of two variables (other 
variables were kept at zero in coded unit): (A) Glucose and yeast extract, (B) Glucose and L-tryptophane, (C) Glucose and 
KH2PO4, (D) Glucose and NaNO3, (E) Fermentation type and incubation time, (F) Fermentation type and inoculums size. 

 
 
4. DISSCUSSION 
 
 Indole-3-acetic acid produced by all Fusa-
rium isolates on the production medium with 
various degree of production giving maximum value 
by Fusarium oxysporum. Lynch [25] suggested           
that indole-3-acetic acid is a common product of          
L-tryptophan metabolism which produced by 
several microorganisms including plant growth- 
promoting rhizobacteria, other bacterial types and 
fungi. Hasan [15] found that all isolates of Fusarium 
oxysporum which isolated from different plant seeds 
could produce IAA (100-140 mg/l). 

 After screening the effect of eleven 
parameters on IAA we found that fermentation type, 
incubation temperature and L-tryptophan were the 
most effective parameters play a crucial role in IAA 
production. Thuler [26] revealed that IAA produc-
tion is oxygen dependent, so agitation during 
production seems to be preferable when compared 
with a static condition. When incubation performed 
by agitation the production medium homogeneous 
better and the oxygen supplies increase, which 
increase both biomass and production in the 
medium [27]. From later researches, the optimum 
incubation temperature for IAA production was 
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range of 25-30°C by several microorganisms [15, 
28, 27].   
 Maximum IAA production (300.4 mg/l) by 
Fusarium oxysporum (I) obtained under the fer-
mentation conditions: temperature at 25oC, incu-
bation period 5 days, pH 7, inoculums size 2%, 
shaking rate at 150 rpm and medium constituents: 
Glucose 40 g/l, yeast extract 3 g/l, L-tryptophan 1 
g/l, KH2PO4 2 g/l, NaNO3 4 g/l, MgSO4·7H2O 0.1 
g/l. In agreement with our results, indole-3-acetic 
acid synthesis by ectomycorrhizal fungi was 
maximized after 30 days of incubation [29]. Indole-
3-acetic acid production by Fusarium oxysporum 
maximized on 15 days and 10 for mycelium [15]. 
Indole-3-acetic acid production Aspergillus niger 
give maximum production after 6 days of incubation 
[27]. From the outcome of our investigation it is 
possible to conclude that genus Fusarium can be 
highly recommended in industrial production of 
indole-3-acetic acid. Also using statistical method  
in optimization for improving the production has          
a great potential for applications and was very 
effective in our study as the production of IAA 
(300.4 mg/l) in this paper increase with 2.12-fold        
in comparison to the production of original level 
(142 mg/l) using Plackett-Burman design. 
 
5. CONCLUSION 
 
 From the outcome of our investigation it is 
possible to conclude that genus Fusarium can be 
highly recommended in industrial production of 
indole-3-acetic acid. Also using statistical method in 
optimization for improving the production has a 
great potential for applications and was very 
effective in our study as the production of IAA 
(300.4 mg/l) in this paper increase with 2.12-fold         
in comparison to the production of original level 
(142 mg/l) using Plackett-Burman design 
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ABSTRACT 
 
The helminthic infection are most common disease 
in different animals and in human beings, which 
affecting a large proportion of the world population. 
Helminthic infection can also affect millions of 
livestock resulting in considerable economic loss in 
domestic animals. For control of helminthic disease 
in different part of world are uses synthetic 
medicines which are very effective in curing 
helminthiasis, but it’s also causes a number of side 
effects. The continued uses of synthetic 
anthelmintic/larvicidal drugs are also causing a 
major drug resistance problem in several parasitic 
diseases. The plant derived crude products are less 
efficient with respect to cure of parasitic diseases 
but one relatively free from side effect. A large 
number of medicinal plants are traditionally uses to 
cure helminthiasis in developing countries. Thus, 
plant derived drugs are gaining a lot of attention for 
curing parasitic infection. There are several 
medicinal plants and their different crude products, 
organic extracts and active components have been 
scrutinized for using in various methods in 
helminthic/larvicidal infection control. The present 

reviews summarized the use of traditional medicinal 
plants and their different products further leads to 
evaluation of new researches.   
                                                                                                         
Keywords: Medicinal plants; Anthelminthic 
activity; Larvicidal activity; Active components. 
 
1. INTRODUCTION 
 
 Ancient man derived more than 90% of 
medicinal agents from higher plants. Even today, 
traditional system of medicine is practiced in many 
countries possessing ancient cultures, and major 
portion of their therapeutic needs are obtained from 
plants drugs. India with its wide eco-geographical 
and climatic diversity possesses a rich medicinal 
plant’s wealth and has a very rich heritage of 
knowledge in the use of herbal drugs. A large part of 
world population depends even at the present time 
on the indigenous systems of medicine Ayirveda, 
Unani and Sidha, including India. Plants with 
anthelmintic activity have been reviewed by Akhtar 
et al. [1].  
 In many parts of the world, natural products 
are still in use as herbal remedies [2]. In recent 
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years, there has been a rapid increase in new reports 
of the anti-parasitic activity of natural products, both 
from scientific and traditional practices [1]. Thus, 
plant based medicines have become indispensable 
and are forming an integral part of the primary 
healthcare system over the world. The crude extracts 
of herbal plants have been tested for their putative 
anthelmintic properties. Active ingredients of these 
herbal products are now identified and characterized 
to establish their mode of action. Akhtar et al. [1] 
have extensively reviewed the anthelminthic activity 
of several herbal products. Anthelmintic activity of 
some plants Alangium larmarckii [3], Piper betle 
[4], Piper longum [5], Allium sativum [6], Zingiber 
officinale [6], Cucurbita mexicana and Ficus 
religosa [7], Calotropis procera [8], Nicotiana 
tabacum [9] and Ferula asafetida [10], Dioscorea 
zingiberensis [11], Matricaria chamomillia [12] has 
been reported by several workers. 
 In a study by Hordegen et al. [13] bromelain, 
the enzyme complex of the stem of Ananas comosus 
(Bromeliaceae), the ethanolic extracts of seeds of 
Azadirachta indica (Meliaceae), Caesalpinia crista 
(Caesalpiniaceae) and Vernonia anthelmintica 
(Asteraceae), and the ethanolic extracts of the  
whole plant of Fumaria parviflora (Papaveraceae) 
and of the fruit of Embelia ribes (Myrsinaceae) 
showed anthelmintic efficacy (up to 93%), relative 
to pyrantel tartrate against infective larvae of                
H. contortus. The methanol extracts of Mentha 
piperita and Lantana camara (leaves, stems and 
roots) exhibited considerable anthelmintic activity 
against P. posthuma.   
 Helminthic infections are among the most 
common infections in human beings, affecting a 
large proportion of the world’s population. In 
developing countries they pose a large threat to 
public health and contribute to the prevalence of 
anaemia, malnutrition, eosinophilia and pneumonia. 
Although the majority of infections due to worms 
are generally limited to tropical countries, they can 
occur to travelers, who have visited those areas and 
some of them can be developed in temperate 
climates [14]. The helminthes which infect the 
intestine are cestodes e.g. Tapeworms (Taenia 
Solium), nematodes e.g. hookworm (Ancylostoma 
duodenale), roundworm (Ascaris lumbricoids) and 
trematodes or flukes (Schistosoma mansoni and             
S. hematobolium). The diseases originated from 

parasitic infection causing severe morbidity include 
lymphatic filariasis, onchocerciasis and social 
consequences. Helminthes infection can also affect 
millions of livestock resulting in considerable 
economic losses in domestic and farm yard animals.  
 
2. IN VITRO AND IN VIVO ANTHELMINTIC/ 
LARVICIDAL ACTIVITY 
 
 In the beginning, most of the in vitro 
researches regarding anthelmintic of plants, their 
different extracts or oil have been based on their 
toxic effects on earthworm, Pheritima posthuma 
[15-22]. The essential oils of Gardenia lucida 
(Rubiaceae), Cyperus rotendus (Cyperaceae), Inula 
racemosa (Compositae), Psitacia integrrima 
(Anacardiaceae), Litsea chinensis (Lauraceae) and 
Randia dumetorum (Rubiaceae) seeds have been 
reported to possess good anthelmintic activity 
against tapeworms and earthworms [18, 19]. Most of 
these substances which are toxic to earthworms 
produce a primary irritation or agitation that results 
in the withdrawal of the worm from the 
neighborhood of the poison.  
 In vivo trials have also been conducted for  
the evaluation of anthelmintic activity of various 
plant materials. Githiori et al. [23] evaluated the 
anthelmintic properties of Albizia anthelmintica 
extracts against H. polygrus infections in mice. In 
vivo trials have also been carried out in domestic 
animals such as sheep, goats and cattle etc. for            
the evaluation of anthelmintic activity of various 
medicinal plants and its active compound. The 
efficacy of test substances in such studies has 
generally been adjudged on the basis of expulsion  
of worms from hosts [24-28] or reduction in the 
number of eggs per gram of feces (EPG) passed          
by the infected hosts following treatment with 
substances of plant origin.  
 By asset of this effect, anthelmintics doubtless 
often drive out the parasite when the concentration 
does not get sufficiently higher to kill the worm 
[29]. Some worker have also used hookworms, 
Haemonchus contortus, and tapeworms and/or 
Ascaris lumbricoides for the evaluation of in vitro 
anthelmintic activity of different plant materials [3, 
4, 19-22, 30-35]. A modified egg hatch assay [36] is 
often used to evaluate the effect of plant products 
against eggs of Haemonchus contortus. Some other 
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research conducting in vitro studies have used an 
alteration of the larval development assay (LDA) or 
larval motility tests which are commonly used for 
testing of resistance of parasites to anthelmintic          
[37, 38].  
 Bany et al. [39] reported the effect of alchinal, 
a complex preparation of three substances 
Echinacea purpurea extract, Allium sativum extract 
and cocoa, on the development of T. spiralis in 
mice. Quinolines that exhibited good activity in 
vitro have been studied in vivo on T. spiralis in mice 
model [40]. The anticestodal properties of few other 
plants namely, Gladiolus gandavensis, Trifolium 
repens, Strobilanthes discolor and Butea minor have 
been well ascertained using experimentally induced 
H. diminuta in albino rats [41-43].  
 Extracts of Cucurbita pepo (Cucurbitaceaea), 
Calotropis gigantean (Asclepiadaceae), Juglans 
regia (Juglandaceae), Momordica charantia 
(Cucurbitaceae), Musa paradisaca (Musaceae) and 
Scindapsus offcinalis (Araceae) have been found              
to show profound anthelmintic activity on 
Haemonchus contortus of goat origin [30].  
 The cestocidal efficacy of Acacia auricu-
liformis in H. diminuta rat model are reported by 
Ghosh et al. [44]. Bogh et al. [45] reported the 
anthelmintic efficacy of extracts of Embelia 
schimperi against Echinostoma caproni, H. poly-
gyrus and H. microstoma in mice and also against  
H. diminuta in rats. The stem bark extract of 
Berlinia grandiflora has been reported to possess 
anthelmintic efficacy based on its testing against           
N. brasiliensis infections in albino rats [46]. Kaushik 
et al. [47] evaluated extracts of 11 plants which 
proved lethal to Ascaridia galli in vitro, including 
those from Amomum aromaticum (Zingiberaceae) 
root and rhizome, Ammora wallichii stem, 
Anthocephalus indicus (Rubiaceae) stem and bark, 
Calamintha umberosa (Labiatae) plant, Dalbergia 
latifolia (Leguminosae) stem and bark, Datura 
quercifolia (Solanaceae) fruit, Datura metal 
(Solanaceae) plant, Ficus religiosa (Urticaceae) 
stem and bark, Sentia myrtina plant, and Sumplocos 
crataegoides (Sumplocos) leaves.  
 The essential oils of several plants namely, 
Callistemon viminalis (Myrtaceae), Anacardium 
occidentale (Anacardiaceae), Buddlea asiatica 
(Loganiaceae), Chloroxylon swientenia (Rutaceae) 
and oleo-gum resin of Commiphora mukul (Bube-

raceae) have been reported to possess profound 
anthelmintic activity against tape and hookworms 
and their efficacy was also noted to be comparable 
to that of piperazine phosphate and hexylresor-  
cinol [48]. In other studies the essential oils                    
of Artemisia pallens (Compositae), Eupatorium 
triplinerve (Compositae), Artabotrys odoratissimus 
(Annonanceae), Capillipedium foetidum (Poaceae) 
and the grass of Cymbopogon martini (Poaceae) 
have been reported to possess strong anthelmintic 
activity against T. solium and A. lumbricoides [22, 
35, 49]. 
 
2.1. Carica papaya 
  
 The anthelmintic property of the aqueous 
extract of the seeds of Carica papaya (Carbi-
caeceae) against Ascaris lumbricoides and Ascaridia 
galli has been also well been established [43].            
A high efficacy of C. papaya latex against 
experimental Heligmosomoides polygyrus infections 
has been reported by Satrija et al. [50]. The benzyl 
isothiocyanate isolated from C. papaya seed and use 
as anthelmintic activity against Caenorhabditis 
elegans [51]. Hounzangbe-Adote et al. [52] repor-
ted the anthelmintic activity of Zanthoxylum 
zanthoxyloides, Morinda lucida and Newbouldia 
leaf extracts and C. papaya seed extracts collected  
in Western Africa against different stages of                   
H. contortus. Another study, Z. zanthoxyloides,             
M. lucida, N. laevis and C. papaya extracts induced 
a dose-dependent inhibition of egg hatching of              
T. colubriformis. These plant extracts also showed 
their effects against the infective larvae of                     
T. colubriformis. In contrast, for adult worms, the 
effects were statistically significant only for                     
N. laevis and C. papaya [53]. Okeniyi et al. [54] has 
been reported the seed of C. papaya are cheap, 
natural, harmless, readily available monotherapy  
and prevention against intestinal parasitosis.  
 The anthelmintic efficacy of plant cysteine 
proteinases of C. papaya have been reported in mice 
infected with adult Trichuris muris, a rodent 
gastrointestinal nematode [55]. In another study, 
Stepek et al. [56] reported the anthelmintic effects    
of cysteine proteinases of C. papaya against 
Protospirura muricola in rodent model. 
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2.2. Cucurbita mexicana  
 
 The aqueous, etheral and alcoholic extracts of 
Cucurbita mexicana (Cucurbitaceae) seeds have 
exhibited significant anthelmintic activity against 
Moniezia expansa, Fasciolopsis buski, Ascaris 
lumbricoides and Hymenolepis diminuta. Aqueous 
extract was found to possess the most significant 
toxicity as compared to alcoholic and etheral 
extracts [57]. The water and ethanol extract of              
C. Mexicana seed are effective and displayed high 
anthelmintic efficacy against Aspiculuris tetraptera 
in mice [58].  
 
2.3. Hedychium coronarium 
 
 The rhizomes and oil of Hedychium coro-
narium (Zingiberaceae) and H. spicatum (Zingi-
beraceae) possess better anthelmintic activity than 
piperazine phosphate against earthworms and 
tapeworms [16]. 
 
2.4. Butea monosperma  
 
 All parts of Butea monosperma have been 
used as crude drug for the treatment of skin disease, 
tumors, wounds, ulcers and piles [59]. The crude 
seed powder of B. monosperma showed anthelmintic 
activity in sheep. The different species of Butea has 
been reported anthelmintic activity against Ascaris 
lumbricoide, Ascaridia galli, earthworm, Toxocara 
canis, Dipylidium caninum and Taenia [60]. 
Palasonin, an active principle of Butea monosperma 
(Leguminosae), has also been established to possess 
good anthelmintic activity against A. lumbricoides, 
using an in vitro assay [61]. 
 
2.5. Azadirachta indica 
 
 Azadirachta indica is a tree of Meliaceae 
family. Medicinal property of this plant is men-
tioned in traditional Indian Ayruvedic system of 
therapy [62]. All parts of the Azadirachta indica 
including the leaves, bark, fruits, seed and oil have 
medicinal properties and contain over ten different 
active components with azadirachtin as the most 
potent component and widely studied [63]. 
Azadirachta indica are toxic against Salmonella [64] 
Plasmodium and Trypanosma species [65, 66]. It  

has larvicidal activity against L. acuminata and 
larvae of Fasciola gigantica [6, 67]. In context of 
India, which is endowed with vast resources of 
medicinal plants, there is a strong tradition of         
using plant-based medicines in alternate system of 
medicine among native societies [1].  
 Phytochemical of plants and their controlled 
experiments associated strategies, can offer new 
alternatives for effective and economical control of 
parasite borne disease [1]. Azadirachta indica seeds 
inhibit 68.3% of larval hatching of Haemonchus 
contortus with the use of azadirachtin at 1% 
obtained from seeds [68]. In cattle, the consumption 
of dried leaves caused a reduction in the number of 
eggs of per gram of feces [69]. Rahman et al. [70] 
have evaluated the in vitro anthelmintic activity of 
Neem plant (Azadirachta indica) extract against 
third-stage Haemonchus contortus larvae from 
goats. It was recorded that 4 mg/ml methanolic 
extract gave 40% mortality. Aqueous leaves extract 
of Azadirachta indica leaves have significant 
anthelmintic activity against earthworms (Pheretima 
posthuma), tapeworms (Raillietina spiralis) and 
roundworms (Ascaridia galli) species [71].  
 
2.6. Nigella sativa  
 
 Nigella sativa exhibits considerable 
anthelmintic activity against tapeworms, hookworms 
and nodular worms with the activity being 
comparable with that of hexylresorcinol against 
hookworms and nodular worms [72]. Mahmoud et 
al. [73] has been reported that the oil of N. sativa 
decreased the number of Schistosoma mansoni in 
liver and intestine of infected mice. The seed of             
N. sativa demonstrated an inhibitory effect on egg 
lying adult female worm and also effective against 
miracidium, cercaria and adult worm of S. mansoni 
[74].   
 
2.7. Zanthoxylum  
 
 The anthelmintic activity of Zanthoxylum 
alatum (Rutacae) has been found to be comparable 
to that drug against roundworms [20], while the 
essential oil from the fruits of Z. limonella has been 
reported to bear better anthelmintic efficacy than 
that of piperazine phosphate [75].  
 



328 | Sunita et al.   Anthelminthic/larvicidal activity of some common medicinal plants 

European Journal of Biological Research 2017; 7 (4): 324-336 
 

2.8. Punica granatum  
 
 Inhibition of transformation of eggs to 
filariform larvae of H. contortus, Prakash et al. [76] 
established the dose-dependent anthelmintic activity 
of the alcoholic extract of Punica granatum. 
Swarnakar et al. [77] has been reported the metha-
nolic extract of P. granatum shows anthelmintic 
activity against Pheretima pasthuma.    
 
2.9. Ocimum sanctum  
 
 Various essential oils and eugenol isolated 
from Ocimum sanctum Linn. (Lamiaceae) have 
shown potent anthelmintic activity against                    
C. elegans. Martinez-Ortiz-de-Montellano et al.  
[78] studied the effect of a tropical tannin-rich plant, 
Lysiloma latisiliquum on adult populations of               
H. contortus in sheep and suggested that a short-
term consumption of L. latisiliquum can modulate 
directly the biology of adult H. contortus affecting 
the worm size and female fecundity. The essential 
oil of Ocimum sanctum and eugenol, tested in         
vitro, showed potent anthelmintic activity in the 
Caenorhabditis elegans model [79]. Singh and 
Nagaichi, [80] evaluated the antiparasitic effects of 
ethyl alcohol phytochemicals as cure of worm 
infections in traditional medicine systems extract of 
Ocimum sanctum against A. galli in vitro. 
 
2.10. Berlina grandiflora 
 
 Berlina grandiflora and its active compound 
triterpenoid, betulinic acid shows or showed 
anthelmintic activity against C. elegans [46] in 
different solvent fractions. The bark and stem of           
B. grandiflora are effective anthelmintic against            
N. brasiliensis in infected albino rats [46].     
 
2.11. Evolvulus alsinoides 
 
 In vitro anthelmintic activities of Evolvulus 
alsinoides extract against earthworm, P. posthuma 
and reported it to be better than piperazine citrate 
Dash et al. [81]. The essential oil of Ocimum 
gratissimum, a tropical plant well known for its 
ethnoveterinary use, showed strong anthelmintic 
activity in vitro against H. contortus [68].  
 

2.12. Melia azedarach  
 
 The anthelmintic activity of ethanolic extract 
of Melia azedarach Linn (Meliaceae) was found to 
be better against T. solium than that of piperazine 
phosphate [82]. The anthelmintic activity of              
M. azedarach, in vivo studies have been performed 
with aqueous methanolic and ethanolic extracts of 
the fruits in chicken [83], of the seed in sheep [84] 
and seed, leaves in in vitro against Haemonchus 
contortus [85]. 
 
2.13. Rubus fructicosus 
 
 The woody plants, Rubus fructicosus, 
Quercus robur and Corylus showed remarkable 
anthelmintic activity when tested on 3rd-stage larvae 
(L3) and adult worms of Teladorsagia circumcincta, 
H. contortus and Trichostrongylus colubriformis 
[86]. The crude methanol extract of R. fructicosus 
fruits are showed anthelmintic activity against 
Ascaridia galli [87].  
 
2.14. Mangifera indica  
 
 The anthelmintic properties of Vimang, an 
aqueous extract of Mangifera indica family stem 
bark and mangiferin, the major polyphenol present 
in Vimang, were investigated in the experimentally 
induced T. spiralis infections in mice [88]. Patil et 
al. [89] reported the methanolic extract of M. indica 
leaves were show anthelmintic activity against 
Phertima posthma.    
 
2.15. Punica granatum  
 
 The fruit rind powder of Punica granatum 
tested for efficacy against gastrointestinal nematodes 
of sheep showed a remarkable decrease of 85% in 
the EPG counts in the treated groups. In a separate 
experiment the same fruit rind powder also showed 
considerable reduction in EPG in sheep naturally 
infected with mixed cestode species [83]. The 
glycosides and alkaloids of P. granatum have also 
shown good anticestodal efficacy in goats [90, 91].  
 
2.16. Melia azedarach  
 
 Melia azedarach was also reported to be 
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capable of reducing the EPG in A. galli infected 
chickens [83]. Based on reduction in EPG, the 
whole plant powder of Fumaria parviflora, its water 
and ethanol extracts were also observed to be 
possessing significant anthelmintic efficacy against 
Trichostrongylus, Haemonchus and Trichuris 
infections in sheep [92].  
 
2.17. Saussurea lappa  
 
 Saussurea lappa roots powder, its water and 
methanol extracts have also been found to possess 
anthelmintic effects in mixed infections of 
nematodes in sheep [93]. The toxicity of glycosides 
extracted from the roots of S. lappa was noted to be 
even better than aqueous or methanol extracts in 
sheep and buffalo-calves infected with mixed 
species of nematodes [94].  
 
2.18. Zingiber officinale  
 
 Zingiber officinale is perennial plant and is 
considered to be the universal medicine in ayurveda. 
The anthelminthic activity of ethanol extracts of 
rhizomes of Z. officinale against human Ascaris 
lumbricoldes is appreciable [31, 95]. Goto et al. [96] 
reported the lethal effect of Z. officinale on Anisakis 
larvae in vitro. The antifilarial effect of Z. officinale 
against Driofilaria immitis has been reported by 
Datta and Sukul, [97]. Adewunmi et al. [98];   
Sunita and Singh, [67] have reported the larvicidal 
activity of Fasciola gigantic larvae (sporocyst,  
redia and cercaria) Z. officinale. Z. officinale extract 
tested against experimentally induced Setariacervi 
infections in rats showed significant ant filarial 
activity [99]. Its seeds of Carum copticum 
(Umbelliferae), Agati gratifola (Leguminosae) and 
Mangifera indica (Anacardiaceae) have shown 
appreciable anthelmintic activity against human 
Ascaris lumbricoides [95]. Kalesaraj, [31] also 
reported that rhizomes of Z. zerumbet (Zingi-
beraceae) bear significant anthelmintic activity 
against human A. lumbricoides.  
 
2.19. Matricaria chamomilla  
 
 The anthelmintic effects of Matricaria 
chamomilla L. were established in experimental 

Ostertagia ostertagi experimental infection in lambs 
[12].  
 
2.20. Dioscorea zingiberensis  
 
 The anthelmintic activity of trillin and 
gracillin, the two bioactive compounds of Dioscorea 
zingiberensis C. H. Wright was investigated against 
Dactylogyrus intermedius (Monogenea) in goldfish 
under in vivo conditions. The study revealed               
that both trillin and gracillin are effective against            
D. intermedius, and the gracillin exhibits more 
interesting perspectives for the development of a 
candidate antiparasitic agent [11].  
 
2.21. Paris polyphylla  
 
 The methanol extract of rhizomes of Paris 
polyphylla and its two steroidal saponins com-
pounds, dioscin and polyphyllin D were estab-  
lished to possess a promising in vivo anthelmintic 
activity against Dactylogyrus intermedius [11].    
The anthelmintic study of five alkaloids (sangui-
narine, cryptopine, a-allocryptopine, protopine and                     
6-methoxyl-dihydrochelerythrine) from Macleaya 
microcarpa (Maxim) Fedde against Dactylogyrus 
intermedius in Carassius auratus provided evidence 
that the plant extract, as well as the isolated 
compounds, especially sanguinarine, might be the 
potential plant-based medicines for the treatment of 
D. intermedius infection.  
 
2.22. Ferula asafoetida 
 
 Ferula asafoetida is known to possess 
antimicrobial, antioxidant, anti carcinogenic, 
antispasmodic, molluscicidal and antithelminthic 
activity [10, 100-104]. The alcoholic extract of              
F. asafoetida and it active component ferulic acid 
and umbelliferone has shown moderate anthelmintic 
activity against Fasciola gigantica larvae [6, 67]. 
Ferulic acid has been reported to have many 
physiological functions, including protection against 
coronary disease, lowers cholesterol and increases 
sperm viability [105]. Ferulic acid has been shown 
to potentially exert several beneficial effect on 
health [106], it significantly protect against UV-
induced erythematic in human [107], act as a 
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peroxyl radical scavenger and increased the 
resistance of LDL to oxidation.   
 It also has a strong insecticidal activity and 
caused high percentage of mortality on eggs and 
larvae of insects and regarded as an ovicidal agent 
[108].  
 
2.23. Allium sativum 
 
 Dried, powdered of Allium sativum contains 
approximately 1% allicin which is the most 
significant compound (S-allyl cystein sulfoxide) 
[109]. The most biologically active compounds, 
(diallyl thiosulfinat or diallyl disulfide) does not 
exist in A. sativum until it is crushed or cut; injury to 
the A. sativum bulb activates the enzyme allinase, 
which metabolized alliin to allicin. Allicin was first 
chemically isolated in the 1940, has antimicrobial 
effects against viruses, bacteria, fungi and parasite 
[110-111]. 
 Sunita et al. [6] has been studies the larvicidal 
activity of allicin against Fasciola gigantica larvae 
sporocyst, redia and cercaria in different month of 
the year 2011-2012. However, increasing problems 
of development of resistance in helminthes against 
anthelmintic drugs [112] have led to the screening of 
medicinal plants for their anthelmintic activity. The 
alcoholic extract of bulb of A. sativum has also 
shown moderate in vitro anthelmintic activity 
against human Ascaris lumbricoldes [31]. A. sativum 
has been reported to be effective in dysentery and 
also acts as vermifuge 113, 114]. Oil of A. sativum 
has also been reported to possess anthelminthic 
activity [115, 116] and discards all injurious 
parasites in the intestine [113]. A. sativum has 
shown anthelminthic action in in vitro and in vivo 
condition against helminthes [31].  
 
2.24. Balanite  
 
 The larvicidal activity of aqueous extracts of 
seed, endocarp, mesocarp and the whole fruit of           
B. aegyptiaca against adult Biomphalaria pfeifferi 
and Lymnaea natalensis as well as the cercariacidal 
activity of its seed on Schistosoma mansoni 
cercariae were investigated. With regards to the 
snail species, B. pfeifferi no mortality was observed 
for B. pfeifferi exposed to extracts’ concentrations of 
2, 5 and 8 ppm of all tested plant parts after 24 hours 

exposure. Hundred percent mortality rates were 
observed on B. pfeifferi exposed to a concentration 
of 100 ppm for the seeds and mesocarp, no mortality 
was observed at 24 hours exposure period below the 
concentrations of 15 ppm. From the cercariacidal 
investigation, the in vitro cercariacidal activity of 
the plant on S. mansoni cercariae showed that the 
mortality rates of cercariae were elevated by 
increasing both the concentrations of seeds and the 
time of exposure. The in vivo observation of the 
infectivity of S. mansoni cercariae was evaluated by 
pre-exposing the cercariae with seed extracts and 
then exposing to mice, it was found that infectivity 
of cercariae was completely inhibited at 15 ppm. 
And a significant reduction in tissue egg deposition 
occurred even at lower concentrations than 15 ppm 
(p<0.05). 
 
2.25. Alangium larmarckii  
 
 The anthelmintic toxicity of the root and bark 
of Alangium larmarckii (Alangiaceaea) are use 
against the hookworms of dogs and poultry ascarids 
reported by Dubey and Gupta, [3].  
 
2.26. Piper betle  
 
 The anticestodal activity of essential oil from 
Piper betle has been found to be superior to that of 
piperazine phosphate, and the activity against 
hookworms has been reported greater than that of 
hexylresorcinol [4]. The leaves extract of P. betle 
are potential anthelmintic [117].   
 
2.27. Piper longum 
 
 The essential oil from the fruits of Piper 
longum was screened for the anthelmintic activity 
against Ascaris lumbricoids. The experiment 
revealed that its oil has a definite paralytic action on 
the nerve muscular preparation of A. lumbricoids 
[5]. 
 
2.28. Semecarpus anacardium  
 
 It is found throughout the hotter/warmer parts 
of India and its nuts are commonly known as 
Bhilawa. Chattopadhyaya and Khare [118] reported 
that anacardic acid isolated from the oil of nuts of 



331 | Sunita et al.   Anthelminthic/larvicidal activity of some common medicinal plants 

European Journal of Biological Research 2017; 7 (4): 324-336 
 

Semecarpus anacardium (Anacardiaceae) and its 
sodium salt both have good anthelmintic toxicity.  
 
2.29. Mimusops elengi 
 
 The barks of Mimusops elengi have 
cardiotonic, alexipharmic, anthelmintic and astrin-
gent repoted by Kirtikar and Basu, [119]. Crude 
alcoholic extract and its various fractions were 
evaluated for their anthelmintic potential using 
Pheretima posthuma and Ascardia galli as 
testworms. The crude alcoholic extract and its          
ethyl acetate and n-butanol fractions significantly 
demonstrated paralysis and also caused death of 
worms especially at higher concentration of 100 
mg/ml as compared to standard reference piperazine 
citrate (10 mg/ml).  
 
2.30. Cardiospermum halicacabum  
 
 Cardiospermum halicacabum extract when 
tested in vitro for its efficacy against L3 of 
Strongyloides stercoralis showed reduction in the 
viability of larvae [120]. 
 
2.31. Evolvulus alsinoides  
 
 The ethanolic extract of Evolvulus alsinoides 
(Convolvulaceae) was observed to show more 
anthelmintic action as compared to piperrazine 
citrate Dash et al. [81].  
 
3. CONCLUSION 
 
 The traditional use of a wide variety of 
common medicinal plants holds a great prominence 
source of easily available and effective anthel-
mintic/larvicidal activity in different animals. The 
present review of literature indicate the screening       
of crude products, organic extracts and different 
plant derived active components is need to further 
studies at molecular level for searching different 
phytochemicals which can replace the synthetic 
drugs in control of wide parasitic infections  
diseases.  
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ABSTRACT 
 
The mycological analysis of 30 fresh beef meat 
samples on Czapek’s agar at 7º and 28ºC revealed 
that, heavily contamination with moulds was 
observed especially at 28ºC. A total of 234 and      
400 colonies ∕ 450 g meat were collected on both 
temperatures, respectively. Sixty-seven species 
belonging to 20 genera were identified. Members of 
Aspergillus, Mucor, Penicillium and Trichoderma 
were the most prevalent fungi. At 7°C was highly 
spoilage by yeasts fungi, while filamentous fungi 
predominated at 28°C. The ability of the common 
fungal isolates to produce protease and lipase 
enzymes revealed that most of them were positive. 
Among 152 isolates tested, 103 (67.8%) and 96 
(63.2%) could respectively produce these enzymes. 
Because the deteriorative effects of the above fungi, 
food should be frequently and routinely analyzed. 
Also, it is essential to store the meat at lower 
temperature immediately after slaughtering and 
during transport and storage to reduce or prevent 
mould growth.                                                                                                          
  
Keywords: Fresh meat; Food spoilage; Protease; 
Lipase. 
 
 
 

1. INTRODUCTION 
 
 Meats still is, and will remain, part of the 
staple diet [1]. Meat is considered an important 
source of proteins, essential amino acids, B complex 
vitamins and minerals. Due to this rich composition, 
it offers a highly favorable environment for the 
growth of microorganisms. The microbiological 
contamination of meat occurs mainly during 
processing and manipulation, such as skinning, 
evisceration, storage and distribution at slaughter-
houses and retail establishments [2]. Also, a variety 
of sources including air, water, soil, feces, feed, 
hides, intestines, lymph nodes, processing equip-
ment, utensils and humans, contribute to the 
microbial contamination of the sterile muscles of 
healthy animals during slaughter, fabrication, and 
further processing and handling [3, 4]. Since it        
is impossible to entirely prevent contamination 
occurring during slaughter and dressing, some 
reports evaluated the microbial contamination of 
exposed meat surfaces at the retail level [5, 6].          
The microbiology of meat spoilage has received 
considerable attention over the years and the 
characterization of the typical microflora, which 
develop on different types of meats during storage, 
has been well documented [7-19]. 
 Enzymes have the property of causing and 
regulating specific chemical reactions inside or 
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outside living cells [20]. The major enzymes are 
protease, lipase, phosphatase, xanthine oxidase and 
lactoperoxidase [21]. Enzymatic actions are natural 
process in the muscle cells of the animals after they 
have been slaughtered and finally end up in meat 
self deterioration [22].  
 The present study was planned for the first 
time in Yemen to assess the fungal load in fresh 
beef meat, hence the purpose is to study the 
following: isolation and identification the moulds 
which contaminate the fresh beef meat in Taiz City, 
Yemen. The capability of the isolated moulds to 
produce protease and lipase enzymes was also 
assessed. 
 
2. MATERIALS AND METHODS 
 
2.1. Collection of samples 
 
 Thirty samples of fresh beef meat were 
collected randomly from different butchers shops 
and supermarkets in Taiz City. The samples were 
placed in sterile plastic bags and transferred in ice-
cooled containers (4°C) to the laboratory for 
immediate fungal analysis. 
 
2.2. Isolation and enumeration of fungi 
 
 The direct-plating technique [23] was emplo-
yed. Fifteen pieces of fresh meat (1 gram each) were 
placed on the surface of three Czapek's agar plates. 
The plates were kept in a biological oxygen  
demand (BOD) incubator for 5-7 days at 28±2°C 
and 8-10 days at 7±2°C. The developing fungal 
colonies were isolated, identified and maintained on 
Czapek’s agar media. Percentage incidences of 
fungi were calculated per 15 pieces for each sample. 
 
2.3. Medium used for isolation of fungi 
 
 Modified Czapek′s Dox agar medium was 
used in which the 3% sucrose was substituted with 
2% glucose. The composition of the medium (g/l) 
was:  glucose 20;  NaNO3, 3; KH2PO4·7H2O, 0.5; 
MgSO4·7H2O, 0.5; KCl, 0.5; FeSO4·7H2O, 0.01  
and agar, 15. Rose-bengal (1/15000) combined          
with chloramphenicol (0.5 mg/ml) were used as 
bacteriostatic agents [24, 25]. 
 

2.4. Identification of fungal genera and species 
 
 Fungi isolated were identified on the bases of 
macro- and microscopic features following the keys 
of Raper and Fennell [26], Booth [27], Ellis [28, 
29], Pitt [30], Moubasher [31], Domsch et al. [32]. 
 
2.5. Screening for enzymatic activity of fungal 
isolates 
 
 The common fungal isolates recovered were 
tested for their abilities to produce extracellular 
protease and lipase on agar media as follow: three 
hundreds and seventeen fungal isolates belonging to 
eighty-three species related to twenty-three genera, 
commonly isolated in the current work, were tested 
for their abilities to produce the two enzymes.              
The fungal proteolytic was tested using a casin 
hydrolytic medium as employed by Paterson and 
Bridge [33]. Hydrolysis of the casein results in a 
clear zone around the fungal colony.  
 The fungi lipolytic were test using a modified 
medium of Ullman and Blasins [34] in which Tween 
80 (poly oxy-ethylene sorbitan mono oleate) was 
added instead of Tween 20. The formation of 
crystals of calcium salt of the oleic acid liberated by 
the enzyme or as opaque zone surrounding the 
colony. 
 
3. RESULTS AND DISCUSSION 
 
 A total of 234 and 400 colonies∕450 g of 
filamentous fungi representing 67 species belonging 
to 20 genera were identified from 30 samples on 
Czapek’s  agar at 7 and  28±2ºC  (Table 1). Member 
of Mucor, Penicillium and Aspergillus were the 
most common fungi. Eight species were new 
records in Yemen and there are: Absidia glauca, 
Cochliobolus geniculata, Mucor fuscus, M. strictus, 
P.canescens, P. caseicolum, P. raistricki and Phoma 
exigua. In this respect, Ismail et al. [9] examined 
fungal contamination of beef carcasses and could 
isolate 34 fungal genera, represented by 62 species 
and one variety of which Aspergillus, Cladosporium 
and Penicillium were recovered in high incidences. 
 Also, Farghaly et al. [35] studied the conta-
mination of meat stored in home refrigerators and 
eleven mould genera could be identified and the 
most common genera were Aspergillus, Penicillium 
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and Cladosporium. Sørensen et al. [36] studied the 
mycobiota in the processing areas of two different 
meat products. The diversity of filamentous fungi in 
the processing areas was high. The main isolated 
genera were identified as Aspergillus, Botrytis, 
Cladosporium, Epicoccum, Eurotium, Penicillium, 
Phaeoacremonium and Phoma.  
 Recently, Omorodion  and Odu [37] analyzed 
three different meat samples namely; beef, chicken 
and pork obtained from Creek road market, Mile 3 
market and Rumokoro market  for their microbio-
logical quality using differential, selective and 
routine media. Thirteen fungal isolates covering 
three genera were isolated and characterized as 
Aspergillus spp., Mucor spp. and Penicillium spp. 
 In the current study, Mucor was the first 
common fungus, isolated in high frequency at both 
incubation temperatures. It was occurred in 63% and 
60% of the samples constituting 33.8% and 19.8% 
of total filamentous fungi, respectively. Of 5 species 
identified M. circinelloides was the most prevalent, 
emerging in 47% and 53% of sample having 23.5% 
and 18% of total fungi, respectively. M. hiemalis 
was isolated in low occurrence at 7ºC (17%) and 
rare at 28ºC (7% of the samples). The remaining 
Mucor species were isolated only at 7ºC in rare 
frequency of occurrence (Table 1). These results 
were greatly similar with those obtained by 
Mizakova et al. [13]. They studied the presence of 
various moulds in five kinds of fermented raw meat 
products and noticed that Mucor sp. were the most 
frequently isolated genus. Also, Omorodion and 
Odu [37] and Asefa et al. [38] reported that Mucor 
spp. were the among most prevalent genera isolated 
from different meat products.  
 Aspergillus was the second predominant 
genus isolated in high frequency at 28ºC and 
moderate occurrence at 7ºC comprising 50.5% and 
13.2% of total fungi, respectively. Twenty species 
were identified of which A. flavus, A. foetidus,             
A. fumigatus, A. niger and A. terreus were the most 
common especially at 28ºC. They occurred in 
moderate or low occurrence at both temperatures.  
The remaining Aspergillus species were isolated in 
rare frequency of occurrence at one temperature and 
while missing at the other (Table 1). Pal and Bagi 
[39] investigated the occurrence of fungi in various 
lymph nodes of domestic buffaloes and isolated           
A. fumigates, A. flavus, A. niger and A. terreus. 

Ismail et al. [9] reported that Aspergillus was 
represented by 13 species and one variety of which 
A. flavus and A. niger were of moderate incidences 
on beef carcasses, while A. alutaceus, A. fumigatus, 
A. sydowii, A. terreus and A. versicolor were rare. 
Robert et al. [40] stated that the most important 
fungi on meat were: A. versicolor, A. niger,                    
A. flavus, A. restrictus and Eurotium spp.                             
 Penicillium (15 species) occupied the third 
common fungus isolated in high frequency at 7ºC 
and in moderate occurrence at 28ºC. The genus          
was identified from 53% and 37% of the sam-        
ples contributing 26.1% and 7.3% of total fungi, 
respectively.  However all Penicillium species were 
isolated in rare frequency except P. chrysogenum 
that was isolated in low occurrence at 7ºC. Also, 
counts of Penicillium were higher encountered              
at low temperature (Table 1). Robert et al. [40] 
noticed that the most important penicillia on meat 
were: P. commune, P. crustosum, P. aurantio-
griseum, P. chrysogenum. P. brevicompactum.                
P. nalgiovense. P. verrucosum. P. glabrum.                    
P. variabile, P. roqueforti. Laich et al. [12] found 
that some of the fungi most frequently isolated  
from fermented and cured meat products such               
as Penicillium chrysogenum. Some genera were 
isolated in low occurrence on one temperature and 
rare or absent on the other such as Alternaria (6 
samples and 2 samples); Cladosporium (4 and 0); 
Paecilomyces (2 and 6) and Trichoderma (0 and 7), 
respectively. Iacumin et al. [18] investigated the 
presence of ochratoxin producing fungi on the 
surface of sausages from northern Italy and revealed 
that the most frequently species were Penicillium 
nalgiovense, P. oxalicum, P. olsonii, P. chryso-
genum, P. verrucosum, P. viridicatum, Eurotium 
amstelodami and Eupenicillium crustaceum. Sonjak 
et al. [19] found that, the predominant filamentous 
fungal genera isolated were Penicillium. Eurotium 
spp., Aspergillus versicolor and Cladosporium spp. 
were isolated from meat products. Eight Penicillium 
species were identified of which Penicillium 
nordicum was recovered frequently while other 
penicillia were recovered less frequently. 
 Also, other genera were isolated in rare 
frequency and these were Absidia, Cochliobolus, 
Emericella (each represented by 2 spp.), Actino-
mucor, Cephaliophora, Fusarium, Geotrichum, 
Phoma, Rhizomucor, Rhizopus, Scopulariopsis, 
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Syncephalastrum, Trichoderma, Tricothecsium (1 
sp. each) and sterile mycelia. Ismail and Zaky [11] 
found that the most frequently encountered fungi 
from luncheon meat were: Aspergillus niger,                  
A. flavus, Penicillium chrysogenum, Rhizopus 
stolonifer, Mucor circinelloides, whereas Clado-
sporium sphaerospermum, Alternaria alternata, 
Mycosphaerella tassiana, P. aurantiogriseum and  

P. oxalicum were less common. Youssef et al. [41] 
noticed that Aspergillus, Penicillium, Cladosporium, 
Mucor, Scopulariopsis, Candida and Rhodotorula 
were the most common fungal genera contaminating 
ground beef. On the other hands, some species   
were isolated at 7ºC but not at 28ºC and vice versa 
(Table 1). 
 

 
 
Table 1. Total counts (TC, calculated/450 grams in all samples), number of cases of isolation (NCI, out of 30 samples) 
and occurrence remarks (OR) of fungal genera and species recovered from fresh beef meat on Czapek's agar at 7 and 
28±2ºC. 

Genera & species 
7 ± 2ºC 28 ± 2ºC 

TC NCI & OR TC NCI & OR 

Absidia 3 2R 6 2R 

A. corymbifera 3 2R 1 1R 

A. glauca 0 0 5 1R 

Actinomucor elegans 0 0 2 1R 

Alternaria 19 6L 3 2R 

A. alternata 15 4L 3 2R 

A. chlamydospora 4 2R 0 0 

Aspergillus 31 9M 202 27H 

A. aculeatus 0 0 4 3R 

A. awamori 0 0 2 2R 

A. candidus 3 3R 2 1R 

A. cervinus 0 0 1 1R 

A.  flavipes 0 0 1 1R 

A. flavus 5 3R 23 13M 

A. foetidus 1 1R 35 8L 

A. fumigatus 0 0 22 8L 

A. japonicas 0 0 1 1R 

A. niger 5 4L 37 10M 

A. ochraceus 0 0 1 1R 

A. oryzae 0 0 9 5L 

A. parasiticus 0 0 7 3R 

A. sulphureus 0 0 3 1R 

A. sydowii 11 1R 0 0 

A. tamarii 0 0 16 4L 

A. terreus 0 0 27 9M 

A. tubingensis 0 0 8 5L 

A. versicolor 0 0 3 1R 

A. wentii 6 1R 0 0 

Cephaliophora tropica 0 0 1 1R 

Cladosporium 7 4L 0 0 

C. cladosporioides 1 1R 0 0 
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Genera & species 
7 ± 2ºC 28 ± 2ºC 

TC NCI & OR TC NCI & OR 

C. herbarum 4 2R 0 0 

C. macrocarpum 2 2R 0 0 

Cochliobolus 6 3R 0 0 

C. geniculatus 2 2R 0 0 

C. ovoidea 4 1R 0 0 

Emericella 0 0 4 3R 

E. nidulans 0 0 3 2R 

E. violacea 0 0 1 1R 

Fusarium 3 2R 6 1R 

F. oxysporum 2 1R 0 0 

F. poae 1 1R 6 1R 

Geotrichum candidum 0 0 6 2R 

Mucor 79 19H 79 18H 

M. circinelloides 55 14M 72 16H 

M. fuscus 0 0 3 1R 

M. hiemalis 15 5L 4 2R 

M. strictus 7 1R 0 0 

M. racemosus 2 1R 0 0 

Paecilomyces 8 2R 18 6L 

P. lilacinus 0 0 3 2R 

P. variotii 8 2R 15 4L 

Penicillium 61 16H 29 11M 

P. aurantiovirens 1 1R 0 0 

P. brevicompactum 11 1R 0 0 

P. canescens 0 0 1 1R 

P. caseicolum 1 1R 1 1R 

P. chrysogenum 9 4L 1 1R 

P. citrinum 10 2R 1 1R 

P. corylophilum 3 2R 6 2R 

P. expansum 1 1R 0 0 

P. glabrum 2 1R 2 1R 

P.  jenseni 5 2R 5 3R 

P. megasporum 0 0 1 1R 

P. oxalicum 2 1R 0 0 

P. raistricki 0 0 4 1R 

P. purpurogenum 0 0 6 2R 

P. steckii 16 3R 1 1R 

Phoma 12 2R 4 1R 

P. exigua 5 1R 0 0 

P. glomerata 3 1R 0 0 

P. herbarum 4 2R 4 1R 

Rhizomucor pusillus 0 0 8 2R 
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Genera & species 
7 ± 2ºC 28 ± 2ºC 

TC NCI & OR TC NCI & OR 

Rhizopus stolonifer 1 1R 5 2R 

Scopulariopsis candida 0 0 1 1R 

Syncephalastrum racemosum 0 0 3 1R 

Trichoderma hamatum 0 0 23 7L 

Trichothecium roseum 0 0 2 1R 

Sterile mycelia 4 2R 3 2R 

Yeasts 297 26R 158 20H 

Total count 234 400 

No. of genera = 20 11 17 

No. of species = 67 37 51 

OR = Occurrence remarks, H = High occurrence 16-30 samples, M = Moderate occurrence, 9-15 samples, L = Low 
occurrence, 4-8 samples, R = Rare occurrence, 1-3 samples. 

 
 
 The current results are greatly similar with 
those obtained by Tawakkol and Khafaga [42] who 
reported that the most commonly isolated fungi 
from meat were species of Aspergillus, Penicillium, 
Candida and Rhodotorula with Aspergillus niger 
was the most common, followed by A. flavus,               
A. fumigatus and A. terreus. Penicillium chryso-
genum, P. expansum, P. oxalicum and P. citrinum 
were the common Penicillium species. Also, species 
of Aspergillus, Eurotium, Penicillium, Alternaria, 
Emericella, Mucor, Cladosporium, Rhizopus, 
Botrytis, Epicoccum, Phaeacremonium and Phoma 
were the most common in meat products such as 
ham [16] dry-cured mea [42], beef luncheon meat 
[11, 17] and fermented sausage or liver pane [36]. 
 Battilani et al. [43] studied the pollution of 
dry-cured ham. They found that species from the 
genera Aspergillus, Eurotium and Penicillium are 
most frequently isolated from the surfaces of dry-
cured meat products. 
 The experimental results showed that yeasts 
were isolated in high frequency of occurrence.  
They appeared in 87% and 67% of the samples 
contributing 55.9% and 28.3% of total fungi at 7ºC 
and 28ºC, respectively (Table 1). Nielsen et al. [44] 
showed the potential role of yeast in spoilage of five 
different processed meat products (bacon, ham, 
salami and two different liver patés) and found that 
yeasts were isolated, during storage and processing, 
meat products. However, with high number along 
the bacon production, but in low numbers during the 
production of Salami, cooked ham and liver pate, 

and in the final products, yeasts were detected in 
low numbers in very few samples. 
 
3.1. Protease enzymes 
 
 The ability of common fungal isolates, 
recovered in the current study for protease enzyme 
was assessed. The results revealed that most isolates 
tested were able to produce protease. Among 152 
isolates tested, 103 (67.8%) could produce the 
enzymes. From the positive isolates 1 exhibited high 
proteolytic, whereas 19 (18.4%) showed moderate 
production and 83 (80.6%) were weak producers 
(Table 2). 
 The high proteolytic isolates were related to 
Alternaria alternata, whereas the moderate isolates 
were related to Aspergillus flavus, A. foetidus,                
A. terreus, Paecilomyces lilacinus, P. variotii, 
Penicillium brevicompactum, P.caseicolum, P. chry-
sogenum, P. citrinum, P. corylophilum, P. jenseni, 
P. steckii and Phoma herbarum. The weak 
producers are related to Absidia corymbifera,                  
A. glauca,   Alternaria chlamydospora, A. candidus, 
A. flavipes, A. flavus, A. foetidus, A.  fumigatus,           
A. niger, A. oryzae, A. sulphureus, A. tamarii,               
A. terreus, A. tubingensis, Cladosporium cladospo-
rioides, C. herbarum, Fusarium oxysporum, Mucor 
circinelloides, M. fuscus, M. hiemalis, Penicillium 
brevicompactum, P. caseicolum, P. corylophilum,    
P. expansum, P. jenseni, P. purpurogenum,                    
P. steckii, Phoma exigua, P. herbarum,  Rhizomucor 
pusillus, Trichoderma hamatum, and Sterile myce-
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lia. Ahmed and Abdel-Sater [45] reported that, 
among 73 isolates tested for proteolytic activity 
about 84.9% of the isolates (62 isolates) could 
produce protease with variable degrees. From the 
positive strains 30 isolates (48.4%) exhibited high 
protease production and these were related to 
Aspergillus niger, A. flavus, A. terreus, and                    
A. sydowii. Nineteen (30.6%) isolates of the positive 
ones could produce enzyme moderately including 
Fusarium oxysporum, A. niger, Cladosporium and 
Penicillium species and thirteen (21%) isolates were 
weak producers. 
 El-Diasty and Salem [46] studied proteolytic 
fungi in some milk products and showed that most 
isolates of A. flavus, A. niger, Cladosporium spp. 
Mucor spp. and Penicillium have high proteolytic 
activity. Ghatass et al. [47] assumed that increasing 
permeability of the cell walls is caused by the           
same autolytic (enzymatic) and bacterial actions  
that cause deteriorations, since both give rise to the 
decomposition of proteins. Also, Djamel et al. [48] 
studied acid protease production by species of 
Penicillium. Saleem and El-Said [49] screened 
thirty-one fungal isolates (representing 16 genera, 
28 species and 3 varieties) collected from beef 
luncheon meat for their abilities to produce protease 
and revealed that 11 isolates (35.48%) exhibited 
high protease production, 15 isolates (48.39%)     
had moderate and 5 (16.13%) were low. Asper-
gillus flavus, Gibberella fujikuroi and Penicillium 
chrysogenum were the most active producers. 
 
3.2. Lipase enzymes 
 
 The ability of 152 isolates, to produce lipase 
were determined. The results revealed that most of 
isolates tested produced lipase enzymes. From the 
tested isolates 96 isolates (63.2%) could produce  
the enzyme. From the positive isolates, 3 (3.1%) 
exhibited high enzyme production, whereas 25 
(26.1%) showed moderate production and 68 
(70.8%) were weak producers (Table 2).                                                                                                                               
 The results indicated that the high lipolytic 
producers were related to Alternaria alternata, 
Aspergillus niger, and Paecilomyces variotii  
whereas the moderate were related to Alternaria 
alternata, Aspergillus awamori, A. flavus A. foeti-
dus, A. niger, A. tubingensis, A. wentii,  Cepha-
liophora tropica, Cladosporium  herbarum,  Mucor 

circinelloides, Pencillium chrysogenum, P. jenseni  
P. steckii, Phoma  exigua, P. herbarum and 
Trichoderma hamatum, while the remaining species 
(68 isolates) exhibited weak producers (Table 2). 
Nasser et al. [50] studied lipase production by 90 
fungal isolates from keratinaceous materials and 
observed that 38% of the isolates produced this 
enzyme. Among the positive strains 14 isolates 
exhibited the highest lipase production and these 
were related to Aspergillus versicolor, A. wentii, 
Geotrichum candidum, Penicillium camemberti,    
P. chrysogenum, P. jensenii, P. roqueforti,                     
P. verrucosum and Scopulariopsis brevicaulis. 
Twenty-four isolates could produce enzyme with 
moderate degree and 31 were weak. El-Diasty and 
Salem [46] studied lipolytic fungi in some milk 
products found that Geotrichium spp. and most 
isolates of Candida lipolytica, C. parapasillosis 
were lipolytic. 
 Aravindan et al. [51] reported that the main 
fungal producers of commercial lipases were                 
A. niger, A. terreus, A. carneus, C. cylindracea, 
Mucor miehei, Rhizopus arrhizus, R. delemar,               
R. japonicus, R. niveus and R. oryzae. Saleem [17] 
isolated thirty one fungal species and 3 varieties 
from 30 samples of beef luncheon meat collected 
from different supermarkets in Qena. Screening of 
31 isolates for their abilities to produce lipase 
showed that, ten isolates showed high production, 
while sixteen isolates were moderate and 5 isolates 
were low. They also found that Aspergillus niger, 
Fusarium oxysporum and Nectria haematococca 
were the highest lipase producers. Griebeler et al.  
[52] noticed that among 24 fungal isolates, 5 were 
good lipase producers and these were related to 
Penicillium and Aspergillus genera. Nwuche and 
Ogbonna [53] showed that the highest lipase 
producing strains belong to Trichoderma while the 
lowest was Mucor sp. The lipase activity of the 
Aspergillus species was high but varied significantly 
among the isolates which probably were different 
species of Aspergillus. 
 Rajendra [54] found that lipase production by 
seed-borne fungi was high in Penicillium notatum 
followed by Fusarium equiseti as compared to other 
fungi. While, Curvularia lunata and C. pellescens 
showed no lipase activity. Similar results were ob-
tained by numerous workers [55, 56]. Also, similar 
results were observed by numerous workers [57-63].  
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Table 2. Protease and lipase production by fungal isolates recovered in the present investigation. 

Genera & species NIT 
Protease production Lipase production 

NIP High Moderate Weak NIP High Moderate Weak 

Absidia  corymbifera 2 2 ─ ─ 2 1 ─ ─ 1 

A. glauca 2 1 ─ ─ 1 ─ ─ ─ ─ 

Actinomucor elegans 1 ─ ─ ─ ─ ─ ─ ─ ─ 

Alternaria alternata 7 7 1 - 6 6 1 1 4 

A. chlamydospora 1 1 ─ ─ 1 1 ─ ─ 1 

Aspergillus awamori 1 ─ ─ ─ ─ 1 ─ 1 ─ 

A. candidus 2 1 ─ ─ 1 2 ─ ─ 2 

A. cervinus 1 ─ ─ ─ ─ ─ ─ ─ ─ 

A. flavipes 1 1 - ─ 1 1 - ─ 1 

A. flavus 12 11 - 3 8 7 - 2 5 

A. foetidus 7 4 - 1 3 4 - 3 1 

A.  fumigatus 6 3 - ─ 3 5 - ─ 5 

A. niger 11 1 - ─ 1 6 1 4 1 

A. oryzae 2 1 - ─ 1 1 - ─ 1 

A. parasiticus 1 - ─ ─ ─ ─ ─ ─ ─ 

A. sulphureus 1 1 - ─ 1 - ─ ─ ─ 

A. sydowii 1 - ─ ─ ─ ─ ─ ─ ─ 

A. tamari 1 1 ─ ─ 1 1 ─ ─ 1 

A. terreus 14 14 ─ 1 13 11 ─ ─ 11 

A. tubingensis 2 2 ─ ─ 2 2 ─ 1 1 

A. versicolor 1 - ─ ─ ─ ─ ─ ─ ─ 

A. wentii 1 1 - 1 ─ 1 ─ 1 ─ 

Cephaliophora tropica 1 - ─ ─ ─ 1 ─ 1 ─ 

Cladosporium   
cladosporioides 

1 1 ─ ─ 1 1 ─ ─ 1 

C. herbarum 2 2 - - 2 2 - 2 - 

C. macrocarpum 1 1 - 1 - 1 - - 1 

Cochliobolus geniculate 1 - - - - - - - - 

Emericella nidulans 1 ─ ─ ─ ─ 1 ─ ─ 1 

F. oxysporum 1 1 ─ ─ 1 1 ─ ─ 1 

Mucor circinelloides 16 11 ─ ─ 11 7 ─ 2 5 

M. fuscus 3 3 ─ ─ 3 3 ─  3 

M. hiemalis 5 4 ─ ─ 4 4 ─ ─ 4 

Paecilomyces lilacinus 2 2 ─ 2 ─ 2 ─ ─ 2 

P. variotii 8 1 ─ 1 ─ 2 1 ─ 1 

Penicillium 
brevicompactum 

1 1 ─ ─ 1 1 ─ ─ 1 

P. caseicolum 1 1 ─ ─ 1 1 ─ ─ 1 

P. chrysogenum 2 2 ─ 2 ─ 2 ─ 1 1 

P. citrinum 1 1 ─ 1 ─ 1 ─ ─ 1 

P. corylophilum 2 2 ─ 1 1 2 ─ ─ 2 

P. expansum 1 1 ─ ─ 1 1 ─ ─ 1 
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Genera & species NIT 
Protease production Lipase production 

NIP High Moderate Weak NIP High Moderate Weak 

P. jenseni 5 4 ─ 3 1 3 ─ 2 1 

P. rubrum 1 1 ─ ─ 1 ─ ─ ─ ─ 

P. steckii 4 4 ─ 1 3 3 ─ 1 2 

Phoma exigua 3 1 ─ ─ 1 1 ─ 1 ─ 

P. herbarum 4 4 ─ 1 3 4 ─ 1 3 

Rhizomucor pusillus 1 1 ─ ─ 1 ─ ─ ─ ─ 

Trichoderma hamatum 4 1 ─ ─ 1 1 ─ 1 ─ 

Trichothecium roseum 1 ─ ─ ─ ─ ─ ─ ─ ─ 

Sterile mycelia 1 1 ─ ─ 1 1 ─ ─ 1 

Total isolates 152 103 1 19 83 96 3 25 68 

NIT = Number of isolates tested. NIP = Number of isolates positive. H = High activity, 3-2.1 cm for proteolytic,               
2.4-1.7 cm for lipolytic. M = Moderate activity, 2-1.1 cm, 1.6-0.8 cm, W = Weak activity, 1-0.1 cm, 0.7-0.1 cm. 

 
   
 In conclusion, because worldwide population 
growth and globalization of the food supply, the 
control of meat spoilage becomes essential in           
order to increase its shelf life and maintain                
its nutritional value, texture and flavor. Proper 
handling, pretreatment and preservation techniques 
can improve the quality of meat and meat products 
and increase their shelf life. For controlling 
enzymatic, oxidative and microbial spoilage, low 
temperature storage and chemical techniques are the 
most common in the industry today. It is  essential  
to  store  the  meat  at  lower  than  4°C immediately 
after slaughtering and during transport and storage  
as  it  is  critical  for  meat  hygiene,  safety, shelf 
life, appearance and eating quality. Although, 
microbial and enzymatic spoilage can be stopped or 
minimized at lower temperature.  
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ABSTRACT 
 
Anti-inflammatory drugs (both COX-2 inhibitors 
and nonselective non-steroidal anti-inflammatory 
drugs = NSAIDs), paracetamol and opioid agents 
are associated with potentially different adverse 
events with varying degrees of efficacy. The present 
work was conducted to elucidate the haemato-
immunological changes in mice when treated with 
diclofenac (Diclo), ibuprofen (Ibu) and paracetamol 
(Para). Mice were intraperitoneally administered 
with Diclo (7.4 mg/kg and 14.8 mg/kg), Ibu (60 
mg/kg and 120 mg/kg) or Para (36.7 mg/kg and 73.4 
mg/kg) daily for one month against saline-treated 
mice served as control. Diclo administration (14.8 
mg/kg) caused decrease in RBCs count, Hb content 
and Hct%, depending on dose toxicity, while 
paracetamol and ibuprofen treatment showed 
increase in RBCs count, Hb content and Hct%. 
Additionally, all tested drugs induced activities of 
IgM and C-reactive protein in serum and caused 
perturbations in absolute and relative weight of 
immune related organs. Further, Diclo and Para 
treatments reduced levels of IgG in dose dependent 
manner however, Ibu administration enhanced 
activities of IgG that was reduced with increasing 
dose of Ibu. And activities of serum complement 
component C3 was diminished after administration 

of tested drugs activating alternative complement 
pathway. The implication of this research is that 
long use of diclofenac, ibuprofen or paracetamol 
may cause immunotoxic and hematotoxic effects in 
mice; and the dose plus the duration of treatment 
may augment their toxicity probably due to immune 
modulatory effects. Further studies are needed to 
assess the relevance between Diclo, Ibu or Para 
treatment and immunological and hematological 
perturbations.  
                                                                                                         
Keywords: Immunological and hematological 
studies; Diclofenac; Ibuprofen; Paracetamol; 
Toxicity. 
 
1. INTRODUCTION 
 

 The main analgesic agents that generally used 
for the most popular types of pain, include non-
steroidal anti-inflammatory drugs (NSAIDs; both 
traditional non-selective and cyclo-oxygenase 
(COX)-2 selective agents), paracetamol and opioids 
[1]. NSAIDs have exhibited excellent efficacy in  
the control of acute pain producing both anti-
inflammatory and analgesic effects [2, 3] by inhibi-
tion of prostaglandin synthesis via the COX enzyme 
that regulates normal physiological turnover of 
prostaglandin and maintains integrity of gastric 
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lining and renal homeostasis [4]. The therapeutic 
anti-inflammatory action of NSAIDs is produced                
by the inhibition of COX-2, while the potential 
damaging pernicious effects emerge from inhibition 
of physiological COX-1 activity [5]. 

 Traditional NSAIDs such as ibuprofen or 
diclofenac, have been established to inhibit COX 
enzyme activity [6] resulting in the prevention of 
synthesis of prostaglandins that interfere pivotal 
physiological functions, including gastric cytopro-
tection, maintenance of renal blood flow, and 
platelet activation [7]. Ibuprofen (Ibu), an over-the-
counter (OTC) drug, is one of the most widespread 
used NSAIDs as an analgesic, antipyretic, and anti-
inflammatory drug globally [8, 9]. Although, 
NSAIDs are commonly considered to have high 
safety profiles, the frequent and general use of 
ibuprofen and other NSAIDs is likely to increase the 
prevalence of their adverse effects. Ibuprofen and 
other NSAIDs are commonly linked to gastro-
intestinal (GI) toxicity [10, 11] and alternation in 
renal function [12, 13]. So, regular toxicological 
evaluation of NSAIDs becomes essential. 

 Diclofenac (Diclo) is a widely circulated 
drug, used in humans and animals for the treatment 
and management of inflammation, fever and pain 
associated with disease or injury of domestic 
livestock and humans, regarding to its anti-
inflammatory, analgesic and antipyretic properties, 
however it has severe pathologic conditions such as 
peptic ulceration, gastrointestinal bleeding, hepato-
toxicity, renal papillary necrosis and renal failure on 
long-term of the drug administration [14-16]. Anti-
inflammatory, antipyretic and analgesic action of 
Diclo is related to inhibition of prostaglandin 
synthesis from arachidonic acid by inhibition of 
cyclooxygenase (COX) [17]. Diclofenac was found 
to cause pathological changes in kidneys of the 
vultures leading eventually to the gout [18] and a 
rare but potentially fetal hepatotoxicity that may be 
related to reactive metabolites formation [19-21].   

 Alternative to NSAIDs, paracetamol (Para) is 
one of the most popular drugs around the world, 
available without a prescription, especially in child-
hood [22, 23]. Similar to NSAIDs, Para has a potent 
antipyretic and analgesic actions but without anti-
inflammatory activity and a weak inhibition of 
prostaglandins synthesis [24, 25]. Also, it has a 
spectrum of action analogous to that of NSAIDs and 

mostly resembles the COX-2 selective inhibitors. In 
spite of its wide use, the mechanism of action of 
acetaminophen has not been fully elucidated, but          
it is commonly agreed that it inhibits COX-1             
and COX-2 through metabolism by the peroxidase 
function of these isoenzymes, the possibility exists 
that  it inhibits a so far unidentified form of COX, 
perhaps COX-3 [26] or there is another mechanism 
of action that include the effects of both the 
peripheral (inhibition of COX activity) and central 
(COX, descending serotoninergic pathways, L-argi-
nine/NO pathway, cannabinoid system) antinoci-
ceptive processes as well as the redox mechanism 
[27] concluding that Para has a multifactorial 
mechanism of action, which may include the 
activation of different pain pathways hence the 
difficulty in clarifying the delicate mechanism of 
action [28]. Although Para is safe and well tolerated 
when taken in the usual therapeutic dose, its 
overdose is fairly common and often linked with 
hepatic and renal damage in both humans and 
experimental animals [29, 30].  

 Due to dearth of information from literature 
on the adverse effects of Diclofenac sodium, 
Ibuprofen and Paracetamol on immunological and 
hematological parameters in mice, therefore the 
present study was planned with the objective to 
investigate the immunomodulatory and hematolo-
gical effects of repeated doses of diclofenac, 
ibuprofen or paracetamol in mice for one month.  

 
2. MATERIALS AND METHODS 
 
2.1. Experimental animals 
 
 Male Swiss albino mice were obtained from 
Company for Biological Products and Vaccines 
(VACSERA), Cairo, Egypt. Animals were 4-6 
weeks old and weighed between 20-28 g at the 
beginning of the experiment. They were handled and 
kept in a specific pathogen-free facility at Faculty of 
Science, Tanta University in accordance with the 
ethical guidelines of Egyptian National Research 
Center, Cairo, Egypt and has therefore been 
performed in accordance with the ethical standards 
laid down in the 1964 Declaration of Helsinki and 
its later amendments. All animals were housed 
under the same environmental conditions for 1 week 
before experimentation for acclimatization and to 
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ensure normal growth and behavior. The mice          
were housed under standard laboratory conditions 
(temperature 22°C ± 2°C; 12 h light-dark cycle) and 
kept in plastic cages with free access to the 
commercial basal food and water.  
 
2.2. Drugs 

 
 The tested drugs: diclofenac sodium (Diclo) 

(each tablet contains 50 mg diclofenac sodium, 
Novartis Pharma, Cairo, Egypt), ibuprofen (Ibu) 
(each tablet contains 200 mg ibuprofen, Kahira 
Pharaceuticals & Chemical Industries Company, 
Cairo, Egypt), and paracetamol (Para) (each tablet 
contains 500 mg of active drug, Arab Drug Com-
pany, Cairo, Egypt) were purchased from public 
drug store (Tanta, Egypt). Each tablet was crushed 
to fine powder and dissolved in saline at appropriate 
concentrations.  

 
2.3. Experimental design 

 
 Mice were divided into seven groups of             

ten animals each. Group1 was administrated saline 
(i.p.) as a control group, group 2 and group 3, i.p. 
inoculated with Diclo (14.8 mg/kg, 5 time less         
than LD50 and 7.4 mg/kg, 10 time less than LD50 
respectively [31], group 4 and group 5, i.p. injected 
with Ibu (120 mg/kg, 5 time less than LD50 and 60 
mg/kg, 10 time less than LD50 correspondingly 
[32], group 6 and group 7, i.p. injected with Para 
(73.4 mg/kg, 5 time less than LD50 and 36.7 mg/kg, 
10 time less than LD50 separately) [33] daily for a 
period of one month. At the end of treatment,         
three mice from each group were euthanized by 
cervical dislocation at fasting state. Preceding to the 
scarifying, blood samples were collected from retro-
orbital plexus for immunological and hematological 
analyses.  
 
2.4. Hematological analysis  
 
 Blood parameters were proceeded for hemato-
logical analysis using a Nihon Kohden automated 
hematology analyzer (model MEK-6318K, Japan), 
including red blood cell count (RBC) (106/µl), 
hemoglobin concentrations (Hb g/dl), hematocrit 
percentage (Hct%) and platelet count (Plt) (103/µl).  
 

2.5. Preparation of sera samples 
 
 At the end of experiment, three mice from 

each group were euthanized by cervical dislocation 
at fasting state. Prior to a euthanizing, blood samples 
were collected from retro-orbital plexus in plastic 
test tubes and allowed to stand for 3 h to ensure 
complete clotting. The clotted blood samples were 
centrifuged at 3000 rpm for 10 min and the clear 
sera samples were aspirated off and stored frozen at 
˗80°C for immunological analyses. Evaluation of the 
different immunological parameters: Complement 
component C3, C4 and C-reactive protein (CRP). 
Serum levels of IgG and IgM in exposed mice were 
performed using enzyme linked immuno-sorbent 
assay (ELISA) as described by [34, 35] in triplicate 
for each sample. The manufacturer's instructions for 
each parameter were strictly followed in the course 
of the investigations.  
 
2.6. Body weight gain and immune-related 
organs relative weight  

 
 Just before killing after 30 days, final body 

weight of mice in all experimental groups was 
recorded. Upon being killed, the spleen, lymph 
nodes and thymus were removed aseptically, 
weighed and their relative organ weights (ROW) 
were calculated according to Aniagu et al. [36] using 
the following formula:  
ROW = [Absolute organ weight (g) / body weight of 
mice on sacrifice day (g)] × 100.  
 Percentage weight gains of mice (WG%) were 
calculated according to Tukmechi et al. [37] using 
the following formula: WG% = (final body weight - 
initial body weight) × 100/initial body weight).  
 
2.7. Statistical analysis 
 
 The data were expressed as mean ± standard 
error of the mean (n = 3). Statistical comparisons 
among prospective groups were analyzed using a 
one-way analysis of variance (ANOVA) as part of 
an SPSS software package (v.16.0 for Windows, 
2007; SPSS, Inc., Chicago, IL). Statistical signifi-
cance was determined by a post hoc test followed  
by Dunnett’s multiple comparison tests to com-  
pare treatment means versus respective controls. 
Significant differences are indicated as follows:     
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*, P < 0.05; **, P < 0.01 for significant and highly 
significant differences, respectively. 

 
3. RESULTS 

 
 The current study was conducted to investi-

gate the adverse effects of daily administration of 
different pain killers like Diclofenac sodium (Diclo), 
Ibuprofen (Ibu) and Paracetamol (Para) intraperi-
toneally for one month on immunological and 
hematological changes in mice. The present findings 
indicated that 1-month continuous treatment with 

Diclo, Ibu and Para has altered the immuno-
hematological parameters in the processed mice. 

 The adverse effects of Diclo, Ibu and Para 
administration on body weight gain, absolute and 
relative weight of liver and kidney in the albino 
mice are indicated in Table 1. The obtained data 
revealed non-significant decrease in the monitored 
weight gain in all treatments used in this study, 
when compared to saline treated group. Further, 
absolute and relative weight of liver and kidney 
showed non-significant changes comparing to 
saline-treated mice.  

 
 
Table 1. Changes in body weight, percentage of body weight gain, absolute and relative weight of liver and kidney after 
treatment with Diclo, Ibu or Para.     

Treatment 
Body wt Liver Kidney 

Initial 
Body WT 

Final 
Body WT 

Body WT 
gain (%) 

Absolute 
WT 

Relative 
WT 

Absolute 
WT 

Relative 
WT 

Control 23.47±2.39 30.11±3.12 28.29±3.79 1.68±0.17 5.63±0.58 0.5±0.06 1.64±0.05 

Diclo (7.4 mg/kg) 22.00±0.61 28.47±0.81 29.44±2.61 1.89±0.16 6.33±0.26 0.45±0.02 1.51±0.01 

Diclo (14 mg/kg) 20.80±0.12 25.40±0.81 22.10±3.58 1.42±0.10 5.92±0.18 0.38±0.01 1.59±0.15 

Ibu (60 mg/kg) 23.23±0.66 28.37±0.55 22.21±2.75 1.40±0.08 5.36±0.21 0.45±0.05 1.73±0.14 

Ibu (120 mg/kg) 24.33±1.79 29.23±0.75 21.01±5.93 1.57±0.14 5.35±0.34 0.4±0.02 1.36±0.03 

Para (36.7 mg/kg) 23.80±0.81 29.51±0.7 24.42±6.73 1.71±0.08 5.79±0.24 0.41±0.01 1.40±0.02 

Para (73.4 mg/kg) 24.47±2.09 30.67±2.37 26.07±7.71 1.61±0.21 5.22±0.44 0.46±0.03 1.49±0.02 

Data were represented as mean ± SE (n = 3). *: Statistically significant comparison of control group and other treated 
groups (p < 0.05), **: Highly significant (p < 0.01). 

 
 
Table 2. Changes in absolute and relative weight of spleen, thymus and lymph node of mice after treatment with Diclo, Ibu 
or Para.   

Treatment 
Spleen Thymus Lymph node 

Absolute WT Relative WT 
Absolute 

WT 
Relative 

WT 
Absolute WT 

Relative 
WT 

Control 0.22±0.04 0.72±0.06 0.05±0.01 0.17±0.02 0.08±0.003 0.26±0.02 

Diclo (7.4 mg/kg) 0.27±0.05 0.89±0.14 0.07±0.01 0.25±0.03 0.08±0.003 0.28±0.01 

Diclo (14 mg/kg) 0.28±0.05 1.15±0.14** 0.04±0.01 0.17±0.03 0.06±0.006 0.25±0.02 

Ibu (60 mg/kg) 0.14±0.02* 0.53±0.09* 0.04±0.01 0.15±0.02 0.06±0.010 0.24±0.04 

Ibu (120 mg/kg) 0.13±0.02** 0.43±0.06** 0.04±0.00 0.15±0.01 0.05±0.006 0.17±0.02 

Para (36.7 mg/kg) 0.17±0.01 0.57±0.03 0.03±0.00 0.11±0.01 0.04±0.006* 0.14±0.02* 

Para (73.4 mg/kg) 0.16±0.05* 0.51±0.13* 0.07±0.02 0.22±0.06 0.05±0.010* 0.15±0.04* 

Data were represented as mean ± SE (n = 3). *: Statistically significant comparison of control group and other treated 
groups (p < 0.05), **: Highly significant (p < 0.01). 
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 The relative and absolute weights of immune 
organs (spleen, thymus and lymph node) in albino 
mice are illustrated in Table 2. 

The present finding showed that Diclo (7.4 
mg/kg and 14.8 mg/kg) treatments resulted in signi-
ficant increase in spleen relative weight, whereas 
there was significant decrease with Ibu (60 mg/kg 
and 120 mg/kg) and Para (73.4 mg/kg) admini-
stration and non-significant decrease with Para (36.7 
mg/kg) treatment compared to saline-treated mice. 
Moreover, Diclo (7.4 mg/kg and 14.8 mg/kg) and 
Ibu (60 mg/kg and 120 mg/kg) treatments reduced 
the relative weight of lymph node in dose dependent 
manner, and Para (36.7 mg/kg and 73.4 mg/kg) 
treated mice showed significant decrease relative           
to saline-treated mice. There were no significant 
differences in the relative and absolute weight of 
thymus in all treated mice when compared with 
saline-treated mice.  

 During the present study, the effects of Diclo, 
Ibu and Para on RBC and Plt in the Swiss albino 
mice are shown in figure 1. The results indicated 
that there is slight increase in RBCs count with 
Diclo (7.4 mg/kg), Ibu (60 mg/kg and 120 mg/kg) -

treated mice and a significant increase with admi-
nistration of Para (73.4 mg/kg), but no change in 
RBCs with Para (36.7 mg/kg) against control (Fig. 
1-A). In the term of Plt, Ibu (60 mg/kg), Para-treated 
(36.7 mg/kg and 73.4 mg/kg) mice did not differ 
significantly from the saline-treated group, however 
Diclo-inoculated (7.4 mg/kg and 14.8 mg/kg) mice 
had increased Plt count  and Ibu-treated (120 mg/kg) 
mice showed the highest significant value  compa-                                                                                     
ring to control mice (Fig. 1-B).  

 The results further revealed that significant 
increase in Hb content with high dose of Para              
and Ibu-injected mice as compared to saline-treated 
mice; while low dose of Diclo, Para, Ibu-treated 
mice indicated minor increase in Hb content. Also, 
there was slim decrease in Hb content of high dose 
of Diclo-inoculated mice (Fig. 2-A). Moreover, 
HCT percentage (Fig. 2-B) displayed a small eleva-
tion in Diclo (7.4 mg/kg); Ibu (60 mg/kg and 120 
mg/kg) and Para-treated (36.7 mg/kg and 73.4 
mg/kg) mice when compared to saline-treated group, 
even though Diclo-treated (14 mg/kg) mice presen-
ted minor decrease in HCT%. 

 
 
 

 
Figure 1. Effect of repeated administration of Diclo, Ibu or Para on RBCs and platelets count. Mice treated with saline 
(control), Diclo (7.4 mg/kg, 14.8 mg/kg), Ibu (60 mg/kg, 120 mg/kg), Para (36.7 mg/kg, 73.4 mg/kg) intraperitoneally (i.p.) 
daily for one month. Data were represented as mean ± SE (n = 3). *: Statistically significant comparison of control group 
and other treated groups (p < 0.05), **: Highly significant (p < 0.01).  
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Figure 2. Changes in HB concentration and HCT% after administration of Diclo, Ibu or Para. Mice treated with saline 
(control), Diclo (7.4 mg/kg, 14.8 mg/kg), Ibu (60 mg/kg, 120 mg/kg), Para (36.7 mg/kg, 73.4 mg/kg) intraperitoneally (i.p.) 
daily for one month. Data were represented as mean ± SE (n = 3). *: Statistically significant comparison of control group 
and other treated groups (p < 0.05), **: Highly significant (p < 0.01).  
 
 

 
Figure 3. Changes in IgG and IgM concentration in PB after repeated administration of different pain killers. Mice treated 
with saline (control), Diclo 1 (7.4 mg/kg), Diclo 2 (14.8 mg/kg), Para 1 (36.7 mg/kg), Para 2 (73.4 mg/kg), Ibu 1 (60 mg/kg), 
Ibu 2 (120 mg/kg) intraperitoneally (i.p.) daily for one month. Data were represented as mean ± SE (n = 3). *: Statistically 
significant comparison of control group and other treated groups (p < 0.05), **: Highly significant (p < 0.01).  
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 In figure 3-A, all treatments had reduced         
IgG concentration in dose dependent manner. Diclo 
treatment decreased IgG concentration from 42 to 38 
(mg/ml), Para treatment from 28 to 22 (mg/ml), and 
Ibu treatment from 51 to 36 (mg/ml) with increasing 
the dose of drug compared to control (41 mg/ml). 
The result more revealed that there was significant 
increase in IgM level with all treatments compared 

to saline treated mice (12 mg/ml). Increase in IgM 
levels was depend on the dose of drug, Diclo 
treatment increased IgM concentration from 28 to  
31 (mg/ml) and administration of Para augmented 
IgM level from 12.3 to 34 (mg/ml), however, Ibu 
treatment diminished the concentration from 52 to 
32.2 (mg/ml) (Fig. 3-B).  

 
 

 
Figure 4. Changes in C3 and C4 concentration in PB after repeated administration of different pain killers. Mice treated with 
saline (control), Diclo 1 (7.4 mg/kg), Diclo 2 (14.8 mg/kg), Para 1 (36.7 mg/kg), Para 2 (73.4 mg/kg), Ibu 1 (60 mg/kg), Ibu 2 
(120 mg/kg) intra-peritoneally (i.p.) daily for one month. Data were represented as mean ± SE (n = 3). *: Statistically 
significant comparison of control group and other treated groups (p < 0.05), **: Highly significant (p < 0.01).  
 
 

 
Figure 5. Changes in CRP concentration in PB after repeated administration of different pain killers. Mice treated with 
saline (control), Diclo 1 (7.4 mg/kg), Diclo 2 (14.8 mg/kg), Para 1 (36.7 mg/kg), Para 2 (73.4 mg/kg), Ibu 1 (60 mg/kg), 
Ibu 2 (120 mg/kg) intraperitoneally (i.p.) daily for one month. Data were represented as mean ± SE (n = 3). *: Statistically 
significant comparison of control group and other treated groups (p < 0.05), **: Highly significant (p < 0.01).  
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 In figure 4-A, Ibu (60 mg/kg and 120 mg/kg) 
and Para (36.7 mg/kg and 73.4 mg/kg) treatments 
had significantly reduced the concentration of 
complement component C3; while administration of 
Diclo revealed a non-significant decrease in comple-
ment C3 levels depending on the dose of Diclo when 
compared to control mice. Further, all examined 
treatments did not differ significantly from the 
control mice in terms of complement C4 (Fig. 4-B). 
Moreover, Ibu (60 mg/kg and 120 mg/kg) treatments 
slightly elevated CRP concentration in PB, while 
Diclo (7.4 mg/kg and 14.8 mg/kg) and Para-treated 
(36.7 mg/kg and 73.4 mg/kg) mice indicated signi-
ficant increase in comparison to saline-treated group 
(Fig. 5). 
 
4. DISCUSSION 

 
 NSAIDs are considered as a group of the  

most abused drugs by mains of combining the 
pharmacological actions of anti-inflammatory and 
analgesia, so they can easily be bought over the 
counter [38]. Alternative to NSAIDs, Para is 
recommended as a first-line treatment option for 
mild to moderate chronic pain [39] giving analgesia 
by raising the pain threshold, chiefly through a 
central rather than peripheral mechanism [40].  
Because NSAIDs and paracetamol are commonly 
used, we thought it is important to investigate their 
adverse effects on immunological and hematological 
parameters. 

 Alternations in the organ-body weight ratio 
may be a marker of cell constriction or inflammation 
and this constriction may occur as a result of lack          
of fluid from the organ related to damage, however 
an increase in organ-body weight ratio may refer          
to inflammation [41]. Further, numerous drugs are 
supposed to cause immunotoxic effects in humans 
and animals leading to disorders in the immune 
system that observed by alternations in immune 
related organs (spleen and thymus) weight [42]. 
Current results revealed all tested drugs caused non-
significant change in body weight, the relative and 
absolute weight of liver and kidney, however there 
were adverse effects on the relative and absolute 
weight of lymphoid organs (spleen, thymus and 
lymph nodes). Similar results were speculated by 
Oyedeji et al. [43] who reported that Para caused 
non-significant changes in the body weight of rats 

post treatment for 42 days and analysis of organ 
weight in toxicological studies is an important 
endpoint for recognition of potentially deleterious 
effects of chemicals [44] that may occur in the 
absence of any morphological changes [45].  

 The present study showed that Diclo admi-
nistration (14.8 mg/kg) caused decrease in RBCs 
count, Hb content and Hct%, despite there was no 
effect with Diclo at dose of 7.4 mg/kg concluding 
that it is dependent on dose toxicity. While Para and 
Ibu treatment showed increase in RBCs count, Hb 
content and Hct%. There was no change in platelets 
count with Para administration; however, Ibu and 
Diclo treatment presented elevation in their count. 
These results are in line with those of Thanagari et 
al. [46], El-Maddawy and El-Ashmawy [47] and 
Orinya et al. [48], who reported that Diclo induced 
highly significant decrease in Hb, PCV values 
resulting anemia that may refer to loss of blood 
during gastrointestinal bleeding that induced by 
diclofenac sodium. Moreover, chronic use of Ibu 
could affect hematological functions and time of 
exposure may promote ibuprofen toxicity depending 
on dose [49]. In addition, Para overdose causes liver 
damage based on the dose and this damage caused 
alterations in the red blood cell count, and packed 
cell volume [50, 51]. Para has the potential to inhibit 
erythropoietin release from the kidneys [52] 
resulting in the reduction in erythrocytes production, 
Hb concentration and Ht value and this may lead           
to anaemia. Further, the decrease in hematological 
parameters caused by Para may be attributed to the 
hyper-activity of bone marrow leading to the 
production of red blood cells with impaired integrity 
that are easily destroyed in the circulation [53].  

 NSAIDs have immunomodulatory effects by 
interfering with human T lymphocyte activation, 
proliferation and cytokine synthesis [54-56] through 
inhibition of Cox activity. Cox-2 is expressed in 
activated B lymphocytes that are required for opti-
mal antibody production predicting that NSAID 
therapy can have reverberations on antibody syn-
thesis [57, 58]. The current data revealed that by             
the end of treatment, there were significant down-
regulated activities of IgG in response to the 
examined drugs; however, IgM synthesis was 
enhanced with all tested drugs. In agreement with 
the present results, Bancos et al. [59] revealed that a 
panel of commonly used NSAIDs dulls antibody 
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synthesis in human peripheral blood mononuclear 
cells (PBMCs) and in purified B cells. Moreover, 
ibuprofen’s ability to diminish antibody production 
was dependent on concentration- and time and 
probably occurred via Cox-2 inhibition, as Cox-2           
is responsible for ibuprofen-mediated IgG, but not 
IgM inhibition. In addition, Diclo forms neoantigens 
with RBCs that may induce the production of 
autoantibodies and drug-dependent antibodies [60] 
leading to the production of antibodies against RBCs 
and/or platelets [61]. 

 Complement proteins are direct contributors 
in the maintenance of cellular turnover, healing, 
proliferation, regeneration and tissue integrity [62]. 
The results obtained herein revealed that Para or           
Ibu administration reduced levels of complement 
component C3 not C4 in serum, whereas Diclo 
treatment had a non-significant decrease in comple-
ment C3 levels in dose dependent manner and no 
effect on C4 level suggesting that the tested drugs 
activated the alternative complement pathway that 
relies on C3 not C4 leading to reduction of C3 level 
in serum. Our findings have been supported by 
Prohászka et al. [63] and Navratil et al. [64] who 
reported that hepatocytes changes or damage 
induced by paracetamol treatment is required for 
complement activation. In addition, complement 
components contribute in host tissue injury in 
several clinical conditions, and they are activated 
during hepatocytes regeneration for hepatoprotec-
tion through activation of C3 that is required for a 
normal hepatic regenerative response [65]. Further, 
the alternative complement pathway is activated, 
and may associate with deleterious reactions 
contributed to NSAID such as acute tubular injury 
induced by NSAID leading to acute kidney injury 
[66]. Moreover, some drugs like NSAIDs may 
directly stimulate effector mechanisms, such as the 
complement system by direct modulation of arachi-
donic acid pathway [67].  

 In the present study, a marked increase in 
CRP level was recorded in the sera of mice treated 
with Diclo, Ibu or Para for one month suggesting 
that continuous NSAIDs use may revert their effects 
on CRP levels in serum. These results were similar 
to those of Tarp et al. [68] who revealed the 
cyclooxygenase 2-selective NSAID lumiracoxib was 
associated with a significant increase in the CRP 
level and NSAIDs use for longer periods of time can 

lead to severe health problems like mucosal ulce-
ration and inflammation in the lower gastrointe-
stinal (GI) tract [69] that may be associated with 
elevation in CRP level [70]. Further, Para is 
recognized to have trifling anti-inflammatory effect 
and its overdose is linked with inflammation that 
marked by an increase in the inflammatory 
cytokines [71, 72]. 

  
5. CONCLUSION 

 
 From the present study, it is concluded that 

daily administration of Diclo, Ibu, or Para  for one 
month caused adverse effects on hematological 
parameters (RBCs, HB contents, HT% and Plts 
counts), and they caused immunomodulatory effects 
on levels of IgG and IgM, in addition to pertur-
bations in immune related organs (spleen, bone 
marrow and lymph node). These drugs also induced 
an increase in CRP level in serum and enhanced 
activation of alternative complement system that 
may contribute to deleterious reactions induced by 
tested drugs suggesting that continuous use of  
Diclo, Ibu, or Para may lead to development of 
haematotoxicity and immunotoxicity. So caution 
needs to be exercised in these drugs administration, 
which should be limited to the lowest therapeutic 
doses, to prevent its harmful effect. Further studies 
are needed to assess the relationships between 
administration of Diclo, Ibu or para and immuno-
logical and hematological perturbations.  
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ABSTRACT 
 
Lymnaea luteola is a fresh water gastropod snail, 
inhabiting ponds and lakes of different parts of 
India. Two populations of L. luteola were collected 
from fresh water ponds of district Varanasi (Uttar 
Pradesh) and analysed for their isozyme variants of 
Xanthine dehydrogenase (Xdh) and Aldehyde 
oxidase (Ao) enzymes loci. Both enzymes were 
found to be represented by two distinct loci and each 
locus of an enzyme showed polymorphic 
appearance. Based on the electrophoretic variant 
data, level of heterozygosity was computed for each 
enzyme locus. Our analysis clearly reveals that             
L. luteola inhabiting in these two ponds have 
undergone enough genetic differentiation.  
                                                                                                          
Keywords: Isozyme polymorphism; Natural popu-
lations; Lymnaea luteola. 
 
1. INTRODUCTION 
 
 Analyzing genetic polymorphisms of a 
species is the only way to decipher the level                 
of genetic variation in that species. Measures          
which have been adopted for this purpose can               
be computing genetic variation at the level of 
phenotypic, chromosomal, protein and nucleotide 
[1-7]. A number of phenotypic features are well 
defined to be single gene inherited traits that follow 

Mendelian pattern of inheritance in a large number 
of sexually breeding organisms. Chromosomal poly-
morphisms have been used as a tool to measure 
genetic polymorphisms in Dipteran insects, parti-
cularly in Drosophila, due to presence of Polytene 
chromosomes in them [1, 2]. At molecular level, 
protein and nucleotide polymorphisms have been 
undertaken to see genetic variation among the 
different populations of a species [6, 9-11]. Study on 
isozyme polymorphisms started during 1960s [12, 
13] and for the period of thirty years since then a 
large number of invertebrate and vertebrate species 
were involved for the perusal of their genetic profile 
based on allozyme/isozyme polymorphisms. It has 
been reported that invertebrates show more gene-   
tic differentiation than the vertebrates particularly, 
higher vertebrates [6, 14, 15]. Molluscs, both marine 
and fresh water have also been the focus of this  
kind of study [16-19]. The freshwater snails are of 
immense importance and have a useful status in the 
pond ecosystem. They are bio-indicators and being 
saprophytic animals help to clean water bodies as 
they consume algae, zooplanktons, diatoms and 
organic waste [20, 21]. They also form food of 
animals like fishes, birds and mammals even 
humans. 
 Lymnaea luteola is a fresh water gastropod 
mollusc. It is distributed across all the states of 
India. Its presence is also recorded from other 
neighboring countries of India [22]. This species is 
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often found in ponds, lakes and even in temporary 
water bodies, which may dry up in the summer 
months. It can withstand even unfavorable condi-
tions by burying itself in the mud [23]. This species 
has also been reported to exist in water bodies that 
have a meager salinity [24, 25]. Its existence has 
fairly been recorded from different parts of Uttar 
Pradesh, one of the larger states of India. The main 
objective of our study was to observe allozyme/ 
isozyme polymorphism in two natural populations 
of L. luteola. To fulfill this aim, specimens were 
collected from two places of district Varanasi and in 
gel assay was performed to see whether the two 
populations differ from each other, on the basis              
of their enzyme variants. Results obtained in this 
regard are being presented in this paper.    
 
2. MATERIALS AND METHODS 
 
 Allozyme polymorphism was studied in two 
natural populations of L. luteola which were 
collected from a small pond located in the close 
vicinity of Swtantrata Bhavan (SB), Banaras Hindu 
University, Varanasi and another pond situated 
outside the boundary wall of Diesel Locomotive 
Works (DLW), Varanasi. The distance between 
these two ponds was approximately six kilometers 
and the area in between is inhabited by thickly 
populated human population. During rains the two 
ponds do overflow but the organisms inhabiting 
them (especially molluscs) never come in contact to 
each other. 
 Genetic polymorphism in this invertebrate 
species was assessed by analyzing two enzyme 
systems i.e. Xdh (xanthine dehydrgenase) and Ao 
(aldehyde oxidase). For isozyme analysis, a small 
portion of visceral mass of the animal was 
homogenized in 50 μl of 20 mM Tris buffer (pH 7.4) 
and the homogenate was centrifuged at 12000 rpm 
at 4°C for 10 minutes. The supernatant was equally 
divided into two aliquots to scrutinize allelic 
arrangements of two enzyme systems at a time. 
Supernatant was separated and subjected to 8% 
native polyacrylamide gel electrophoresis in 25 mM 
Tris and 250 mM Glycine electrode buffer (pH 8.2) 
at 100V for 4 hours at 4°C. In-gel staining for                   
a specific enzyme was made by adopting the 
procedure suggested by Ayala and his coworkers 
[26]. The locus and allele designations were decided 

by expression of enzyme bands. A single locus was 
marked by the appearance of its variants separated 
by meager distance, whereas, two loci of a gene 
were seen to be separated by marked distance.  
 The electrophoretic variants (alleles) of alde-
hyde oxidase and xanthine dehydrogenase observed 
in L. luteola are shown in Figure 1. A total of 4 
enzyme loci (2 for Xdh and 2 for Ao), corresponding 
to these two enzymes were ascertained. Based on the 
number of different genotypes of the four gene loci, 
frequency of allozyme variants were computed. By 
using Hardy-Weinberg equilibrium, the number of 
expected genotypes for their respective observed 
genotype was also computed. Chi-square analysis 
was performed to test the difference between obser-
ved and expected values. A significant deviation 
from expectation (p<0.05) indicated that the enzyme 
locus is under the influence of evolutionary force/s.  
 
 

 

 
Figure 1. Electrophoretic variants (alleles) of aldehyde 
oxidase (A) and xanthine dehydrogenase (B) observed in 
L. luteola. 

 
 
3. RESULTS 
 
 The frequency of different enzyme variants 
(alleles) of four gene loci of L. luteola is presen-    
ted in Table 1. In SB population, the xanthine 
dehydrogenase (Xdh) enzyme was found to be 
represented by two distinct loci, Xdh1 and Xdh2           
and each enzyme locus was expressed into two 
electrophoretic variants. Xdh1 allele designated as 
1.00 was in highest frequency being 0.75 whereas 
the same allele of Xdh 2 was 0.72 in this population. 
A measure of heterozygosity at its both loci was 
found to be same (0.38) in this population. Chi 
square analysis based on the observed and expected 

B 

A 
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numbers of genotypes of Xdh1 and Xdh2 revealed 
that the two loci are in perfect Hardy-Weinberg 
equilibrium. The same enzyme observed in DLW 
population showed the frequency of 0.61 and 0.39 
for alleles 1.00 and 1.20 respectively for Xdh1 
whereas 0.45 and 0.55 for alleles 0.98 and 1.00 
respectively for Xdh2 locus. Hardy-Weinberg equi-
librium tested for these two loci revealed that they 
are in equilibrium.  
 
 
Table 1. Frequencies of xanthine dehydrogenase (Xdh) 
and aldehyde oxidase (Ao) enzyme variants in two natural 
populations of Lymnaea luteola.  

Enzyme 
locus 

Alleles 
Swtantrata 

Bhavan (SB) 

Diesel 
Locomotive 

Works (DLW) 

Xdh1 

 Number 31 Number 32 

1.00 0.75 0.61 

1.20 0.25 0.39 

χ2 0.00 0.007 

 
Xdh2 

0.98 0.28 0.45 

1.00 0.72 0.55 

χ2 0.167 3.014 

Ao1 

 Number 31 Number 34 

1.00 0.53 0.53 

1.20 0.47 0.47 

χ2 0.057 1.106 

Ao2 

0.98 0.24 0.49 

1.00 0.76 0.51 

χ2 0.403 4.21* 

*P<0.01 

 
 
 Aldehyde oxidase (Ao) enzyme was also 
studied for the same purpose and was found to be 
represented by two distinct polymorphic loci, i.e., 
Ao1 and Ao2 in the two natural populations.             
Each locus of this enzyme was expressed by two 
electrophoretic variants. The most common variant 
of each locus designated as 1.00 was 0.53 and 0.76 
in their frequency in SB population. The other 
variant 1.20 for Ao1 and 0.98 for Ao2 were found  
to be 0.47 and 0.24 respectively in the same 
population. A study on Hardy-Weinberg equilibrium 
in this population for Xdh loci indicated that both the 
loci were in Hardy-Weinberg equilibrium. Aldehyde 

oxidase (Ao) enzyme considered for similar investi-
gation in DLW population revealed that its two loci, 
Ao1 and Ao 2 were polymorphic, Ao1 represented by 
variants 1.00 and 1.20 and Ao2 by 1.00 and 0.98. 
The frequency of allele 1.00 and 1.20 was found to 
be 0.53 and 0.47 respectively. In this population 
another enzyme locus, Ao2 showed frequency 0.51 
and 0.49 for their respective alleles 1.00 and 0.98. 
Ao2 locus did not show Hardy-Weinberg equili-
brium (p<0.01) indicating that this locus may be 
under the effect of some evolutionary forces.  
 Figure 2 is presented here to depict the 
frequency of heterozygotes for four gene loci 
studied in two different natural populations of                
L. luteola. The frequency of heterozygotes is quite 
high in DLW population (more than fifty percent) 
for Ao1 and the same enzyme was also found to be 
in higher heterozygosity in SB population. Overall 
heterozygosity was recorded to be more than thirty 
percent for all the loci examined. Although the two 
populations are completely different and exist as 
allopatric populations but exhibit similar pattern of 
evolutionary alterations depicting that similar 
ecological condition prevail in the area.  
 
 

 
Figure 2. Bar diagram showing frequency of hetero-
zygotes for four gene loci studied in two different natural 
populations of L. luteola. 

 
 
4. DISCUSSION 
 
 The main identifying features of Lymnaeid 
snails are based on traits like shell morphology, 
structural peculiarity of radula, characteristics of 
renal and reproductive organs. The genus Lymnaea 
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Lamarck, includes some freshwater snails that 
harbours the larval stages of liver-fluke, Fasciola 
hepatica, a helminth parasite which causes fascio-
liasis in grazing animals and humans. Allozyme 
polymorphism has been studies in land snails and 
the significance of such studies have been used for 
the conservation of snails [27, 28]. Genetic variation 
in Lymnaea luteola can be studied only by following 
both protein or nucleotide polymorphisms and the 
results of such studies can be extrapolated to know 
genetic profile of a species. Carvalho et al. adopted 
polymerase chain reaction and restriction fragment 
length polymorphism (PCR-RFLP) techniques to 
genetically characterize Lymnaea columella, L. viat-
rix, and L. diaphana collected from Brazil, Argen-
tina, and Uruguay [29].  
 Ao and Xdh are well studied enzymes for 
their polymorphic status in a number of organisms 
particularly in different species of Drosophila [6, 7]. 
Such studies have not been undertaken in fresh 
water gastropods, especially in genus Lymnaea, 
from the perspective of Indian regions. We found 
abundant occurrence of L. luteola in two ponds              
of southern end of Varanasi City and decided to               
see isozyme variations in the individual of these                 
two separate populations. Isozyme analysis clearly 
reveals that these two populations are genetically 
differentiated from each other. Since both the 
enzymes were represented by two loci and were 
polymorphic in appearance, the allelic frequencies 
were computed based on their genotypic frequencies 
and then a comparative analysis was made. A 
comparison made on level of heterozygosity for all 
the four loci studied, indicated variation between the 
two populations giving an idea that the two 
populations are genetically different from each 
other.  
 L. luteola and other species of this genus are 
mainly hermaphrodite mollusk species and exhibit 
self as well as cross fertilization [30]. Since high 
level of heterozygosity has been observed in both 
the natural populations of this species, the present 
study is a testimony to explain that this can          
happen only if individuals opt to cross fertilization. 
To maintain genetic heterogeneity is of prime 
significance to every sexually reproducing species, 
because species with substantial genetic variation 
can be better thriving in changing environmental 
conditions. All the four enzyme loci in the present 

case, in both populations show more than thirty 
percent heterozygosity, indicating that during bree-
ding two individuals with varying genetic consti-
tution get involve in reproduction.   
 Animal species which are migratory in nature 
get mixed with neighboring populations and as a 
result of it little genetic differences are expected              
to exist among the neighboring populations. Thus 
migration results into gene flow among the popu-
lations and consequently no substantial genetic 
differences can be recorded between the adjacent 
populations. Gastropod mollusks which remain 
confined in local ponds do not find it possible to get 
merged with other populations of neighboring water 
bodies until they are assisted by some other animal 
and therefore remain intact as a single population. 
Gene flow in such gastropods does not occur at             
all and thus their populations remain as allopatric 
populations. Fresh water mollusks are therefore 
expected to be represented by more number of 
species than those where substantial gene flow do 
occur. We could witness the existence of more than 
one species of snails in a single pond indicating that 
gastropods can be one of the best examples of 
sympatric speciation.    
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ABSTRACT 
 
Yersinia enterocolitica is a foodborne pathogen 
which is primarily responsible for gastrointestinal 
infections. The presence of the virulence genes in    
Y. enterocolitica strains isolated from children and 
antimicrobial resistance was studied in this work. 
The PCR, biotyping and disc diffusion method were 
used for analysis of Y. enterocolitica strains. Most of 
Y. enterocolitica strains belonged to biotype 4 and 
all carried ail, myfA and ystaA genes. Most of them 
also had the plasmid yadA gene. These genes were 
also detected in the strains of biotype 2, while in the 
two strains of biotype 1A only myfA gene was 
found. The blaA gene was present in all the strains 
of biotype 4 and 2, while blaB in the strains of 
biotype 2 and in some of biotype 4 strains. The 
presence of β-lactamase genes in Y. enterocolitica 
was not detected in biotype 1A. All strains were 
resistant to ampicillin, 76.2% and 47.6% were 
resistant to ticarcillin and piperacillin, respectively. 
Two strains (9.5%) were resistant to amoxicillin/ 
clavulanic acid and aztreonam, three (14.3%) to 
chloramphenicol, four (19%) to amikacin and 
trimethoprim/sulfamethoxazole, six (28.6%) to 
gentamicin. A few strains of Y. enterocolitica were 
multidrug resistant. The Y. enterocolitica strains 
isolated from the faeces of children suffering from 
diarrhea carried virulence genes and some of them 

were resistant to antibiotics used in extra-intestinal 
yersiniosis treatment.  
                                                                                                         
Keywords: Yersinia enterocolitica; Virulence genes; 
Antibiotic resistance; PCR; Yersiniosis. 
 
1. INTRODUCTION 
 
 Yersinia enterocolitica is an important human 
pathogen with the global distribution and a variety 
of clinical disorders such as enteritidis, enteroco-
litis, gastroeneritidis, mesenteric lymphadenitis and 
others [1]. Yersiniosis is a zoonotic foodborne 
bacterial disease with high public health relevance. 
In Europe it is the third most common bacterial 
enteric disease after campylobacteriosis and salmo-
nellosis [2]. Animals such as pigs, rodents, sheep, 
goats, cattle, horses are reservoirs of Y. entero-
colitica. Pigs are a major reservoir for human 
pathogenic strains, especially for bioserotype 4/O3 
[3]. This microorganism is considered an important 
foodborne pathogen including strains of diverse 
pathogenicity. Infections are most often acquired 
through ingestion of contaminated pork, milk,         
dairy foods, vegetables and contaminated drinking 
water or pet animal contact [4, 5]. The pathogenic  
Y. enterocolitica strains were also isolated from 
waste water samples in Turkey [6] or from river water 
in Poland [7]. Y. enterocolitica is rarely transmitted 
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through contaminated blood during transfusion [8]. 
The species Y. enterocolitica is divided into six 
biotypes. Strains of biotype 1A are generally regar-
ded as nonpathogenic, whereas strains of biotypes 
1B, 2, 3, 4, and 5 carry a virulence plasmid pYV. 
This plasmid encodes type III secretion system and 
the outer membrane protein YadA (Yersinia adhesin 
A). YadA was found to play multiple functions             
in pathogenesis because it protects bacterial cells 
against antibacterial activity of complement and 
mediates specific binding of Y. enterocolitica to 
laminin, collagen and cellular fibronectin [9]. The 
chromosomal Y. enterocolitica virulence markers 
are ail, ystA and myfA genes. The ail gene encodes a 
small outer membrane protein (Ail adhesin), which 
promotes adhesion of Y. enterocolitica and invasion 
of epithelial cells. The ystA gene encodes entero-
toxin YstA, which activates the guanylate cyclase 
that leads to the increased cGMP level. High level of 
cGMP causes fluid accumulation in the intestine 
[10]. The major subunit of antigen Myf is encoded 
by the myfA gene. This fibrillar structure promotes 
the colonization of the intestine by yersiniae [11]. 
Biotyping is used for clinical and epidemiological 
classification of Y. enterocolitica, but the hetero-
genous nature of Y. enterocolitica, including diffe-
rences in virulence, requires genotyping methods 
and this may be a novel way of pathogenic 
characterization of this microorganism.  
 The aim of this study was the description of  
Y. enterocolitica strains isolated from the faeces of 
children suffering from diarrhea by using PCR 
assays for the detection of some virulence genes  
and in vitro evaluation of antibiotic sensitivity                
of this pathogen. The presence of genes coding              
β-lactamases was also detected in the genome of               
Y. enterocolitica strains.  
 
2. MATERIALS AND METHODS 
 
2.1. Strains  
 
 Twenty one Y. enterocolitica strains were 
isolated from the faeces of children suffering from 
diarrhea. The strains were isolated from children 
treated in different hospitals and outpatients in 
Warsaw (Poland) over the period 2009-2015. The 
identification of the strains was performed with the 
VITEK GNI card system (VITEK 2 instrument, 

version 4.01, bioMérieux). Biotyping of Y. entero-
colitica strains was performed according to Wauters 
et al. [12]. The strains were stored at -70°C in Brain 
Heart Infusion (BHI) Broth (BHI; BBL, Becton 
Dickinson) containing 15% glycerol.  
 
2.2. Antibiotic susceptibility testing 
 
 The susceptibility of the strains was tested 
with a disc diffusion method using the following 
antibiotic discs (Oxoid, Basingstoke, UK): ampi-
cillin (25 µg), amoxicillin/clavulanic acid (20/10 
µg), cefepime (30 µg), cefotaxime (30 µg), cefuro-
xime (30 µg), ceftazidime (30 µg), ceftriaxone (30 
µg), gentamicin (10 µg), imipenem (10 µg), norflo-
xacin (10 µg), piperacillin (100 µg), ticarcillin (75 
µg), tobramycin (10 µg), aztreonam (30 µg), cipro-
floxacin (5 µg), amikacin (30 µg), chloramphenicol 
(30 µg) and trimethoprim/sulfamethoxazole (1.25/ 
23.75 µg). The results were recorded by measuring 
the inhibition zones and scored as susceptible, 
intermediately susceptible, and resistant, according 
to the Clinical and Laboratory Standards Institute 
[13]. 

 
2.3. DNA isolation 
 
 Genomic DNA was isolated from Y. entero-
colitica strains by using the Genomic DNA PrepPlus 
(A&A Biotechnology, Poland), according to the 
manufacturer’s protocol. 2.5 µl of the total extracted 
material from each test sample was used as a 
template DNA for PCR application.  
 
2.4. Primers and PCR conditions 
 
 The primers specific for the ail, ystA, myfA, 
yadA, blaA, blaB and 16S rRNA genes of Y. entero-
colitica, synthesized at DNA-Gdańsk (Gdańsk, 
Poland), are listed in Table 1. The duplex PCR            
for ail and ystaA genes was performed in a 25-µl 
volume containing 2.5 µl of DNA template, 1×PCR 
buffer, 0.2 mM each dATP, dCTP, dGTP, and dTTP 
(Fermentas, Lithuania), the ail-specific primers and 
ystA-specific primers at 50 nM, with 1 U of RedTag 
Genomic DNA polymerase (Sigma-Aldrich, Ger-
many). The amplification was carried out under the 
following conditions: initial denaturation (94°C, 3 
min), followed by 30 subsequent cycles consisting 
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of denaturation (94°C, 1 min), primer annealing 
(52°C, 1.5 min), extension (72°C, 1.5 min), and final 
extension (72°C, 10 min).  
 The duplex PCR for blaA and blaB genes was 
also performed in a 25 µl volume containing 2.5 µl 
of DNA template, 1 x PCR buffer, 200 µM of           
each: dATP, dCTP, dGTP, and dTTP (Fermentas, 
Lithuania), 100 nM of the blaA and the blaB pair of 
specific primers, and 1U of RedTag Genomic DNA 
polymerase (Sigma-Aldrich, Germany). The ampli-
fication was carried out under the following 
conditions: initial denaturation at 95°C for 5 min, 35 
cycles of denaturation at 95°C for 0.5 min, primer 
annealing at 50°C for 0.5 min and extension at 72°C 

for 1 min. A 5 min extension at 72°C was performed 
at the end of the final cycle. The monoplex PCR for 
myfA gene and yadA gene as described earlier [19] 
and monoplex PCR for the 16S rRNA gene for 
species identification as described by Wannet et al. 
[18] were also performed.  
 The amplifications were carried out in the 
Multi Gene II thermal cycler (Labnet International, 
Inc., USA). The PCR products were analysed by 
electrophoresis in 1.5% agarose gels stained with 
ethidium bromide. Molecular size markers (Sigma-
Aldrich) were also run for product size verification. 
The gel was electrophoresed in 2 × Tris-borate 
buffer at 70 V for 1.5 h.  

 
 
Table 1. Oligonucleotide primers used in the study. 

Primers Sequence (5' → 3') Amplicon length (bp) References 

ail-a (F) TGGTTATGCGCAAAGCCATGT 
356 [14] 

ail-b (R) TGGAAGTGGGTTGAATTGCA 

ystA-a (F) GTCTTCATTTGGAGGATTCGGC 
134 [14] 

ystA-b (R) AATCACTACTGACTTCGGCTGG 

myfA-1 (F) CAGATA CAC CTG CCT TCC ATCT 
272 [15] 

myfA-2  (R) CTCGACATATTCCTCAACACGC 

yadA-1 (F) TAAGATCAGTGTCTCTGCGGCA 
747 [16] 

yadA-2 (R) TAGTTATTTGCGATCCCTAGCAC 

blaA-1 (F) 
blaA-2 (R) 

AAATGCGCTACCGGCTTCAG 
AGTGGTGGTATCACGTGGGT 

439 [17] 

blaB-1 (F) 
blaB-2 (R) 

CCCACTTTATACCTTGGCACAAA 
GAACATATCTCCTGCCTGGAAAT 

781 [17] 

16S rRNA-Y1 (F) 
16S rRNA-Y2 (R) 

AATACCGCATAACGTCTTCG 
CTTCTTCTGCGAGTAACGTC 

330 [18] 

 
 
3. RESULTS 
 
 Biotype 4 was most numerously represented 
by 71.4% of Y. enterocolitica strains. A small group 
included strains of biotype 2 and biotype 1A (Table 
2).  
 The 330 bp fragment, specific amplification 
product for the Y. enterocolitica 16S rRNA gene, 
was obtained in case of all the strains (Fig. 1A). A 
duplex PCR was used for the detection of the ystA-
specific PCR product of 134 bp and the ail-specific 
product of 356 bp (Fig. 1B). These genes were 
present in all the strains of 4 and 2 biotype (Table 

2). The yadA-specific amplification product of 747 
bp was detected in all the strains of biotype 2 and 
the majority of strains belonging to biotype 4 
(86.6%) (Fig. 1C). The myfA-specific PCR product 
of 272 bp (Fig. 1D) was detected in all the             
strains which belonged to different biotypes. Using 
multiplex PCR, 439 bp fragment for blaA gene in all 
the strains of biotype 4 and 2 was obtained (Fig. 
1E). The amplification products for blaB (827 bp) 
were detected in all strains of biotype 2, and only              
in eight strains of biotype 4. The presence of                   
β-lactamase genes in Y. enterocolitica was not 
detected in biotype 1A.  
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Table 2. Virulence genes and resistance profiles of Y. enterocolitica strains from the faeces of children with intestinal 
yersiniosis. Bt - biotype, AMP - ampicillin, TIC - ticarcillin, AMC - amoxicillin plus clavulanic acid, PIP - piperacillin, 
GM - gentamicin, AN - amicacin, C - chloramphenicol, SXT - trimethoprim/sulfamethoxazole, ATM - aztreonam,                   
* - multidrug resistance strains, „-„ no amplification. 

Strains Year Bt Results of PCR for: Resistance profile 

   ail yadA myfA ystA blaA blaB  

9996 2009 2 + + + + + + AMP/TIC/AMC 

6068 2010 1A - - + - - - AMP/PIP 

10743 2010 4 + + + + + + AMP/TIC/GM 

15869 2010 4 + + + + + + AMP/PIP/TIC 

6528 2010 4 + - + + + + AMP/AN/C/SXT* 

6701 2010 4 + - + + + + AMP/TIC 

7217 2012 2 + + + + + + AMP/PIP/TIC/SXT 

20179 2013 2 + + + + + + AMP/TIC/C/SXT* 

10510 2013 1A - - + - - - AMP/PIP/TIC/SXT 

15395 2013 4 + + + + + + AMP/GM 

26530 2014 4 + + + + + + AMP/PIP/AN/GN 

13004 2015 4 + + + + + - AMP/PIP/TIC 

2 2015 4 + + + + + - AMP/TIC 

13571 2015 4 + + + + + - AMP/TIC/ATM/AMC 

601 2015 4 + + + + + - AMP/TIC 

1 2015 4 + + + + + - AMP, TIC 

158 2015 4 + + + + + - AMP/TIC 

450/6 2015 2 + + + + + + AMP/PIP/TIC/GM 

448/7 2015 4 + + + + + + AMP/PIP/ATM/AN/GN/C* 

511/8 2015 4 + + + + + + AMP/PIP/TIC/AN/GM 

301/3 2015 4 + + + + + - AMP/TIC 

 
 
 The Y. enterocolitica strains showed high 
resistance to antibiotics belonging to penicillin 
group because all the strains were resistant to 
ampicillin, above 76% of the strains were resistant 
to ticarcillin and about 48% were resistant to 
piperacillin. Additionally, two strains (9.5%) were 
resistant to amoxicillin/clavulanic acid. About 29% 
and 19% of the strains were resistant to gentamicin 
and amikacin, respectively. Moreover, two strains 
(9.5%) were resistant to aztreonam. In case of 
chloramphenicol, 14.3% of the strains showed 
resistance and 19% of the strains were resistant             
to trimethoprim/sulfamethoxazole. All the strains 
were sensitive to cephalosporins, fluoroquinolones, 
imipenem and tobramycin (Fig. 2). Among the 

tested Y. enterocolitica, three strains were multidrug 
resistant. Two strains of biotype 4 showed resistance 
to antimicrobial agents from four various chemical 
groups and one strain of biotype 2 was resistant to 
antimicrobial agents belonging to three different 
chemical groups (Table 2).  
 
4. DISCUSSION 
 
 Y. enterocolitica is an important foodborne 
pathogen which is primarily responsible for 
gastrointestinal infections in young children. The 
incidence of Y. enterocolitica infection is highest 
among children under 5 years of age [20].  
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Figure 1. Electrophoresis in 1.5% agarose gel PCR products obtained by using specific primers for 16S rRNA gene (A), 
ail and ystA genes (B), yadA gene (C), myfA (D) and blaA and blaB genes (E). 

 
 

 
Figure 2. Antimicrobial resistance of Y. enterocolitica 
strains isolated from the faeces of humans with intestinal 
yersiniosis. AMC - amoxicillin/clavulanic acid, SXT - 
trimethoprim/sulfamethoxazole. 

 The high incidence of Y. enterocolitica 
infections in this age group, compared with other 
gastrointestinal infections, such as salmonellosis and 
campylobacteriosis, may result from eating food 
prepared from raw pork products, use of baby's 
dummy or contact with domestic animals, such as 
dogs and cats [21]. In addition, factors that may 
contribute to the high incidence of Y. enterocolitica 
infection in young children include an increased rate 
of exposure to this pathogen as a result of fecal-oral 
contamination, predisposition to infection due to 
immature immune system [22] and higher frequency 
of testing stool samples in case of children when 
affected [23]. In our research we investigated                  
Y. enterocolitica strains isolated from the faeces         
of children suffering from diarrhea. Among them, 
strains belonging to biotype 4 carrying the ail, myfA 
and ystaA genes predominated. Most of them had 
also the plasmid gene yadA, confirming the presence 
of the plasmid pYV. These results demonstrated the 
pathogenic potential of the investigated strains to 
susceptible hosts. Our results are similar to those 
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obtained by other authors that also showed that 
strains belonging to biotype 4 are responsible for 
most infections caused by Y. enterocolitca in Europe 
[4, 20]. The strains of biotype 2 are rarely isola-    
ted from humans. The pathogenic potential of the 
biotype 2 strains examined in this study was 
highlighted by the occurrence of the virulence 
markers investigated. Similar results were obtained 
by Frazão and Falcão [24], who also studied strains 
of Y. enterocolitica biotype 2.  
 Uncomplicated course of yersiniosis usually 
does not require the use of antibiotics. However, 
some cases of yersiniosis, such as sepsis, focal 
extra-intestinal infection or infection in immune-
compromised patients require antimicrobial treat-
ment. Y. enterocolitica strains are β-lactamase 
producers. Most Y. enterocolitica strains harbored 
chromosomal genes blaA and blaB encoding BlaA 
(a non-inducible broad-spectrum carbenicillinase) 
and BlaB (an AmpC-type inducible cephalospori-
nase) [25].  
 In our study, the presence of blaA gene in all 
the strains of biotype 4 and 2 was detected, while 
blaB gene was carried by biotype 2 strains and over 
50% of the biotype 4 strains. These genes were not 
detected in the strains of biotype 1A, although in 
previous studies, in which were used additional 
primers designed using the conserved regions of the 
blaA genes of Y. enterocolitica 8,081, biotype 1B, 
has been shown the presence of this gene in the 
majority of Y. enterocolitica strains of biotype 1A 
[26]. Heterogeneity in blaA gene of Y. enterocolitica 
of biotype 1A was confirmed by Sharma et al. [27]. 
Inability to detect blaA gene in these strains may 
result from a genetic variability in blaA preventing 
the binding of primers. The antimicrobial suscepti-
bility test revealed high resistance of Y. entero-
colitica to antibiotics belonging to penicillin group 
such as ampicillin, ticarcillin and piperacillin. This 
was in accordance with the results obtained by other 
authors [28]. Two strains (9.5%) belonging to 2 and 
4 biotype were also resistant to amoxicillin with 
clavulanic acid, while Frazão et al. [29] showed          
that 19/34 of Y. enterocolitica strains isolated from 
different sources in Brazil were resistant to this 
combination. In our study, all the strains were 
sensitive to the second (cefuroxime), third (cefo-
taxime, ceftazidime, ceftriaxone) and fourth gene-
ration cephalosporins (cefepime), fluoroquinolones 

and imipenem. Fluoroquinolones and the third 
generation cephalosporins are the best therapeutic 
options to treat enterocolitis in compromised hosts 
and in patients with septicemia or invasive infection 
[30]. In case of extra-intestinal yersiniosis, also 
aminoglycosides in combination with other anti-
biotics are used for treatment. In our research, four 
(19%) and six (28.6%) strains were resistant to 
amikacin and gentamicin, respectively. Rusak et al. 
[28] obtained one strain (2%) resistant to amikacin, 
while all the strains were sensitive to gentamicin. In 
Switzerland during 2001-2010 also no gentamicin-
resistant strains were found [4]. Trimethoprim/ 
sulfamethoxazole are also used to treat yersiniosis. 
In this study, four strains (19%) were resistant to 
this sulfonamide. Sporadic resistance to trimetho-
prim/sulfamethoxazole occurred in Switzerland [4], 
while in Brazil trimethoprim/sulfamethoxazole resi-
stance was found in 8.8% to 10% of the strains [28, 
29]. In our study, three strains were multidrug 
resistant. Two strains belonging to biotype 4 showed 
resistance to four different classes of antimicrobial 
agents (penicillins, aminoglycosides, chloramphe-
nicol, sulfonamides and penicillins, aminoglyco-
sides, chloramphenicol, monobactams) and one 
strain of biotype 2 was resistant to antimicrobial 
agents belonging to three groups (penicillins, 
chloramphenicol, sulfonamides). Multiple resistance 
phenotypes were rarely reported in Y. enterocolitica. 
Only one out of from 60 Y. enterocolitica strains 
investigated by Rusak et al. [28] showed resistance 
to the three classes of antimicrobial agents (cephalo-
sporin, sulfonamide, and tetracycline). Fredriksson-
Ahomaa et al. [4] also reported that only one out of 
128 Y. enterocolitica strains isolated from human 
clinical samples in Switzerland showed resistance to 
multiple antimicrobial agents. The multiresistance of 
Y. enterocolitica strains (19%) was found in Finland, 
and these strains were significantly associated with 
traveling abroad [31]. 

Our study showed that Y. enterocolitica 
strains from children in Poland belonging to biotype 
4 and 2 had all investigated virulence genes, 
including the plasmid gene yadA, except the two 
strains of biotype 4 in which this gene was not 
detected. These strains showed high resistance to 
penicillin, although they remain susceptible to drugs 
used for treating gastroenteritidis, as well as extra-
intestinal infections. However, it should be stressed 
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that some strains were resistant to antibiotics used in 
extra-intestinal yersiniosis treatment and few strains 
were multidrug resistant.  
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ABSTRACT 
 
Fruit teas are very popular on the market of food 
products in many countries, due to their attractive 
taste and aroma as well as pro-health and medicinal 
properties. They are also characterized by the great 
wealth and diversity of composition. The purpose of 
this study was to analyze selected products based on 
the information contained on their packaging. The 
research included the most popular fruit teas widely 
available on the Polish food market, i.e. raspberry, 
cranberry and rosehip teas, 82 products in total. It 
was found that plant raw materials appearing in the 
tea names often constitute a small percentage of 
their composition, while hibiscus and apple occur 
very often and in the large quantities. The analysis 
of the content of the basic ingredient of raspberry 
and cranberry teas showed that they are 
characterized by a large diversity of quality. In 
addition to products with a relatively high amount of 
raspberry or cranberry (mean: 43.8 and 27.2%, 
respectively), there were teas with a very low level 
of these ingredients (mean: 7.5 and 1.6%). Against 
this background, rosehip tea has stood out 
positively. In this category of products, Rosa spp. 
hips, as a widely available plant raw material, most 
often obtained content above 30-40%. 
  
                                                                                                          

Keywords: Composition of fruit teas; Raspberry; 
Cranberry; Dog rose; Foodstuffs; Plant raw material. 
 
1. INTRODUCTION 
 

The great popularity of fruit teas results from 
their attractive aroma and taste as well as health-
promoting properties. Fruits, flowers, leaves and 
other plant raw materials being ingredients of fruit 
teas are an important source of phenolic compounds 
such as phenolic acids (hydroxybenzoic and hydro-
xycinnamic acids, and their derivatives), flavonols, 
flavanols, anthocyanins, and tannins as well as 
vitamins and minerals, including vitamin C. 
Especially berry phenolics represent a diverse group 
of active constituents with a high antioxidant 
potential [1-5].  

Our earlier investigations indicated that fruit 
teas are characterized by a rich composition. In 187 
products widely available in the retail chains in 
Poland, about 60 different plant raw materials were 
detected. The average number of ingredients in fruit 
teas was 7.1 (from 1 to even 12), including plant raw 
materials: 5.5 (1-11), and various types of additives: 
1.5 (from 0 to 4). Raspberry, cranberry and rosehip 
teas belonged to the most numerous products in this 
group [6].  

Fruits of red raspberry (Rubus idaeus), cran-
berry (Oxycoccus macrocarpos and O. palustris) as 
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well as wild rose species (Rosa canina and other 
similar species) are widely used not only in the food 
industry, but also in phytotherapy. Antioxidant, anti-
inflammatory, antimicrobial, and anticancer proper-
ties of raspberry are associated with a high content 
of polyphenolic compounds, mainly anthocyanins 
and ellagitannins [7, 8]. Cranberry is often utilized 
in the treatment of urinary tract infections, but it can 
be used in the prevention of cardiovascular and 
gastric ulcer diseases [9, 10]. In turn, rose hips are 
mainly known as a rich source of vitamin C, 
lycopene, lutein, zeaxanthin, and other carotenoids. 
Due to the content of an anti-inflammatory galacto-
lipid GOPO, this plant has proven useful in the 
treatment of osteoarthritis and rheumatoid arthritis 
[11, 12]. 

The health benefits of fruit tea drinking 
strongly depend on the quality and composition of 
the plant raw materials that were used to prepare 
these mixtures. The large number of products on          
the food market makes it difficult for consumers          
to choose the right ones. Unfortunately, our preli-
minary studies have shown that the names of      
many fruit teas do not describe their composition 
accurately [6]. The value of these products is also 
influenced by the presence of food additives: 
flavourings, acidity regulators, and sweeteners [6, 
13]. Therefore, in the present work we decided to 
analyze this issue in detail. 

The aim of the study was to describe the 
composition of the most popular fruit teas available 
on the Polish food market: raspberry, cranberry and 
rosehip teas. The paper presents the list of plant raw 
materials and food additives given by the producers 
as well as the percentage share of some ingredients. 
 
2. MATERIALS AND METHODS 

 
In the study, 82 fruit and fruit-herbal teas 

widely available on the Polish food market in the 
years 2015-2017 were used. The research included 
raspberry, cranberry and rosehip teas sold in the 
grocery stores and supermarkets, which are the most 
popular in this group of products. For analysis, 
bagged teas with raspberry, cranberry or rose on the 
first place of the name were selected. Products 
available only in pharmacies and/or herbal stores 
were excluded from investigations. We did not          
take into consideration flavoured or fruit-herbal teas 

containing Camellia sinensis, Aspalathus linearis 
(rooibos) or Ilex paraguariensis (yerba mate). All 
data about the products, in particular regarding their 
name and composition, came from the information 
on the packaging. 

Incomplete data of producers concerning on 
the percentage share of plant raw materials and food 
additives in the mixtures did not allow precise 
description of the quantitative composition of fruit 
teas. Therefore, the attention was focused on the 
qualitative analysis of the composition of individual 
products and the frequency of occurrence of the 
different components. In the investigations, the 
information given on the labels on the percentage 
content of plant raw materials appearing in the 
names of fruit teas was also used. In addition, it         
was assumed that the order of occurrence of the 
individual plant materials in the list of ingredients 
fairly well reflects their relative quantitative contri-
bution in a given mixtures, what was confirmed in 
the analysis of the collected data. Hence, the plant 
raw materials, which occurred from the first to the 
third position in the list of ingredients of fruit teas 
were considered as the main (dominating) compo-
nents of these products [6]. 
 Some difficulty in research resulted from the 
inconsistent and sometimes ambiguous way of 
description of the names of plant raw materials by 
individual producers. It was helpful comparing         
the composition of different teas, analysis of the 
pictures on the packaging, and sometimes the 
information from the manufacturer. In the prepared 
ingredient list of the fruit teas, the possibility of 
obtaining a plant raw material from a larger number 
of species was marked. The diagnosis of the plant 
raw materials was based on the textbooks of 
pharmacognosy, plant dictionaries and other similar 
works [14-22]. In this article, the names accepted          
in the herbal literature such as hibiscus flower, 
linden flower, raspberry fruit, rose fruit, etc. were 
used [23-25]. 

This work presents a list of plants appearing 
in the names of the analyzed fruit teas, giving their 
number of occurrences on the first, second and third 
place in the name, respectively and their average 
percentage content in the composition of these teas 
(Table 1). Next, the full composition of the mixtures 
was investigated, with division into raspberry, 
cranberry and rosehip teas, calculating the relative 
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frequency of occurrence of the individual plant raw 
materials (Table 2) and food additives (Table 3).   
For each type of tea, the bar graph showing the 
differentiation of the percentage content of the basic 
component: raspberry, cranberry or rosehip was 
prepared (Figs. 1, 3, 4). The statistical significan-ce 
of differences (Mann-Whitney U test) between 
product groups with the high and low amount of 
these ingredients was also calculated. Due to the 
largest number of samples (38 products), raspberry 
teas were analyzed in more detail. Figure 2 shows 
the number of occurrence of the individual plant raw 
materials and food additives on the first three places 
of the ingredient list, separately for raspberry teas 
with the high and low R. idaeus fruit content.           
For these groups, the statistical significance of 
differences (Mann-Whitney U test) regarding the 

number of all ingredients, plant raw materials and 
food additives was also assessed. 
 
3. RESULTS 

 
 Survey of the Polish food market in the years 
2015-2017 showed 38 raspberry teas, 24 cranberry 
teas, and 20 rosehip teas (in total: 82) produced by 
20 different companies. They were described on the 
packaging as fruit (59.8% of cases), fruit-herbal 
(36.6%) or herbal-fruit (3.7%) teas. In their names, 
one (45.1% of cases), two (47.6%) or three (7.3%) 
plants occurred. In all, 23 plant species were found 
in the names of investigated fruit teas, but these 
ingredients often have a low percentage share in       
the mixtures (Table 1). In extreme cases, it was only 
1-3% or even below 1%.   

 
 
Table 1. Plants listed in the names of fruit teas and the mean content of these raw materials. 

No. Plants (raw material) 
No. of occurrence in tea names and (mean content) 

1st place 2nd place 3rd place 

1 Raspberry (fruit) 38 (26.6%) 9 (9.7%) 
 

2 Cranberry (fruit) 24 (18.6%) 4 (6.5%) 1 (2%) 

3 Dog rose (fruit, i.e. hip) 20 (46.3%) 2 (13.0%)  

4 Apple (fruit, peel)  4 (18.3%)  

5 Pomegranate (peel, juice, extract)  3 (2.0%) 1 (1%) 

6 Strawberry (fruit)  3 (2.0%)  

7 Hibiscus (flower, i.e. calyx)  2 (27.5%)  

8 Linden (flower)  2 (17.5%)  

9 Quince (fruit)  2 (6.1%)  

10 Lemon (peel)  2 (5.4%)  

11 Bilberry (fruit)  2 (1.0%)  

12 Blackcurrant (fruit)  2 (0.3%)  

13 Rosebay willowherb (herb)  1 (25%)  

14 Mullein (flower)  1 (20%)  

15 Ginger (rhizome)  1 (13%)  

16 Lemongrass (herb)  1 (7.7%)  

17 Acerola (fruit)  1 (2.0%)  

18 Blackberry (fruit)  1 (0.5%)  

19 Chili pepper (fruit)  1 (0.4%)  

20 Sour cherry (juice concentrate)  1 (0.4%)  

21 Rhubarb (leaf petiole)   2 (1%) 

22 Peppermint (leaf)   1 (9%) 

23 Açai (juice concentrate)   1 (0.6%) 
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Only rosehip teas were characterized by a high mean 
content of the basic component (46.3%). On the 
other hand, ingredients rarely mentioned in the tea 
names such as hibiscus or apple are the permanent 
component of these products, and they get a share of 
up to 40-50% or 35%, respectively.  
 Depending on the type of fruit tea, hibiscus 
appeared in 79-95% of products and apple in 58-67% 

(Table 2). Cranberry teas were distinguished by a 
more frequent presence of chokeberry (46% of 
cases) and blackcurrant fruits (42%), while for 
raspberry teas it was elder fruits (32%). In turn, 
rosehip teas had the lowest total number of plant       
raw materials (24), but also the smallest constancy 
of occurrence of flavourings: 55% of cases (Tables 
2-3). 

 
 
Table 2. Plant raw materials of raspberry, cranberry and rosehip teas (n=82). 

No. Plants (raw material) Botanical names 
Frequency of occurrence in teas [%] 

Raspberry tea 
(n=38) 

Cranberry tea 
(n=24) 

Rosehip tea 
(n=20) 

1 Raspberry (fruit) Rubus idaeus L. 100 33 25 

2 Cranberry (fruit) 
Oxycoccus macrocarpos (Aiton) 
Pursh, O. palustris Pers. 

11 96 5 

3 Dog rose (fruit, i.e. hip) 
Rosa canina L. and other similar 
species 

50 42 100 

4 Hibiscus (flower, i.e. calyx) Hibiscus sabdariffa L. 95 79 95 

5 Apple (fruit, peel) Malus domestica Borkh.  58 67 65 

6 Chokeberry (fruit) 
Aronia melanocarpa (Michx.) 
Elliott 

32 46 25 

7 Blackcurrant (fruit) Ribes nigrum L. 5 42 10 

8 Elder (fruit) Sambucus nigra L. 32 13 15 

9 Liquorice (root) Glycyrrhiza glabra L. 26 17 10 

10 Blackberry (leaf) Rubus fruticosus L. agg. 21 17 5 

11 Hawthorn (fruit) 
Crataegus monogyna Jacq.      
and other similar taxa 

0 13 0 

12 Linden (flower) 
Tilia cordata Mill.,  
T. platyphyllos Scop. 

11 4 5 

13 Raspberry (leaf) Rubus idaeus L. 11 0 0 

14 Sweet blackberry (leaf) Rubus suavissimus S. Lee 5 8 10 

15 Peppermint (leaf) Mentha x piperita L. 3 0 10 

16 Black hollyhock (flower) Alcea rosea L. var. nigra 0 4 10 

17 Orange (peel) 
Citrus aurantium L. ssp. 
aurantium, C. sinensis (L.) 
Osbeck  

8 8 0 

18 Bilberry (fruit) Vaccinium myrtillus L. 8 4 5 

19 Lemon (peel) Citrus limon (L.) Osbeck 8 4 5 

20 Chicory (root) Cichorium intybus L.  3 8 5 

21 Blackberry (fruit) Rubus fruticosus L. agg. 5 4 5 

22 Strawberry (fruit) Fragaria x ananassa Duch. 5 4 5 

23 Rowan (fruit) Sorbus aucuparia L. 0 0 5 

24 Blackthorn (fruit) Prunus spinosa L. 0 0 5 

25 Rhubarb (leaf petiole) Rheum rhabarbarum L. 0 4 5 

26 Nettle (leaf) Urtica dioica L. 0 0 5 
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No. Plants (raw material) Botanical names 
Frequency of occurrence in teas [%] 

Raspberry tea 
(n=38) 

Cranberry tea 
(n=24) 

Rosehip tea 
(n=20) 

27 Ginger (rhizome) Zingiber officinale Roscoe 3 4 0 

28 Grapefruit (peel) Citrus paradisi Macfad. 0 4 0 

29 Lemongrass (herb) 
Cymbopogon citratus (DC.) 
Stapf.  

3 4 0 

30 Quince (fruit) Cydonia oblonga Mill. 5 0 0 

31 Pomegranate (peel) Punica granatum L. 3 4 0 

32 Chamomile (flower) Matricaria chamomilla L. 0 4 0 

33 Strawberry (leaf) Fragaria x ananassa Duch. 0 4 0 

34 Red currant (fruit) Ribes rubrum L. 3 8 0 

35 Elder (flower) Sambucus nigra L. 3 0 0 

36 Mullein (flower) 
Verbascum densiflorum Bertol., 
V. phlomoides L. 

3 0 0 

37 Acerola (fruit) Malpighia glabra L. 3 0 0 

38 Cornflower (petals) Centaurea cyanus L. 3 0 0 

39 Rose (petals) Rosa spp. 0 0 5 

40 Rosebay willowherb (herb) Epilobium angustifolium L. 0 4 0 

41 Chili pepper (fruit) Capsicum annuum L. 3 0 0 

42 Ginseng (root) 
Panax ginseng C.A. Meyer,  
P. quinquefolius L. 

0 4 0 

43 Sour cherry (stems) Prunus cerasus L. 0 4 0 

 
 
Table 3. Food additives in raspberry, cranberry and rosehip teas (n=82). 

No. Food additives 
Frequency of occurrence in teas [%] 

Raspberry tea 
(n=38) 

Cranberry tea 
(n=24) 

Rosehip tea 
(n=20) 

1 Flavourings 79 71 45 

2 Natural flavourings 16 8 0 

3 Raspberry flavour 3 4 5 

4 Strawberry flavour 0 0 5 

5 Cranberry flavour 0 4 0 

6 Citric acid (acidity regulator) 29 46 30 

7 Malic acid (acidity regulator) 5 0 10 

8 Chokeberry (juice concentrate) 5 17 10 

9 Sour cherry (juice concentrate) 3 0 0 

10 Açai (juice concentrate) 3 0 0 

11 Raspberry (juice concentrate, dried juice) 5 0 5 

12 Cranberry (juice concentrate, juice granules) 0 8 0 

13 Pomegranate (extract, juice granules) 3 4 0 

14 Maltodextrin 5 4 10 
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 Detailed analysis of the composition of 
raspberry teas indicates two separate groups of 
products with different quality levels. The first 
group is characterized by a very low content of the 
basic ingredient, sometimes in the range of 0.1-0.6% 
and with mean value of 7.5%. In the second group, 
average content of raspberry was 43.8% with the 
highest value of 60% (Fig. 1).  

 
 

 
Figure 1. Content of the basic component (Rubus idaeus 
fruit) in raspberry teas (n=38).  
Mann-Whitney U test for differences between two groups 
of products: with a low and high content of raspberry: 
p<0.001. 

 
 
 In the case of teas with a low amount of                
R. idaeus fruits, hibiscus and apple were the main 
component of the mixtures, and they appeared the 
most frequently on the first and second place in            
the list of ingredients, respectively. In addition, 
statistically significant more components, including 
food additives, were present in these products           
(Fig. 2). Similar differentiation in the product 
quality was also observed for the other fruit teas. 
The average content of the basic ingredient of 
cranberry tea, depending on the product group, was 
1.6% and 27.2% (Fig. 3). In turn, for rosehip teas,              
it was 8.3% and 50.6%, respectively. However, the 
products with a high rosehip content were definitely 
dominant (Fig. 4).  
 
 
 
 

 

 
Figure 2. The number of occurrence of the individual 
plant raw materials and food additives on the first three 
places of the ingredient list of raspberry teas (n=38).  
A) products with a low content of raspberry (0.1-20%, 
n=18); B) with a high content of raspberry (26-60%, 
n=20; compare with Fig. 1). 
Mann-Whitney U test for differences between two groups 
of products in terms of total number of tea ingredients: 
p<0.01 (Mean=7.9 and 5.75 for A and B, respectively), 
food additives: p=0.01 (Mean=1.9 and 1.25) and plant 
raw materials: p=0.015 (Mean=6.0 and 4.5).  
 
 

 
Figure 3. Content of the basic component (Oxycoccus 
spp. fruit) in cranberry teas (n=24). 
Mann-Whitney U test for differences between two groups 
of products: with a low and high content of cranberry: 
p<0.001. 
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Figure 4. Content of the basic component (Rosa spp.) in 
rosehip teas (n=20). 

 
 
4. DISCUSSION AND CONCLUSION 
 
 The survey of the Polish food market pointed 
to clear consumer preferences in the field of fruit 
teas. Considering the number of available products, 
it can be assumed that raspberry, cranberry and 
rosehip teas are most frequently chosen. This is due 
to the well-known pro-health and medicinal proper-
ties of these plants [7, 10, 12]. Attention was drawn 
to the large number of plant species occurring in the 
names of teas, next to raspberry, cranberry and 
rosehip (Table 1). Certainly, it results in increased 
interest in the products on the market. Importantly, 
the name and packaging of fruit teas are sometimes 
misleading, because the mentioned and illustrated 
plant raw materials often occur in the small 
quantities. On the other hand, hibiscus, apple and 
rosehip very often appear in large quantities and in 
various types of teas due to the low price of the raw 
material (apple and rosehip) or properties impro-
ving the taste and color of infusions (hibiscus) [6]. 
Unfortunately, food additives, especially flavour-
ings, belong to the constant ingredients of fruit teas,            
too. Interestingly, the occurrence frequency of these 
components is clearly lower in the case of rosehip 
tea (Table 3). 
 Some plant raw materials present in fruit teas 
can be harvested from the different species [e.g. 18], 
what undoubtedly affects the composition and level 
of active compounds. Rose hips mainly collected 
from Rosa canina, but also from other wild growing 
species that exhibit significant phytochemical varia-
bility are a classic example of such a situation [26]. 

Unfortunately, there is no precise data on the labels 
concerning plant raw materials, especially full 
botanical names of taxa. 
 The analysis of the content of the basic 
ingredient of raspberry and cranberry teas showed 
that these products are characterized by a high 
variation in quality (Figs. 1, 3), which results from 
the high price of the discussed plant raw material.  
In addition to products with a relatively high amount 
of raspberry or cranberry fruits (mean: 43.8 and 
27.2%, respectively), there were teas with a very 
low level of these ingredients (mean: 7.5 and 1.6%). 
Against this background, rosehip tea has stood out 
positively. In this product category, Rosa spp. hips, 
as a widely available raw material, most often 
obtained content above 30-40% (Fig. 4). 
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