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A b s t r a c t  

Monitoring the concentration of radon gas is an established method 
for geophysical analyses and research, particularly in earthquake studies. 
A continuous radon monitoring station was implemented in Jooshan hot-
spring, Kerman province, south east Iran. The location was carefully 
chosen as a widely reported earthquake-prone zone. A common issue 
during monitoring of radon gas concentration is the possibility of noise 
disturbance by different environmental and instrumental parameters. 
A systematic mathematical analysis aiming at reducing such noises from 
data is reported here; for the first time, the Kalman filter (KF) has been 
used for radon gas concentration monitoring. The filtering is incorpo-
rated based on several seismic parameters of the area under study. 
A novel anomaly defined as “radon concentration spike crossing” is also 
introduced and successfully used in the study. Furthermore, for the first 
time, a mathematical pattern of a relationship between the radius of po-
tential precursory phenomena and the distance between epicenter and the 
monitoring station is reported and statistically analyzed. 

Key words: radon anomaly, Kalman filter (KF), noise reduction, effec-
tive precursory (EP) ratio, seismic activity. 
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1. INTRODUCTION 
The devastations (both financial losses and casualties) caused by frequent 
and high-magnitude earthquakes in Iran necessitate scientific studies for un-
derstanding the geophysical activities in this country. The Kerman province 
located in south east Iran is one of the most seismically active regions in Iran 
and the Middle East. This is caused by an influence of stress field that results 
from convergence and collision between the Arabia and Eurasia plates 
(Berberian et al. 2001). Concentration of the active faults with the north-
north western (N-NW) to south-south eastern (S-SE) trend indicates stress-
reservoir in this region (Berberian et al. 1984). 

The Golbaf and Shahdad (located in Kerman province) right lateral 
strike-slip faults with the N-S trend have raised expectation about seismic 
reservoir-triggering in this area (Berberian et al. 1984). Over the past few 
decades, some parts of these faults have developed their seismic activities. 
According to the catalogue by Iranian Seismological Center (IRSC) and In-
ternational Institute of Earthquake Engineering and Seismology (IIEES), this 
earthquake-prone region has experienced more than 15 seismic events with 
M6.0 and higher in the last seven decades (IRSC & IIEES earthquake data-
base). 

The radon monitoring in soil and groundwater is a useful tool to study 
the possible link between the variations in radon concentration and defor-
mation phenomena due to tectonic activities (Ramola 2010, Seyis et al. 
2010, Hashemi et al. 2013). An increasing or decreasing radon concentration 
before earthquake is apparently caused by movements deep within the earth, 
following stress, loading and rupture of rocks (Hauksson 1981). So, crustal 
radon-flux measurement along active faults can provide useful information 
about movements in micro-fractures of the crust. Decreases in radon concen-
tration were registered, for instance, before the following earthquakes: Japan 
1984-1988 (Wakita et al. 1991), Taiwan 2008 (Kuo et al. 2006), Turkey 
2009-2010 (Ali Yal�m et al. 2012). 

In order to distinguish between the variations of radon concentration 
caused by earthquakes from those caused by other sources, different studies 
have been reported (Negarestani et al. 2002, Richon et al. 2004, Ali Yal�m et 
al. 2012). Prior to performing any investigation in the field, it is necessary to 
perform a pre-processing analysis on data to reduce noise (Finkelstein et al. 
1998). This enhances the reliability of data for pattern recognition between 
data parameters. A detailed survey was carried out to decide on a reliable 
noise reduction mechanism that would reflect the complexities of radon gas 
behavior (Finkelstein et al. 1998). Kalman filter (KF) was found to be a very 
reliable and yet novel approach for radon gas monitoring studies (Simon 
2001). So, it has been successfully employed and the results are reported 
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here. The Kalman filter is an analytical model frequently used for state esti-
mation in state space models (SSM) when the standard Gaussian noise as-
sumption does not apply (Simon and Chia 2002). The linear state space 
model postulates that an observed time series is a linear function of a state 
vector and the law of motion for the state vector is first-order vector auto-
regression (AR) (Simon and Chia 2002). In recent years, KF has become 
a very powerful, intelligent and computational tool widely used in signal 
processing applications such as noise reduction (Brailean et al. 1995, 
Fujimoto and Ariki 2000, Evensen 2003, Brabec and Jílek 2007). The main 
advantage of this approach is designing an efficient filter to control noisy 
systems. In other words, the basic idea of a KF is producing less noisy data 
from a full noisy data. According to KF algorithm, it removes noises by as-
suming a pre-defined model of a system (Kleinbauer 2004). This means that 
KF is employed to remove the noises which are mixed with signals during 
the measurement. 

A continuous radon monitoring station for groundwater gas monitoring 
was set up in Jooshan hot-spring. After few months of monitoring, some 
anomalies in low concentration of radon could be observed. Hence, along-
side the investigation of radon gas concentration, the objectives of this arti-
cle were set to be: 
� to reduce commonly observed noises on radon time-series data, using KF, 
� to define the anomaly shape and discuss a relation between filtered data 

and seismic parameters, and 
� to find a correlation between radon decreasing rate and seismic parame-

ters. 

2. EXPERIMENTAL  PROCEDURE 
Initially, a continuous monitoring of radon gas concentration was performed 
in Jooshan hot-spring complex situated near Jooshan village in Kerman 
province. The site location was carefully chosen: it is located between the 
two active faults Golbaf and Shahdad. The monitoring period was done in 
a seismically active season of the region from December 2011 to April 2012. 

The main device used in this study is a RAD7 detector coupled with 
a measuring toolbox. The measured air is sucked from the water container 
using an air pump into the trap, then into the detector. The RAD7 radon 
monitor (DURRIDGE Company Inc., USA) is a commercial model, widely 
used in many applications involving continuous radon activities measure-
ment. The detector counts the number of �-disintegrations into its chamber 
during a specified time (in this study it was 10 minutes). 

The Kalman filter was then developed for noise reduction in the process. 
As this is an analytical model, like in any modeling study some assumption 
need to be made. Very careful considerations were made to make the re-
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quired assumptions so that they would reflect the complexities of radon gas 
monitoring data in the closest and most realistic way. The KF model was 
then incorporated on the observational results using a commercial 
MATLAB® package, to analyze the noise reduction effect. 

3. THEORETICAL  HYPOTHESIS 
3.1 Dobrovolsky equation 
Dobrovolsky et al. (1979) suggested a theoretical-empirical relationship be-
tween size of the effective precursor manifestation zone and the main earth-
quake magnitude as: 

 0.4310 ,MD �  (1) 

where M is the magnitude of the earthquake, and D is the effective radius of 
earthquake [km] called “strain radius”. This equation was developed for es-
timating the deformation and tilts in surface of the earth as a magnitude 
function of the coming earthquake and distance from the epicenter. In other 
words, geochemical signals can only be caused by earthquakes with epicen-
tral distances less than or equal to this empirical “magnitude-epicentral dis-
tance” relation (Dobrovolsky et al. 1979). 

3.2   State space model 
3.2.1  Non-linear SSM 
State space model (SSM) refers to a class of probabilistic graphical models 
that describe the probabilistic dependence between the latent state variable 
(x) and the observed measurement (z) (Kleinbauer 2004). In other words, 
SSM is a mathematical simulation of a process, where the state of process is 
represented by a numerical vector. The state or the measurement can be ei-
ther continuous or discrete. SSM is subdivided into two separate models 
(Simon 2001): 
� the process model, which describes how the state propagates in time in 

response to the external influences (for example input and noise), and 
� the measurement model, which describes how measurements (z) are taken 

from the process, typically simulating noisy and/or inaccurate measure-
ment which could occur due to different reasons. 
The most general from of an SSM is the non-linear state. The two main 

function of non-linear SSM are: 

 � �1 , , ,t t t tx f x u w� �  (2) 

 � �, ,t t tz h x v�  (3) 
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Fig. 1. Fundamentals of the state space model (SSM). Notice: z–1 is z-transform in 
digital signal processing which governs unit delay function. 

where f and h functions govern state propagation (x) and measurements (z), 
respectively, u is the process input, w and v are state and measurement noise 
vectors, respectively, and t is the discrete time. Functions f and h are usually 
based upon a set of discretized differential equations, governing the dynam-
ics and observations during the process. Fundamentals of SSM are illustrated 
in Fig. 1. 

3.2.2  Linear state space model (LSSM) 
Suppose that a multiple parallel time series are observable in a process. Usu-
ally, the source series of interest are not directly measureable, but hidden in 
them. In addition, the mixing system generating the observable series from 
the source is unknown. For simplicity, the mixing system is assumed linear. 
The aim is to recover these sources, as well as to model their dynamics 
(Roesser 1975). 

This is referred to as blind source separation (BSS) (Cichocki and Amari 
2002). A matrix as A is assumed, which is the transfer function between 
sources and signal receivers. Most array processing techniques rely on the 
modeling of A: each column of A is assumed to depend on a small number of 
parameters. This information may be provided either by physical modeling 
or by direct array calibration. BSS consists in identifying A and/or retrieving 
the source signals without resorting to any a priori information about mixing 
matrix A; it exploits only the information carried by the received signals 
themselves, hence, the term “blind” (Cichocki and Amari 2002). According 
to literature, statistical independence has played a great role in BSS; in most 
BSS algorithms the sources are assumed to be statistically independent 
(Belouchrani et al. 1997, Lee et al. 1999, Zibulevsky and Pearlmutter 2001). 
In the noiseless case, certain techniques have been proposed to solve this 
problem efficiently (Zhang and Hyvärinen 2011). For example, if the 
sources are non-Gaussian or at most one of them is Gaussian, BSS can be 
solved (Hyvärinen and Oja 2000). As it is explained in the following sec-
tions, the recorded data in this study showed the Gaussian distribution. 
Therefore, the above description could be applied to them (Fig. 2). 
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Fig. 2. Gaussian statistical distribution of radon gas concentration and its Gaussian 
fit. According to the distribution of this kind, BSS can be solved by the independent 
component analysis technique for these data. 

Fig. 3. Fundamentals of linear state space model (LSSM). This linear model is easier 
both to calculate and analyze. 

Considering Fig. 3, an LSSM is a model where functions f and h are lin-
ear in both state and input. The functions can then be described by using the 
matrices P, Q, and R, reducing the state propagation calculations to linear al-
gebra. Hence, the SSM would follow (Kleinbauer 2004): 

 1 ,t t t t t tx Px Q u w� � � �  (4) 

 .t t t tz R x v� �  (5) 
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This linear model is easier both to calculate and analyze and also enables 
investigating properties such as control-ability, observability, and frequency 
response. 

3.3  A random walk process 
When faced with a time series that shows irregular growth, the best strategy 
may not be to try to directly predict the level of the series at each period (i.e., 
the quantity yt). Instead, it may be better to try to predict the change that oc-
curs from one period to the next (i.e., the quantity  yt – yt–1). In other words, 
it may be helpful to look at the first difference of the series, to see if a pre-
dictable pattern can be discerned there (Simon 2001, Spitzer 2001). For prac-
tical purposes, it is just as good to predict the next change as to predict the 
next level of the series, since the predicted change can always be added to 
the current level to yield a predicted level (Kleinbauer 2004, Spitzer 2001). 
Hence, the forecasting model suggested in this description is 

 1 ,t ty y ��� �  (6) 

where � is the mean of the first difference, i.e., the average change from one 
period to the next. If we rearrange this equation to put yt by itself on the left, 
we get 

 1t ty y � ��� �  (7) 

In other words, we predict that this period’s value will equal the last pe-
riod’s value plus a constant representing the average change between periods 
(Spitzer 2001). This is the so-called “random walk” model. It assumes that, 
from one period to the next, the original time series merely takes a random 
step away from its last recorded position (Spitzer 2001). 

According to the above description, a random walk is defined as a pro-
cess where the current value of a variable is composed of the past value plus 
an error term known as “white noise” (�). White noise is a random signal 
with a flat power spectral density and is called white because it affects all the 
frequency components of a signal equally (Spitzer 2001). Random walk is 
thereby analytically represented as: 

 1 .t t ty y 	�� �  (8) 

The implication of a process of this type is that the best prediction of y 
for next period is the current value, or in other words the process does not al-
low predicting the change (yt – yt–1). That is, the change of y is absolutely 
random. It can be shown that the mean of a random walk process is constant 
but its variance is not. Therefore, a random walk process is non-stationary, 
and its variance increases with discrete time (t). 
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Considering the radon migration to follow random walk, this mechanism 
is used to model radon diffusion and migration through the earth crust. The 
soil – as a radon propagation medium prior to monitoring – is represented by 
a system of randomly oriented baffles. The mean distance d over which the 
atom travels between two collisions takes on the role of a mean free path. 
The effective mean time between two collisions, or in other words the migra-
tion time/orientation/velocity, is strongly random and depends on medium 
sectional properties, such as temperature, humidity, porosity, permeability of 
soil, etc. 

3.4 Kalman filter 
The KF is a recursive predictive filter which is based on the use of state-
space technique and recursive algorithms. This filter estimates the state of 
a “dynamic system”. This dynamic system can be disturbed by noise of dif-
ferent kind, mostly assumed as white noise (white noise is a random signal 
with a flat power spectral density) (Kleinbauer 2004). To upgrade the esti-
mated state, the KF uses measurements that are related to the state but dis-
turbed as well (Simon and Chia 2002). 

Overall, the KF consists of two stages, prediction and correction. In the 
first stage, the state of the system is predicted with the dynamic model. In 
the second stage, the state of the system is corrected with the observation 
model. Thereby, it minimizes the error covariance of the estimator. The KF 
is called as a recursive filter; because the procedure of the system is repeated 
for each time step with the state of the previous time step as initial value 
(Fig. 4). 

Fig. 4. Circuit of the Kalman filter. This procedure is repeated for each time step 
with the state of the previous time step as initial value. Therefore, the KF is called 
a recursive filter (Kleinbauer 2004). 



RADON  MONITORING  DATA  AND  KALMAN  FILTER 
 

337 

The state vector includes the variables of interest and describes the state 
of the dynamic system and also suggests its degree of freedom (Brabec and 
Jílek 2007). The variables in the state vectors can be inferred from values 
that are measurable (Kleinbauer 2004). In other words, they cannot be meas-
ured directly. State vectors contain two different values at the same time. 
These are the predicted value before the update (a priori value) and the cor-
rected value after the update (a posteriori value) (Kleinbauer 2004). 

The time update equations are responsible for projecting forward (in 
time) using the current state and error covariance estimates to obtain the 
a priori estimates for the next time step (Kleinbauer 2004). 

An important point regarding the state vector is its transformation over 
time, which is known as a dynamic model. Another term that should be de-
scribed here is “observation model”. This model illustrates the significant re-
lation between the state and the measurement. In scientific terms, the KF 
estimates the state of a linear system. In order to design and implement a KF, 
an estimate of the process variables is required. Furthermore, in order to de-
sign a KF to eliminate noise from a signal, the process of measuring must be 
describable as a linear phenomenon. 

3.5 KF model for tracking applications 
According to above descriptions, monitoring of radon during diffusion/  
migration is an exact example of random walk. Each monitored sample con-
sists of two parts; a real value that indicates the released radon from the earth 
plus a white noise which is produced due to the effect of environmental pa-
rameter on radon concentration and/or measurement process. 

According to several publications, the original predict-update KF equa-
tions for tracking applications of a linear system, as assumed for our case, 
are as below (Cichocki and Amari 2002, Kleinbauer 2004, Le�niak et al. 
2009): 

Predict 

 | 1 1| 1ˆ ˆ ,t t t t t t tx F x B u� � �� �  (9) 

 | 1 1| 1 .T
t t t t t t tP F P F Q� � �� �  (10) 

Update 

 � �| | 1 | 1ˆ ˆ ˆ ,t t t t t t t t tx x K y H x� �� � �  (11) 

 � � 1

| 1 | 1 ,T T
t t t t t t t t tK P H H P H R

�

� �� �  (12) 

 � �| | 1 ,t t t t t tP I K H P �� �  (13) 
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where x̂  is the estimated state, F the state transition matrix, u the control 
variables, B the control matrix, P the state variance matrix (i.e., error of es-
timation), Q the process variance matrix (i.e., error due to process), y the 
measurement variables, H the measurement matrix, K the Kalman gain, R 
the measurement variance matrix (i.e., error from measurement), and the 
subscripts are as follows: (t|t) the current time period, (t–1|t–1) the previous 
time period, and (t|t–1) the intermediate steps. 

All variants are designated according to their appearance: Normal (a) de-
notes scalars, and bold-italic (a) denotes vectors. According to the above ex-
planations, the KF eliminates noise by assuming a pre-defined model for 
a system. Obviously, such a model must be reliable. In order to satisfy the 
reliability criteria for the model, the following stages are considered during 
development of any such model (so considered in this study): 

� model the state process, 
� model the measurement process, 
� model the noise (this needs to be done for both the state and meas- 

             urement process), 
� test the filter, 
� refine the filter. 

 

4. PROPOSED  KF  MODEL  FOR  RADON  CONCENTRATION  
MONITORING 

In this Section, we are trying to estimate the level of radon released from the 
earth during the experiment. The measurements obtained are from the 
RAD7-device outputs. 

As explained, monitoring of radon during diffusion/migration is an exact 
example of random walk. Each monitored sample consists of two parts: a re-
al value that indicates the released radon from the earth, plus a white noise 
which is produced due to effect of environmental parameters on radon con-
centration and/or measurement process. On the other hand, as explained in 
the following section, the data recorded in this study showed Gaussian dis-
tribution, facilitating the BSS analysis. 

Considering the above, a KF model is developed here to estimate the 
level of radon gas released during the experiments. Generally, the concentra-
tion of radon in the earth could be: 

� increasing, decreasing or static (i.e., the level of radon concentration 
could be varied prior to an earthquake); 

� sloshing or stagnant (i.e., the relative level of radon to the average 
level is changing over time, or is static). 
The simplified scheme of the modeled system is given in Fig. 5. 
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Fig. 5. A schematic plan of radon level behind the monitoring station. The level of 
radon can be varied (increased, decreased or static) by different phenomena, espe-
cially before earthquakes. 

As per any modeling or simulation, some assumptions are required to be 
made. Such assumptions should not broadly affect the reliability or the real-
life situation of the process. On the other hand, no investigations on using 
the KF model for radon gas monitoring have been reported in the literature. 
So, a simple yet reliable benchmark KF model for radon gas monitoring is 
developed. The following assumptions and formulizations are considered: 
� the level of released radon is considered to be constant (i.e., L = C); 
� the predict-update equations would then be reduced to scalar (i.e., x̂ x�  

where x is the estimate of L); 
� also, for the constant model, 1 ,t tx x� �  so  Ft = 1  for any  t � 0; 
� also in this case, control variables, B and u, are not used; 
� also, the level of radon concentration is represented by  y = y. 
� the scale of measurement (z) and state estimate (x) are the same; therefore  

H = 1; 
� noise is assumed to be from the measurement, so  R = r; 
� the process is scalar; therefore  P = p. 
� the noise is also considered as  Q = q. 
 

Considering the above, the predict-update equations can be rewritten as: 
Predict: 

 ( 1) ( 1 1) ,t t t tx x

 � �
 �

�  (14) 

 ( )( 1) ( 1 1) .tt t t tP P q

 � �
 �

� �  (15) 

Update: 

 
( 1)

( )( 1)

,t t
t

tt t

P
K

P r

 �


 �

�
�

 (16) 
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 � �( ) ( )( ) ( 1) ( 1)* ,t tt t t t t tx x K y x

 
 � 
 �
� � �  (17) 

 � �( )( ) ( 1)1 * .tt t t tP K P

 
 �
� �  (18) 

The KF filter is now completely modeled. Initially, the state progress is 
considered to be an arbitrary number, with an extremely high variance as it 
is completely unknown: x0 = 0  and  P0 = 1000. It is worth noting that the 
 

 
 

Fig. 6. The algorithm of proposed Kalman filter. Based on the state equation, the 
data has been read and filtered in each step and the next value has been read as ini-
tial value. 

x(0,0) = 0,  q = 1,  P(0,0) = 1000,  t = 1
m = number of inputs 

Data (y(t)) 
± 

Noise (R(t)) 

x(t,t–1) = x(t–1,t–1) 

P(t,t–1) = P(t–1,t–1) + q 

K(t) = P(t,t–1) (P(t,t–1) + r(t))–1 

X(t,t) = x(t,t–1) + K(t) (y(t) – x(t,t–1)) 

P(t,t) = (1 – K(t)) P(t,t–1) 

t = m 

END

YES 

t = t + 1 

NO 

START 
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more realistic the variable is the faster the convergence of the model would 
be. The system noise is assumed to be  q = 1, because the systematic error of 
the measurement device (RAD7) is exactly 1 Bq/m3 (according to RAD7 in-
struction catalogue). The proposed filter could then be illustrated schemati-
cally as Fig. 6.  

5. RESULTS  AND  DISCUSSION 
During the monitoring of radon concentration in Jooshan hot-spring  
(December 2011 to April 2012) more than 35 seismic events with different  
 

Fig. 7. Seismic activity during the study period (from December 2011 until April 
2012) in study area. During this period, more than 35 events with different magni-
tudes occurred in the 100 km radius around the station.  
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magnitudes were recorded in a radius span of 100 km around the station. 
Figure 7 indicates the seismicity of regions around Golbaf and Shahdad 
faults during the study period. 

In this study, the effective precursory (EP) ratio is introduced and ap-
plied as: 
 EP / ,D R�  (19) 

where D [km] is calculated from Eq. 1 and R [km] is the distance from the 
epicenters of each earthquake to the monitoring station. The calculated value 
of EP indicates the ability of each seismic event to be used as a precursor. 
The higher EP means the larger magnitude earthquake and closer epicenters 
to the monitoring station. Summary of all seismic events with  M � 2.5  dur-
ing the study and their effective precursory ratio is given in Table 1. All the 
seismic data and their relevant parameters (e.g., epicenter, magnitude, and 
depth) are taken from IRSC and IIEES catalogues. In order to narrow down 
the data to a handful and reliable number of inputs, the events with  EP � 0.4 
were used for the KF model analysis. 

Table 1 
The parameters of reported earthquakes  

in vicinity of the monitoring station during the study period* 

Date Local 
time Lat. Long. Depth 

[km] 
Magni-

tude D R  
[km] EP 

29 Dec 2011 20:40 29.9 57.8 10.1 2.5 11.8 35.2 0.33 
05 Jan 2012 23:00 30.5 57.5 5.0 2.9 17.6 39.4 0.44 
06 Jan 2012 03:41 29.9 57.7 6.1 3.0 19.4 23.1 0.83 
09 Jan 2012 08:59 30.1 57.6 7.9 3.3 26.2 3.9 6.71 
09 Jan 2012 12:56 29.9 57.6 10.2 2.7 14.4 18.2 0.79 
09 Jan 2012 14:08 29.9 57.7 10.1 2.6 13.1 26.8 0.48 
13 Jan 2012 05:06 29.2 58.1 13.5 3.7 38.9 115.1 0.33 
17 Jan 2012 02:06 30.1 57.2 12.2 2.8 15.9 41.8 0.38 
28 Jan 2012 13:32 30.2 57.4 6.1 3.2 23.7 21.9 1.08 
05 Feb 2012 11:55 30.6 57.1 10.0 3.1 21.5 70.7 0.30 
10 Feb 2012 14:11 30.1 57.6 6.2 2.7 14.4 4.1 3.51 
15 Feb 2012 18:57 32.0 58.5 5.4 4.3 70.6 230.9 0.30 
17 Feb 2012 04:26 29.8 57.6 15.5 2.5 11.8 30.7 0.38 
21 Feb 2012 08:58 29.8 57.3 6.1 3.2 23.7 46.7 0.50 
23 Feb 2012 07:59 30.4 57.4 5.1 2.9 17.6 37.5 0.46 
24 Feb 2012 04:51 30.0 57.5 10.2 2.7 14.4 12.6 1.14 
27 Feb 2012 18:48 31.4 56.7 10.4 5.4 209.8 163.7 1.28 

*)The source of seismic data: IRSC (with permission). 
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5.1  Noise reduction 
Statistical distribution of the monitored level of radon gas concentration and 
its Gaussian fit are given in Fig. 2. As reported in statistical papers for such 
distributions, BSS can be solved by the independent component analysis 
technique (Evensen 2003, Kownacki 2011). In different studies, it has been 
reported that the deviations exceeding ±1, ±1.5, and ±2 � from the average 
concentration level are considered as anomalies, and thereby potentially 
linked to the geodynamics of the area. Zmazek et al. (2005) proposed the ± � 
threshold approach for anomaly descriptions. Summary of the thresholds and 
the associated type of anomalies of this approach are given in Table 2. Ac-
cording to this approach, in ±1 � group, 57% of anomalies is correct and re-
lated to seismic events (CA), 38% of them appeared without seismic events 
(FA), and finally in 5% cases no anomaly is observed for an earthquake 
(NA) (Zmazek et al. 2005). On the other hand, in the ±2 � group, 50, 27, and 
22% of anomalies are CA, FA, and NA, respectively (Zmazek et al. 2005). 
Thereby, for this study, the ±1 � threshold is selected to investigate the rela-
tion of the filtered data with geodynamics events. 

Table 2 
Different thresholds and the associated anomaly 

in ±� approach (Zmazek et al. 2005) 

Anomaly ±1.0 � ±1.5 � ±2.0 � 
CA 12 10 9 
FA 8 8 5 
NA 1 3 4 

Note: CA refers to radon concentration anomalies correct and 
related to seismic activity, NA refers to those anomalies caused 
by sources other than seismic activity, and FA refers to non-
active period. 

A commercial version of MATLAB® is used to evaluate and analyze the 
monitored results alongside the noise reduction data (incorporating the de-
veloped KF filter). A summary of the data analysis is given in Fig. 8. 
A comparison of monitored data before and after filtering is given in 
Fig. 8A. The differences between these two curves (before and after noise 
reduction) are proportional to the measurement system (RAD7) noise (q). It 
can be seen that the filtered signal is much smoother than the monitored da-
ta. This can be explained, as in the spectral analysis it is reported that the KF 
model decreases the high frequency components of the recorded signal. It al-
so shows the reliability of the filtered data for further investigations. The 
magnitudes of earthquakes and the EP ratio of the seismic activities  are pro- 
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Fig. 8: (A) Measured radon signal and filtered radon signal, (B) magnitude of earth-
quakes that occurred during the measurement period, and (C) effective precursory 
(EP) ratio for each earthquake.  

vided in Fig. 8B and C, respectively; all are in the same time span (together 
with Fig. 8A, covering the whole period of study. From Fig. 8, it is clear that 
there is good correlation between sharp anomalies and earthquake occur-
rence. As can be observed, in a few hours to a few days prior to an earth-
quake, a variation in radon level is visible. Figure 9 illustrates the variation 
of radon gas concentration during the monitoring period, after applying the 
KF filter. As can be seen, the overall number of sudden changes (A-V) was 
22. These are investigated in further details to realize their potential relation-
ship to the reported earthquakes. In this time series signal, the average and 
standard deviation of data are 82214.18 and 16776.92, respectively. So, the 
values of x �� , x �� , 2x �� , and 2x ��  are inferable, which are 
98991.10, 65437.26, 115768.02, and 48660.34, respectively. Point A is not 
a real peak in radon concentration, but it is due to the operation of KF. The 
KF initialized  the process  of filtering  with an arbitrary number  with an ex- 
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Fig. 9. Filtered signal whose all peaks have been labeled. The values of average 
(black), x��+ � (green), x����� (yellow), x��+ 2� (red), and x� – 2� (violet) have been 
drawn. The sharp increase in the initial part of signal (point A) is due to the opera-
tion of KF.  

tremely high variance, as it is completely unknown. The value of variance 
controls the velocity of convergence. It means that initializing with a more 
meaningful variable results in faster convergence. Among the A-V labeled 
peaks, only a few provide good correlation with the reported seismic events. 
These are categorized in 7 different ranges and labeled as (I-VIII) in Fig. 9. 
For instance, 53 hours after the recorded peak F (categorized in the range I), 
an earthquake with M3.3 and an EP value of 6.71 occurred. By comparison 
to the unfiltered data (Fig. 8A) this sudden variation in radon concentration 
is also obvious. This event was about 4 kilometers away from the monitoring 
station, with radon activity crossing the � level above the average value. 
Point M (range III) in Fig. 9 shows the bottom of a sharp decrease. This hap-
pened between sample numbers 3174 and 3477 and prolonged for 50 hours. 
During this period, the level of radon concentration decreased from 
96 kBq/m3 down to 60 kBq/m3 (minimum point) and then started to increase. 
About 92 hours after this peak, an earthquake M3.2 with  EP = 1.08 occurred. 
The location of the earthquake was about 22 kilometers away from the 
Jooshan hot-spring. Peak P (Fig. 9 – just after range IV), occurred after 
a sharp decrease in level of radon concentration monitored in sample 4048. 
This decrease started from 3929 sample until 4048 samples and then started 
increasing toward the normal value. An earthquake M2.7 with  EP = 3.51  
occurred about 4 kilometers away from the station, 105 hours after this peak. 
During this fluctuation, the level of radon declined from 101 to 71 kBq/m3 at 
the minimum state and then started to increase. According to the above de-
scription of data fluctuations, an anomaly is introduced as “radon concentra-
tion spike crossing”: 



M. NAMVARAN  and  A. NEGARESTANI 
 

346

 ,RS x �� �  (20) 

where x  is the average value of measured values, and � is the standard de-
viation. As described, all earthquakes happened after the x ��  threshold 
line in filtered data and these points illustrate anomalous behavior in radon 
signal. Among the ranges in Fig. 9, there are few ranges in which the radon 
concentration behaved anomaly but no earthquake occurred after these be-
haviors. This suggests the uncertainties involved with the Dobrovolsky equa-
tion and its need to be modified. 

5.2 Pattern recognition 
Another important result of this study is recognizing the pattern of relation 
between filtered radon concentration signal and the EP ratio. As explained in 
Fig. 8A, the filtered data is smoother than the measured data. Thereby, the 
rate of variation in filtered radon concentration is introduced to be changed 
by the angle of the decreasing line, which we denote as �. As illustrated in 
Fig. 10, between points E to F, � = 90°. After this stage, an event M3.3 with 
EP = 6.71 occurred. Also, between points J to K, L to M, O to P, and Q to R, 
the decreasing angles are 79°, 88°, 84°, and 81°, respectively. After these 
anomalies, seismic events occurred with M3.2, M2.7, M2.7, and M5.4, re-
spectively. Therefore, � could be described as the rate of variation in radon 
level. In other words, the higher slope of radon signal after noise cancelation 
indicates that the fluctuation is sharper, and vice versa. Different studies, 
e.g., Wakita et al. (1991), Kuo et al. (2006), and Tsunomori and Kuo (2010) 
suggest that the level of radon concentrated in soil and groundwater de-
creases from background levels to a lower level prior an earthquake and then  
 

Fig. 10. Decreasing angles of radon signal (�). Different values of � could describe 
the rate of variation in radon level. In this study, � has been in good correlated with 
EP ratio.  
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Fig. 11. The decline angles before earthquake (�) plotted as a function of EP ratio. 

starts to increase before reaching its previous normal value. Based on this, in 
order to describe the correlation between � and EP, values of decreasing an-
gles before earthquakes were plotted as a function of EP ratio (Fig. 11). 
Therefore, the equation of the best straight fit-line of the figure would be 
 EP ,� 
�� �  (21) 

where EP is the effective precursory ratio (Eq. 19), � is the decreasing angle 
(degree) on the filtered radon concentration data, � is the slope of straight fit-
line, and � is determined by points values. Also the correlation coefficient r2 
was determined to be 0.78, indicating that � and EP ratio were correlated to 
each other. Based on previous descriptions and the proposed pattern, it is 
concluded here that the probability of an earthquake occurrence increases 
proportional to the increased value of �. 

6. CONCLUSION 
A continuous radon concentration monitoring analysis was performed at the 
widely reported earthquake-prone area of Jooshan hot-spring (located near 
Golbaf and Shahdad faults), Kerman province, south east Iran. Analytical 
analysis using Kalman filter modeling on noise reduction from the radon 
concentration signal was reported for the first time. The main scientific con-
clusions of the study are as summarized here: 
� During the measurement, parameters of different kind result in noises on 

signals. So, before interpreting the data, the effects of these noises must 
be reduced as much as possible. 
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� KF is a powerful tool which is successfully reported to decrease the high-
frequency components of the recorded signal of the monitored radon gas 
concentration. 

� A novel threshold on the filtered radon concentration data is defined as 
“radon concentration spike crossing” beyond which a seismic event 
seems inevitable. 

� Occasionally, anomalies were observed on the radon concentration figure 
but no seismic events were reported. This suggests uncertainties involved 
with the Dobrovolsky equation. 

� A new ratio between the effective radius (as proposed by Dobrovolsky) 
and the distance of the earthquake from the monitoring station was de-
fined as “effective precursory” ratio. This proved a much better under-
standing of the mechanism of the radon concentration signal. 

� The use of KF filter also facilitated much detailed analytical analysis of 
data. From the filtered data, a decreasing angle was reported to have pro-
portional effect on the possibility of forthcoming earthquake. 

� Effective precursory (EP) ratio and the decreasing angles were found to 
be remarkably correlated. 

� Generally, the level of radon concentration was found to be a useful 
measure as a precursor, few hours to few days prior to an earthquake. 

� The delay time between the anomalies and seismic event depends on dif-
ferent parameters such as geological features of case study, environ-
mental parameters, etc. Therefore, in order to increase the reliability of 
the findings on precursory role of radon concentration level, it can be use-
ful to increase the number of stations and duration of measurement in fu-
ture analyzes. 
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A b s t r a c t  

The lithosphere-asthenosphere boundary (LAB) is investigated re-
cently very effectively, mostly using seismic methods because of their 
deep penetration and relatively good resolution. The nature of LAB is 
still debated, particularly under “cold” Precambrian shields and plat-
forms. Passive experiment “13 BB star” is dedicated to study deep struc-
ture of the Earth’s interior in the marginal zone of the East European 
craton in northern Poland. The seismic network consists of 13 broadband 
stations on the area of ca. 120 km in diameter. The network is located in 
the area of well-known sedimentary cover and crustal structure. Good re-
cords obtained till now, and expected during next 1-year long recording 
campaign, should yield images of detailed structure of the LAB, „410”, 
“?520”, and „660” km discontinuities, as well as mantle-core boundary 
and inner core.  

Key words: East European craton, lithosphere, asthenosphere, seismic 
passive experiment, broadband seismology. 
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1. INTRODUCTION 
The nature of a transition from a rigid plate � the lithosphere, to a weaker 
layer below, the asthenosphere, is still debated. Till now our understanding 
of the lithosphere-asthenosphere boundary (LAB) is limited in comparison to 
other interfaces in the Earth, e.g., Moho, “410 km”, “670 km”, and mantle-
core boundary. The thickest lithosphere, in excess of 200 km, is observed 
under “cold” Precambrian shields and platforms, while the thinnest litho-
sphere, of 50-100 km, was found under “hot” oceans and oceanic and conti-
nental rifts. The depth of oceanic LAB is widely accepted, why continental 
LAB is very often difficult to detect. For example, lithospheric thickness of 
the Baltic Shield has estimates varying between 160 and 350 km. Another 
controversy relates to nature of LAB. Recent estimates and modellings sug-
gest LAB to be a first-order structural discontinuity that accommodates dif-
ferential motion between tectonic plates and the underlying mantle (e.g., 
Eaton et al. 2009). According to other opinions, LAB is not a sharp disconti-
nuity, but rather gradual and wide transition zone (see, e.g., Meissner 1986, 
Bartzsch et al. 2011).  

The lithosphere-asthenosphere boundary (LAB) is investigated recently 
very effectively, mostly using seismic methods because of their deep pene-
tration and relatively good resolution. Comparison of S-wave velocity 
changes with depth in the upper mantle obtained from global tomographic 
models shows that velocities under cratons are greater than under oceans 
(Fig. 1a). This figure shows also that LAB is rather gradual and wide transi-
tion zone, and velocity-depth curve illustrates the difficulty in identifying 
a signature of the lithosphere-asthenosphere boundary (Romanowicz 2009). 
In general, velocities under cratons are greater than under oceans down to 
200 km depth, and velocity decreases with depth, with a minimum centred at 
100 to 150 km under the oceans and 200 to 250 km in the cratons. Regional 
1D S-wave velocity models obtained for the central part of Baltic Shield 
from SVEKALAPKO array shows that velocities beneath the craton are sig-
nificantly higher (about 4% down to a depth of 250 km) compared to stand-
ard model iasp91 (Bruneton et al. 2004). On the other hand, lowering of the 
velocity with depth is not visible (Fig. 1b; Sandoval et al. 2004, 
Kozlovskaya et al. 2008). This fact could be interpreted as a lack of astheno-
sphere, or that LAB in this area occurs deeper. Shear wave velocity in south-
ern Tibet shows clearly lowering velocity in the depth range of 120-300 km, 
which could be interpreted as the asthenosphere (Fig. 1c; Jiang et al. 2011).  

Passive seismic experiment “13 BB star” is dedicated to study LAB and 
deep structure of the Earth’s interior in the marginal zone of the East Euro-
pean craton in northern Poland. The Precambrian East European craton 
(EEC) is the coherent part of Europe that occupies the north-eastern half of  
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Fig. 1. Comparison of shear-wave slowdown for different regions of the Earth: 
(a) Shear-wave velocity changes with depth in the upper mantle from global tomo-
graphic model. Dashed lines are for oceanic mantle (pink for Pacific, blue for mid-
Atlantic ridge, and green for Indian Ocean, south of Madagascar) and solid lines are 
for continental mantle under cratons (light blue for northern area of South America, 
green for NW part of Africa, red for Western Siberia, orange for Central Australia, 
and deep blue for NE part of North America). Thick black line (AV) is global aver-
age. Velocities under cratons are greater than under oceans down to 200 km depth, 
and velocity decreases with depth, with a minimum centred at 100 to 150 km under 
the oceans and 200 to 250 km in the cratons; (b) 1D S-wave velocity model obtained 
for the central part of Baltic Shield at the station FJ01 from SVEKALAPKO array 
(solid line) compared to standard model iasp91 (thin dashed line; Kennett and 
Engdahl 1991); (c) 1D average shear wave velocity in southern Tibet (solid line with 
error bars). Compilation from Romanowicz (2009), Jiang et al. (2011), and Kozlov- 
skaya et al. (2008).  

the continent. In the south and west of EEC, the Trans-European suture zone 
(TESZ) separates the Precambrian terranes of the craton from the younger 
Phanerozoic terranes of middle to late Palaeozoic accretion and deformation 
(Fig. 2; Znosko 1975, 1979, Po�aryski et al. 1982, Ziegler 1990, Pharaoh et 
al. 1997, Berthelsen 1998, Grad et al. 2002, Bogdanova et al. 2006). The 
TESZ correlates with a gravity minimum (e.g., Królikowski and Petecki 
1997, Krysi�ski et al. 2000, Grabowska et al. 2011), high heat flow values 
(e.g., Majorowicz et al. 2003), and electromagnetic properties of the litho-
sphere (e.g., Jó�wiak 2013).  

2. “13  BB  STAR”  EXPERIMENT 
To study the deep structure of the Earth’s interior, location of “13 BB star” 
network was chosen in northern Poland, in the marginal zone of EEC 
(Figs. 2 and 3). This area is well recognised in terms of both the velocities of  
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Fig. 2. Location of seismic stations in Poland on the background of the Moho depth 
map (Guterch and Grad 2006) with main tectonic elements of the area: CDF – Cale-
donian Deformation Front, TESZ – Trans-European Suture Zone, TTZ – Teisseyre-
Tornquist Zone, VF – Variscan Front. Seven permanent broadband seismic stations 
are marked by blue diamonds (SUW, GKP, BEL, KSP, OJC, NIE, KWP). White 
dots show location of five strongest seismic events which occurred during the past 
decade in the study area: 2004K (two events near Kaliningrad, 21 September 2004, 
MW = 5.1 and 5.2; Doma�ski 2007), 2012J (Jarocin, 6 January 2012, ML = 3.8; 
Lizurek et al. 2013); 2010B (Be�chatów, 22 January 2010, Mw = 4.3; Wiejacz and 
Rudzi�ski 2010), 2004P (Podhale, 30 November 2004, Mb = 4.7; Wiejacz and 
D�bski 2009). Big dot shows location of largest earthquake known to have ever tak-
en place in Poland 1786M (My�lenice, 3 December 1786, M = 5.6; Pagaczewski 
1972). White-blue rectangular shows location of “13 BB star” passive experiment in 
northern Poland, in the edge of the East European craton (for details see Fig. 3).  

sedimentary layer and the crustal structure (Skorupa 1974, Grad et al. 2003, 
Grad and Polkowski 2012). Precise knowledge of velocities and thickness of 
sediments is based on borehole data (VSP – vertical seismic profiling). The 
mean velocity of the sedimentary cover increases with thickness and varies 
from 2.5 km/s where these strata are 1 km thick to about 4.3 km/s where they 
are 8 km thick (Grad 1986). In northern Poland, the depth of the crystalline 
basement is 1-2 km and increases toward the south-west to 7-8 km in the 
margin of the EEC, which is known both from borehole data and seismic re- 
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Fig. 3. Location map of “13 BB star” network in northern Poland on the background 
of the topography map. Red dots and circles show the planed regular geometry of 
the network where broadband seismometers are placed in basic equilateral triangles 
with side lengths of 35 km. The navy-blue dots are final locations of the stations 
(A0, B1-B6, C1-C6).  

fraction (Skorupa 1974, M�ynarski 1984). In the area of “13 BB star” net-
work the Proterozoic basement has an age of 1.85-1.80 Ga (Bogdanova et al. 
2006). The crystalline crust has a three-layer structure that is typical for 
EEC, with P-wave velocities of 6.1-6.4, 6.5-6.8, and 6.9-7.2 km/s in the up-
per, middle, and lower parts, respectively. Surrounding Moho depth is also 
well known there (see Fig. 2; Guterch and Grad 2006, Grad et al. 2009,  
Majda�ski 2012, Malinowski 2013). The Moho topography is relatively flat 
(about 40-45 km beneath stations), which also is favourable from the point 
of view of deep structure studies. The assumed shape of network is shown in 
Fig. 3. Red circles and red/white dots show the assumed regular geometry of 
the network where seismometers are placed in basic equilateral triangles 
with side lengths of 35 km. All places for stations were found in forests, on 
the glades or fenced nurseries, far away from local roads, villages, traffic, 
and other man-made disturbances. To be independent of electric power sup-
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ply we use solar panels with batteries, which permit long term field opera-
tion. “Good quality” recording places should guarantee high signal-to-noise 
ratio. The navy-blue dots in Fig. 3 show final locations of the stations (A0, 
B1-B6, C1-C6). Such a system of 13 stations apart of basic small triangles 
with side lengths of 30-40 km creates larger triangles with side lengths of 
60-80 and 90-110 km. 

Installation of a temporary broadband seismic station in northern Poland 
is shown in Fig. 4, and a scheme with elements of each station in the net-
work is shown in Fig. 5. 

The “13 BB star” network consists 13 stations, equipped with broadband 
seismometers: model Reftek 151-120 – “Observer”. The “Observer” is a low 
noise seismometer, which contains three independent sensors (one vertical 
and two horizontal) with built-in electronic feedback circuit, control, and 
power conversion circuits, and large dynamic range. It is a force-balance 
feedback sensor with frequency bandwidth of 0.0083-50 Hz (which corre-
sponds to periods 120-0.02 s), flat to velocity. It has built-in levelling and  
 

Fig. 4. Installation of the temporary broadband station in northern Poland: (a) Level-
ling broadband seismometer Reftek 151-120 on the granitic base in the ca. 1 m deep 
case; (b) Batteries, converter and recorder on the shelf, over the seismometer; (c) So-
lar panel, GPS and antenna for cell phone connection; (d) Closing the “garden” of 
seismic station in the forest area (photos taken by M. Grad, June 2013).  
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Fig. 5. Scheme of the station elements in temporary “13 BB star” network. 

automatic mass zero-position adjusting mechanism. Monitoring and mass 
adjustment is performed via high resolution recorder Reftek 130B. All seis-
mometers were placed on the 60 cm high reinforced concrete basement with 
granitic base in the ca. 1 m deep case with open bottom (Fig. 5). Above the 
seismometer, on the shelf, the recorder, own-design ARM Linux based data 
transmission set equipped with 3G/EDGE wireless modem, and batteries 
were placed. The case was covered and masked with natural materials like 
sand, soil, and grass making the case invisible. Over the ground, solar pan-
els, GPS and antenna for cell phone connection were installed. Finally, the 
“garden” of seismic station (size 4 m × 4 m) was fenced and closed. 

In the “13 BB star” project a special attention will be paid to high-quality 
seismic network observations and modern interpretation methods. Solving of 
this problem has fundamental contribution for seismology, tectonics, and ge-
odynamics, not only in the regional scale but also worldwide. The results of 
“13 BB star” project shall contribute to better basic knowledge on the struc-
ture of the Earth’s interior, its physical properties, mantle dynamics, tectonic 
evolution, and present-day processes. The data acquired during the 3-years 
long recording campaign will be analysed using different modern seismic 
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methods and integrated interpretations. They will yield images of detailed 
lithosphere-asthenosphere system hitherto unknown for the marginal zone of 
EEC in northern Poland. By applying surface waves, as well as the receiver 
function techniques, we expect to reveal variations of seismic velocities 
within the upper mantle. Regularity of network, its symmetry and size were 
chosen to enable gathering propagation properties of short, intermediate, and 
long period surface waves for all azimuths (Cotte et al. 2002, Bruneton et al. 
2004). As shown, e.g., by Jiang et al. (2011) Rayleigh wave phase-velocity 
sensitivity depends on the period of wave. Short wave (25 s period) has 
a peak sensitivity at about 25 km depth, and the longest wave (143 s period) 
has a peak sensitivity at about 200 km depth (see also Pasyanos 2010, 
Bartzsch et al. 2011). So, this is a depth we expect to reach using surface 
waves. Using receiver function technique “410”, “?520”, and “660” km dis-
continuities beneath the marginal zone of EEC will be investigated. As part 
of the study in the marginal part of EEC, beneath our network, the anisotro-
py will be delineated. S-wave splitting, observations of SKS, and SKKS 
phases will be collected from the network, and the polarization of the fast-
waves will be determined. For strong events, in distance range of 30–40°, 
multiples of ScS phase could be observed (mantle reverberations), and high 
frequency PKP, SKS, and other core phases (Kennett and van der Hilst 1996, 
Shearer et al. 2011).  

Fig. 6. Array transfer function of “13 BB star” seismic network. Colours are related 
to power of the array response normalized with its maximum. 
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The “13 BB star” network shape and station distribution may allow using 
some array analysis techniques. The evaluated array transfer function for 
“13 BB star” network is shown in Fig. 6. The wavenumber range of seismic 
signal, which can be investigated by “13 BB star” network using the array 
techniques, is ca. 0.05-0.2 1/km (Schweitzer et al. 2012). So, the high reso-
lution in measuring apparent velocities and backazimuth can be obtained on-
ly for teleseismic waves. 

The “13 BB star” network could be also used to help in the detection of 
small natural seismic events (see, e.g., Wiszniowski et al. 2014). Poland is a 
region of very low natural seismicity. The largest earthquake with magnitude 
estimated at 5.6 occured on 3 December 1786, near My�lenice in southern 
Poland (see Fig. 2; Pagaczewski 1972). Over the last decade a few relatively 
strong earthquakes in Poland and surroundings have been widely felt in the 
area of Poland. The location of five events is shown in Fig. 2: two events 
close to Kaliningrad, near Jarocin, Be�chatów, and at Podhale. For more in-
formation see Doma�ski (2007), Lizurek et al. (2013), Wiejacz and Rudzi�- 
ski (2010), and Wiejacz and D�bski (2009).  

3. FIRST  RESULTS 
The “13 BB star” network started its operation on 19 July 2013. The re-
corded data are transmitted to central server dedicated for the project and 
available near on-line. All seismic data are sampled with 0.01 s (correspond-
ing to 100 Hz). Beside the seismic data, additional state of health informa-
tion is constantly transmitted and includes temperature, voltage, and power 
measurements. Server is equipped with proprietary web interface for moni-
toring network status and allows preliminary seismic data analysis. 

Station noise analysis is presented in Fig. 7. Probabilistic Power Spectral 
Densities (PPSD) allow comparison of noise level between stations and to 
permanent stations. For example, station C6 is closest to sea shore (13.75 km 
in straight line), A0 is located close (ca. 100 m) to local paved road with 
traffic of about 20-30 cars per day. Permanent station GKP is closest to 
“13 BB star” network, while KSP is located in southern Poland and has low-
est noise along Polish Seismic Network. For all stations, PPSDs are calculat-
ed for the same period of 11 months (July 2013 – June 2014) for one-hour 
segments (PSDs) with 50% overlap (Beyreuther et al. 2010, Megies et al. 
2011). Only full one-hour segments are considered. All recorded data is con-
sidered for each station including seismic events (McNamara and Buland 
2004). New high and low noise models (NHNM, NLNM) are shown for ref-
erence (Peterson 1993). 

According to USGS/NEIC PDE Catalogue, in the period from 19 July 
2013 to 24 June 2014, a total of 1543 earthquakes of magnitude 	 5.0 and 
440 earthquakes  of  magnitude  	 5.5  occurred  all  over  the  word  (Fig. 8). 



PASSIVE  SEISMIC  EXPERIMENT  "13  BB  STAR" 
 

361 

Fig. 7. Probabilistic Power Spectral Densities (PPSD) for all 13 stations and 2 per-
manent stations of Polish Seismic Network. New high and low noise models 
(NHNM, NLNM) are shown for reference (Peterson 1993).  
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Fig. 8. Distribution of the earthquakes epicentres of magnitude 	 5.0 (left plot, 1543 
events) and of magnitude 	 5.5 (right plot, 440 events) from 19 July 2013 to 24 June 
2014 (according to USGS/NEIC PDE Catalogue). The azimuthal-equidistant projec-
tion shows the true distances and backazimuths of the epicentres with respect to the 
centre of “13 BB star” network (marked by star). Circles show epicentral distances 
of 30°, 60°, 90°, 120°, 150°, and 180°. 

Examples of records of “13 BB star” network for five events are shown in 
Figs. 9-13 and their focal parameters are collected in Table 1. Figure 9 
shows broadband seismograms of a teleseismic earthquake (� 
 66°) from 
the area of Okhotsk Sea. Figure 9a shows one hour records of Z, N, and E 
components at station C6. The event has strong P arrivals at Z component, 
and strong S arrivals at N and E components. The big depth of the earth-
quake (h = 570 km) could explain a total lack of surface waves. Figure 9b 
shows a zoom of iP and iS arrivals for all stations which confirms the uni-
form motion (indicated by arrows): “down” for P waves at Z component,  
 

Table 1  
Focal parameters of events recorded by “13 BB star” network 

Event 
no. Date Time UT

hh:mm:ss
Lat. �
[oN] 

Long. �
[oE] Region Depth

[km] M 
Distance 
from A0 

[deg] 
1 1 Oct 2013 03:38:21 53.17 152.88 Okhotsk Sea 570 6.7 66.52 
2 6 Oct 2013 01:37:21 35.28 26.69 Romania 134 5.4 10.24 
3 24 Sep 2013 11:29:50 27.06 65.56 Pakistan 30 7.4 44.05 
4 13 Aug 2013 15:43:14 5.78 –78.23 South of Panama 2 6.6 88.75 
5 15 Oct 2013 00:12:31 9.93 124.16 Philippines 7 7.1 91.42 
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Fig. 9. Seismograms of a teleseismic earthquake from Okhotsk Sea region recorded 
by broadband network in northern Poland during passive experiment “13 BB star”. 
Panel (a) shows one hour records of Z, N, and E components at station C6. Note 
strong P arrivals at Z component, strong S arrivals at N and E components, and no 
surface waves. Panel (b) with zoom of iP and iS arrivals shows for all stations uni-
form motion (indicated by arrows): “down” for P waves at Z component, “up” for S 
waves at N component, and “down” for S waves at E component. All traces are 
lowpass filtered (< 1 Hz). 
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Fig. 10. Seismograms of a regional earthquake in Romania recorded by broadband 
network in northern Poland during passive experiment “13 BB star”. Seismograms 
are sorted with distance from event. Note good signal-to-noise ratio and different 
shape of first P-wave arrivals (shown by arrows). All traces are highpass filtered 
(> 1 Hz). 

“up” for S waves at N component, and “down” for S waves at E component. 
Differentiation of arrival times is easily seen for this event: the arrival time 
difference across the network is ca. 6.3 s for P waves and ca. 12.7 s for 
S waves.  

Seismograms of a regional earthquake from Romania (� 
 10°) recorded 
by broadband “13 BB star” network are shown in Fig. 10 with first P-wave 
arrivals marked by arrows. Note good signal-to-noise ratio and different 
shape of arrivals. Seismograms are sorted with distance from the event epi-
center. For this event the time difference of P-wave arrivals across the net-
work is ca. 12 s. Seismograms of a teleseismic earthquake from Pakistan 
(� 
 44°) are shown in Fig. 11. Note good signal-to-noise ratio, clear P and S 
arrivals, and dominant surface waves. All traces are lowpass filtered 
(< 1 Hz). Figure 12 shows seismograms of a teleseismic earthquake from 
Panama (� 
 88°) recorded by “13 BB star” network. Note strong P, PP, and 
surface waves with distinct dispersion. All traces are lowpass filtered 
(< 1 Hz). Seismograms of the Philippines earthquake (� 
 92°) recorded by 
all stations are shown in Fig. 13. Note strong P, PP, S, and SS arrivals, as  
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Fig. 11. Seismograms of a teleseismic earthquake in Pakistan recorded by broadband 
network in northern Poland during passive experiment “13 BB star”. Note good sig-
nal-to-noise ratio and dominant surface waves. All traces are lowpass filtered 
(< 1 Hz). 

well as full wave field of surface waves with distinct dispersion and separa-
tion of LQ and LR waves. This earthquake was strong (M = 7.1) and rela-
tively shallow (h = 7 km); traces are not filtered. 

The examples of seismograms presented in Figs. 9-13 show frequency 
differentiation for different seismic phases. More sophisticated representa-
tions of the records are displayed in Fig. 14 – spectral seismograms, which 
allow quantitative analyses of the frequency content of the recorded seismic 
phases. This technique was also employed for the determination of magni-
tude spectra, the source parameters, and discrimination between earthquakes 
and explosions (e.g., Duda et al. 1996, Doma�ski 2007, Wilde-Piórko et al. 
2011). Spectral seismograms obtained from the broadband seismograms of  
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Fig. 12. Seismograms of a teleseismic earthquake in Panama recorded by broadband 
network in northern Poland during passive experiment “13 BB star”. Note strong P, 
PP, and surface waves. All traces are lowpass filtered (< 1 Hz).  

four teleseismic events are shown in Fig. 14. They are obtained by applying 
Butterworth filters of order 2, with the widths of 0.5 octave (Fasthoff and 
Guo 2001).  

An interesting case is the earthquake from Okhotsk Sea (Fig. 14a-c). The 
pulse of body waves is relatively short and strong. The maximum amplitude 
of P-wave radiation of this event is in the period range of 1-5 s (Fig. 14a; Z 
component), while for stronger S-waves this period is 3-10 s (Fig. 14b and c; 
N and E components, respectively). In the range of longer periods, a total 
lack of energy is observed, related with very deep source, which do not pro-
duce surface waves. In the spectral seismogram of the Pakistan earthquake 
(Fig. 14d; Z component) dominant amplitudes are related to surface waves. 
Dispersion is easily seen: at time of 1400 s from the beginning of earthquake 
the maximum amplitude is observed for period ca. 90 s, while for the time of 
2500 s it is 20 s only. For the Panama earthquake (Fig. 14e; Z component) a 
separation of surface waves is clear: the maximum amplitude of LQ-waves is 
observed for period ca. 90 s at time of 2600 s, and for LR-waves this period 
is 20-10 s at time 2800-3400 s. For the Philippines earthquake (Fig. 14f; 
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Fig. 13. Seismograms of a teleseismic earthquake from Philiphines recorded by 
broadband network in northern Poland during passive experiment “13 BB star”. 
Note strong P, PP, S, and SS arrivals, as well as full wave field of surface waves 
with distinct dispersion. Traces are not filtered.  

Z component) body waves are relatively weak, and dominant are LQ-waves 
with period ca. 70 s at time of 2800 s. 
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Fig. 14. Spectral seismograms obtained from records of the broadband network in 
northern Poland during passive experiment “13 BB star”: (a), (b), and (c) spectral 
seismograms of the Okhotsk Sea earthquake recorded at station C6, for Z, N, and E 
components, respectively; (d) spectral seismograms of the Pakistan earthquake rec-
orded at station A0, Z component; (e) spectral seismograms of the Panama earth-
quake recorded at station C5, Z component; (f) spectral seismograms of the 
Philippines earthquake recorded at station A0, Z component. All spectral seismo-
grams were obtained by applying Butterworth filters of order 2, with the widths of 
0.5 octaves. Note different amplitude scales.  

4. SUMMARY 
The knowledge of the Earth’s lithosphere-asthenosphere system is far from 
complete. This is the main task of “13 BB star” experiment, and to solve this 
problem surface wave techniques and receiver function will be in use (see, 
e.g., Cotte et al. 2002, Bruneton et al. 2004, Wilde-Piórko et al. 2010, Tro-
janowski and Wilde-Piórko 2012). Using array techniques of broadband 
seismology, also deeper Earth’s structure will be investigated: “410”, 
“?520”, and “670” km boundaries (Gossler and Kind 1996), and, if possible, 
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also deep mantle and mantle-core boundary with S-wave splitting, ScS, SKS, 
and SKKS phases (Kennett and van der Hilst 1996). The good knowledge of 
the crustal structure beneath the “13 BB star” network is an advantage of its 
location. The knowledge of seismic wave velocity distribution in sedimen-
tary cover is of great importance: for receiver function technique because of 
big sediments-basement velocity contrast (e.g., 2.5 to 6 km/s), and for seis-
mic tomography, particularly in the cases of very deep basins, because of 
strongly differentiated velocities in thick strata. In the area of “13 BB star” 
network, velocities in sediments are well known from vertical seismic profil-
ing in deep boreholes and shallow refraction. 

Finally, good records obtained till now, and expected during next 1-year 
long recording campaign, should yield images of detailed structure in the 
marginal zone of the EEC in northern Poland.  
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A b s t r a c t  

The tensor relations describing the shear deviatoric strains and rota-
tion strains may be presented as vector relations in a special coordinate 
system, e.g., in the diagonal or off-diagonal one. However, these fields 
can be also presented in the 4D invariant forms by means of invariant 
Dirac tensors. We present 4D relativistic relations for the invariant shear 
deviatoric strain and rotation strain vectors closely related to a fracture 
process in solids and to the molecular strains (shear and rotational) in flu-
ids. These shear and rotation strains may interact with the radial deriva-
tives of pressure along the propagation directions. 

Key words: release-rebound, Dirac tensors, strain vectors, fracture rela-
tions. 

1. INTRODUCTION 
The release-rebound motions originate due to the fracture processes; to pre-
sent such relations we will follow the 4D Maxwell space-time system. We 
assume that at a source of elastic waves, the molecular transport motions be-
come transformed to the real fracture motion as a source of the observed ra-
diated fields, that is, the rotation and shear strains. 

2. RELEASE-REBOUND  PROCESSES;  VECTOR  MOTIONS 
In our considerations on some important relations for vectors and tensors in 
a special coordinate system, e.g., in the diagonal or off-diagonal one, we can 
demand that any of such relations may be presented in an invariant 4D form. 
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Thus, we underline that such important relations, which in the 3D space 
may be achieved only in a special coordinate system, could become invariant 
in the 4D system, quite similarly to the electro-magnetic fields; we may call 
these relations the 4D Maxwell-like invariant relations. 

For the total symmetric and antisymmetric strains, the axial, shear, and 
rotation strains, � �( )

ˆ, ,ik ikE E E
�

, can be written as: 
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  (1a) 

where we have used the potential displacement fields, ˆ,  ,  s k nU U U
�

, which 
could be treated as quite independent potentials. 

We write also for pressure related terms: 

 1 / 3  ,   1 / 3  , (2 3 )  ,  and   ,ss ssE E S S S E p S� �� � � � � 
� �  (1b) 

where the axial strain relates to pressure. 
However, the symmetric, shear strains could be presented in the special 

off-diagonal system also as a vector field defined in that system; thus, we 
obtain: 
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However, we may present these strains as the complex invariant vectors; 
to this end, we should define the special off-diagonal vectors (that means, 
the vectors defined in the off-diagonal system). To achieve this goal we 
should define the invariant complex rotation and shear strain vectors by us-
ing the Dirac tensors in the system {x, ict}: 
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and 
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Now, for the vector  � � ( ) s s siE E E E�� � �   we may write 

� �

3 2 1

13 21 2 4 2 3
( ) 23 31 12

32 1

1 2 3

0
0

0
0

E E E
E E E

E E iE E E E
E E E
E E E

� � � � � � � �


 
 
� �
� �
 
� �� � � � � �
� �
 

� �

 
 
� �

 (3a) 

or equivalently for  23 1 31 2 12 3,  ,  E E E E E E! ! ! : 
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Thus, the wave equations for deviatoric shear and rotation strains could 
be presented in the following way: 

 
2 2 2

2 2 2 ,   or    ,n n n
n n

E E Y E Y
x c t� � � �" �"

 � �

 � �

� �� �  (4) 

where instead of the related strain wave velocity we introduce the material 
constant, �, and the invariant light velocity c,  (V = c/�). 

We may add the external forces, Y��: 
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In this way we arrive at the equations for the deviatoric shear and rota-
tion strain vectors,  � � ( ) s s sE iE E E�� � � : 
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2 2 2 ,   or    .
n n

E E Y E Y
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 � �

� �� �  (6) 

We assume that these complex relations could be split into the following 
Maxwell-like equations for the vectors  E(s), E[i]: 

 � � � �( ) ( )
4� , 0 ,spq s s spq qq s

p p

E E J E E
x c t c x c t
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 � � �

� � � �
 (7a) 

where  �E[s]/�xs = 0,  �E(s)/�xs = 4#�,  and we have introduced the defect re-
lated current field, Jk, and propagation velocity  V = c/�, and the big constant, 
�, depends on a given material and related conditions. 

The Maxwell-like relations can describe both the strain wave propaga-
tion and also the fracture events occurring in different conditions and materi-
als. 

The related 4D form for these Maxwell-like relations (Eq. 7a) can be 
presented as follows: 

 1 2 3 4 44� , { , , , } ,  i .cE J x x x x x x t
cx

�
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�
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At a fracture process, e.g., an earthquake, a wave propagation will be ex-
cited (cf., Teisseyre 1985, 2011). The related wave mosaic explains the inter-
related propagation of shear and rotation motions. 

We may note that a compressional load might induce defects forming the 
centers with opposite-sense shears and rotations, and, accordingly, the mi-
cro-breaks may lead to the fragmentation processes (rebound slip). We 
should note that the theories of dislocation and dislocation arrays (Eshelby et 
al. 1951, cf., Rybicki 1986) lead to a better understanding of the roles of the 
defect densities and applied stresses (cf., Kossecka and DeWitt 1977 and 
Teisseyre and Górski 2012) which brings us closer to our understanding of 
the fracture processes and dynamic synchronization. 

Note that the Gibbs free energy of defect formation has been recently 
specified by Majewski and Teisseyre (2013) by succesfully extending a 
thermodynamical model; for a recent review see Varotsos (2007). 

We should underline that the propagation of shear and rotation strain 
waves presents the mutual interaction of shears and rotation strains; such a 
linear propagation is visualized in Fig. 1. 

Fig. 1. Propagation of the shear and rotation strains, a linear case. 
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Fig. 2. Sketch showing how the fracture velocity and wave velocity form the propa-
gation front velocity (double arrows) in the near-fracture region. 

In a near-fracture region we can assume that a fracture progress at the 
source induces the waves propagating much faster than the fracture velocity; 
in this way, a propagation velocity front becomes created (Fig. 2). Thus, 
a fracture progress and waves propagation lead together to the front propaga-
tion; its velocity depends on the velocities of both, fracture and wave. This 
remark relates to the problems of the fault-plane solutions. 

Finally, we should come to the fracture-related equations based on the 
release-rebound processes applied to the molecular motions: the molecular 
displacements and simple molecular rotation. The radiated rotation and shear 
strains can influence, however, any local molecular transport behaviour.  

In relation to the real propagation of the shear and rotation strain waves, 
we may present a behaviour of the molecular transport; its propagation is 
a consequence of the propagation of shear and rotation strain waves. In this 
sense, we may define the molecular displacement transport,  ws = �$s/�xs . 

In this way we may consider the molecular motions appearing in the 
plane  z = const  and thus we may consider the 2D case with motions on 
plane (r, %). The related molecular transport motions, along the propagation 
plane, relate to the (r, %) system: 

 � �, .n rw w w%�  (8a) 

Fracture velocity 

W
av
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In this case we have assumed  wz = 0. The rotation transport molecular 
vector, s&

� , may interact with these fields. Thus, to this local molecular 
transport components we add the molecular rotation transport with the com-
ponent, z&

� , oriented along the z-direction: 

 � � and 0,  0  .s z r %& & & &� � �
� � � �  (8b) 

This molecular shear transport and molecular rotation transport should 
be subjected to local release-rebound fracture equations (cf., Eq. 7a): 

  0 , 0 .
  spq q s spq q s

p p

w w
x c t x c t

  � & � &� � � �

 � � �

� � � �
� �� �  (9a) 

To assure the 4D invariance we have put, instead of the molecular veloc-
ity, ', the invariant velocity, c, and some material constant,  � :  /c'  � � . 

We include here the molecular rotation transport (Eq. 8b) and in this way 
the Eqs. 9a become invariant. 

For the considered case, related to the molecular motions, we obtain 
from Eqs. 9a: 

 0 ,    0 ,     0 .Z r Z Zw ww
r t r t r t

% %& & &
% ' ' '

� �� � � �

 � � � 
 �

� � � � � �

� � �
 (9b) 

or 

 
22 2

2 2 20 ,      0 ,     0 .Z r Z Zw ww
t r t r t rt t t

% %& & &
% ' ' '

� �� � � �� � �

 � � � 
 �

� � � � � �� � �
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 (9c) 

This, quite new system of relations for wr, w�, and Z&
� , leads to the equa-

tion for the molecular rotation:  

 
2 2

2 2 2 0 .Z Z

r t
& &

'
� �

� �
� �

� �
 (10a) 

The related source fracture processes may occur with some phase delay, 
e.g., ' = i'0 ; we obtain: 

 
2 2

2 2 2
0

0 .Z Z

r t
& &

'
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� �

� �
 (10b) 

Similarly we may consider also the radial wave propagation (cf., Fig. 3). 
In this case, we should consider the local molecular system (r, %) perpendic-
ular to the R radial direction; for the related local shear and rotation strains 
we may add the presented transport:  
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Fig. 3. Radial wave propagation for the shear and rotation strains (the rotation strains 
decrease near the shear axes to zero while the shear strains decrease between those 
axes). 

 � �,   .n rw w w%�  (11a) 

The molecular radial rotation component, Z&
� , and these molecular 

transport components, wr and w%, should be subjected to release-rebound 
fracture equations with specific velocity-like term ' (cf., Eqs. 9a) 

 0 , 0 ,
  spq q s spq q s

p p

w w
x t x t

� & � &
' '

� � � �

 � � �
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� �  (11b) 

where 
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We obtain three relations for w�, wz, and R&
� : 
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z t r t
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 (12a) 

and 

 0 ,     for a given  value
 

z Rww R
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 � �
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�
 (12b) 

We have obtained finally a quite new system of relations for w�, wz, and 
R&
� , with a special velocity-like term '; eliminating from these relations the 

terms related to molecular rotations we obtain the following equations for 
the molecular displacements: 

 
2 2 22 2 2
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 (13a) 

and for the molecular rotation (molecular vortex structure): 
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2 2 2 2 2 0  .
 

R R R

R z t
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 (13b) 

These last Eqs. 13a, b are related to the fracture processes at the source 
with the release-rebound processes associated with the molecular fields.  

According to K.P. Teisseyre (private communication 2012) we may re-
late this motion to a possible vortex structure in solids, defined as the molec-
ular vorticity: 

  ,i i
k kpi k kpi

p p

w
x x
$

. � �
� �

� � / �
� �

 (14a) 

where for the radial propagation we have: 
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w ww w
R z R R
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 / � 
 / �

� � � �
 (14b) 

Such a molecular vorticity we may be related to a gradient of pressure 
appearing in the P-wave propagation 
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p s

p
x xV t
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 (15a) 

For the radial wave propagation, under the conditions  �p/�% = 0  and  
�p/�z = 0, we obtain: 
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r z RP
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 / � / 
 / �
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 (15b) 

A similar problem may be applied to the plane waves along the Z-axis: 

 0 , 0 ,spq q rP P
p s

p p
x x r r ZV t V t%�

%
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 � / 
 / 
 �
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 (16a) 

and under the condition  �p/�r = 0  and  �p/�% = 0  we obtain 

 0  ,   0 .Z r Zr Z Z r%%
� � � �

/ 
 / � / 
 / �
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 (16b) 

In such a way, in a solid continuum there might appear the molecular ro-
tations with the pressure propagation waves and related events. In this way, 
it is possible to explain an abundance of the rotation motions which occur 
together and just after the P-wave arrivals. 

Our considerations indicate that in the presented system of the shear and 
rotation wave propagation we have the correlations regarding the space and 
time derivatives; an interaction between these fields could be direct or shift-
ed by #/2. We should note that the asymmetric continuum theory includes 
a transition to the states close to fracture processes and, even further, to the 
fluid state. These fracture processes confirm the wave synchronization inside 
the molecular fields and the invariant 4D release-rebound system. 

3. CONCLUSIONS 
The presented 4D space-time system has been presented in a form of the ro-
tation and shear strain vectors; their combined propagation is explained by 
the release-rebound interaction processes. At a seismic source, the molecular 
transport motions become transformed creating the real transport displace-
ments. However, we cannot directly describe a fracture process in the frame 
of a continuum theory; we may only state that such a fracture is caused by an 
interaction of the real shear and rotation strains and related molecular trans-
port displacements. 
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Following the author’s theory, the molecular transport motions may exist 
in a whole space, although we do not assume the independent propagation of 
the molecular fields; thus, the presented considerations may help us to un-
derstand an influence of these molecular wave motions on the appearance of 
another fracture, even at a remote distance. Of course, any molecular propa-
gation is only apparent: it follows from the real propagation of the strains in 
solids or real transport in fluids (see also Teisseyre 2013). 
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A b s t r a c t  

Deep magnetotelluric (MT) sounding data were collected and proc-
essed in the western part of the East European Craton (EEC). The MT 
sounding results correspond well with impedances obtained by magne-
tovariation (MV) sounding on the new geophysical observatory situated 
not far from the western border of Russia. Inversion based on combined 
data of both induction soundings let us evaluate geoelectrical structure of 
the Earth’s crust and upper and mid-mantle at depths up to 2000 km, tak-
ing into account the harmonics of 11-year variations. Results obtained by 
different authors and methods are compared with similar investigations 
on the EEC such as international projects CEMES in Central Europe and 
BEAR in Fennoscandia. 

Key words: mantle, geoelectrical structure, East European Craton. 

1. INTRODUCTION 
By the late 2011, 35 European geomagnetic observatories have been regis-
tered in the International Real Time Magnetic Observatory Network 
(INTERMAGNET). Only one of these, Borok (58°04� N, 38°14� E), is oper-
ating in the European part of Russia (Anisimov et al. 2008). It is evident that 
the development of geophysical observatories in Russia is important for the 
international community to investigate the Earth’s crust and mantle, for ex-
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ample, by monitoring the physical fields. The Aleksandrovka Observatory 
belongs to the geophysical base of the Moscow University (250 km to the 
south-west of Moscow) which has been under construction since 2006. The 
place is poorly populated; there are no other settlements within a radius of 
8 km and the distance to the nearest DC electrified railway is over 50 km, 
thus ensuring a low level of industrial noise. The settlement is electrified and 
the base is provided with diesel-generator emergency electric power. Internet 
communication is supported by two-way (GPS/GLONASS) satellite sys-
tems. The non-magnetic pavilion construction has been completed 
(54°53�79�� N and 35°00�87�� E) and geophysical data have been collected 
since May 2011. The purpose of the Observatory is to measure the full vec-
tor of the Earth’s magnetic field (LEMI 025 fluxgate magnetometer; Kore-
panov et al. 1998), and to carry out uninterrupted recording of variations in 
horizontal components of the electric field (Shustov et al. 2012). Seismol-
ogical three-component measurement stations were also installed. We hope 
to install proton magnetometer for absolute values of magnetic field meas-
urement in the nearest future. 

2. THEORETICAL  BASE 
The impedance is the basis of induction soundings. It was introduced by Le-
ontovich in Russia at the beginning of 1930s (Rytov 1940). The strict theory 
of radio-waves spreading in the medium was developed by Rytov, who was 
Leontovich’s follower (see Senior and Volakis 1995). Induction soundings 
were put into practice using equations for the first term of series. They were 
obtained for the boundary between isolated and conductive media. The im-
pedance was considered as a scalar, or strictly speaking the functional of 
conductivity distribution via skin depth (Rikitake 1948, Tikhonov 1950, 
Cagniard 1953). Today, the impedance is a matrix that is formed by anisot-
ropy or heterogeneity of the medium. It was introduced by Berdichevsky and 
Cantwell (see Berdichevsky and Dmitriev 2008). Equations for magnetotel-
luric (MT) and generalized magnetovariation (GMV) soundings are as fol-
lows: 
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 ( ) ( , ) div ( ) grad ( , ) ( ) .zB C r B C r B� �� � � � �� �  (1�) 

Here C(�, r) is a response function in GMV sounding method, where r is 
a radius vector. It is transformed into apparent resistivity in SI with the for-
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mula:  �* = i��0C2  where i is the imaginary unit,  �0 = 4	10–7 [Henry/m]  
the permeability of the free space,  � = 2	/T  the circular frequency and 
�-the period. The laconic Eq. 1a was formulated by Guglielmi and Gok-
hberg (1987), and Schmucker (2003). A more precise theory was presented 
by Shuman and Kulik (2002), and Shuman (2007) (see Semenov and 
Shuman 2010). The complex Fourier amplitudes for the corresponding 
components of MT field, B�, Ex, Ey, Bx, By, Bz, are connected through ma-
trices of impedance ||Z|| and admittance ||Y||: 

 , .xx xy xx xy

yx yy yx yy

Z Z Y Y
Z Y

Z Z Y Y

 � 
 �

� �� 
 � 
� 
 � 

� � � �

 (2) 

For an isotropic horizontal uniform medium, grad � = 0 (components of 
this vector on the x and y axis are different from tippers). The Eq. 1� can be 
transformed to the equality  Bz(�) � C(�, r) div B�(�), which was introduced 
for MV soundings by Berdichevsky et al. (1969) and Schmucker (1970). It 
can be simplified for Dst variations, because the field induced by ring cur-
rents in the magnetosphere is linearly polarized in the Earth (Olsen 1998). 
This field is sufficient for defining the Earth response function (Banks 
1969): 

 
� �0 0

2 ( )
( ) ( , ) .r

B
i B C r

R tg
� �

� � �
� �

�  (3) 

Here R is the Earth’s radius, �0 the geomagnetic colatitude of observation 
place, and Br, B� the spectra of radial and colatitude components of the mag-
netic field. Equation 3 is valid in geomagnetic coordinate system on the 
sphere. 

If all the elements of impedance matrix are found and  Zxx � Zyy = 0, 
Zxy = Zyx = Z  regardless of the direction (uncommon case in practice), the 
conductive medium can be presented as uniform, isotropic halfspace with 
one scalar impedance Z(�). It is transformed to the scalar resistivity as fol-
lows 

 
2

0 .
Z�

�
�

�  (4) 

In a more common case, Zxy � Zyx  and additional impedances are non-
zero. Then we have a non isotropic medium. In the best case it can be de-
scribed by tangential anisotropic uniform halfspace. Its resistivity is defined 
by plate tensor. Components of apparent resistivity tensor can be found by 
the following expressions (Eq. 5), which were obtained theoretically from 
Maxwell equations by Reilly (1979) (see Weckmann et al. 2003) and Se-
menov (2000): 
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Effective apparent resistivity is used for heterogeneous media. It is usu-
ally defined from polar diagrams of impedance or admittance matrixes. 
However, you can quite easily localize the heterogeneity place by examining 
the effective apparent resistivity. It can be calculated by using the generally 
accepted formula, without guidance of possible heterogeneity degree: 

 � �eff 0 .xx yy xy yxZ Z Z Z� � �� �  (6) 

This approach is well applicable during anomalous conductivity zones 
searching in exploration geophysics. But it is inadmissible during deep 
Earth’s research because of the lack of proven data (drilling is well proven 
data for exploration geophysics). 

Model with horizontal anisotropy is worth to be considered for conduc-
tive structure definition of the Earth’s mantle. Its anomalous zones are local. 
It can be modeled by stratified, anisotropic structure in regional scale. 

3. DATA  PROCESSING 
Processing of MT data leads to defining the elements of MT matrix (Berdi-
chevsky and Dmitriev 2008), i.e., two unknowns from one of Eqs. 1. 

In the GMV sounding case (Eq. 1a) the number of unknowns increases 
to three at least: scalar impedance and two tippers. Such a decision can be 
evaluated just under the assumption that the number of process realizations 
is big enough, for example, in the context of the theory of stochastic pro-
cesses. 

The obtained values have a stochastic character and so are characterized 
by confidence intervals under the assumption that displacement errors (bias), 
which depend on noises, are small. This is indicated by the corresponding 
coherencies (Reddy and Rankin 1974). There is a method to avoid bias by 
correlation of all observed data with similar data in a remote point (Gamble 
et al. 1979). 

There are a lot of algorithms for defining ||Z|| and ||Y|| matrices by rec-
ords of MT field. For example, one method is based on narrow band digital 
filtration (Narsky 1994, Berdichevsky and Dmitriev 2002), another one is 
based on classical method of spectral analysis (Sims et al. 1971), and a third 
one analyzes data in time domain (Nowo�y�ski 2004). There is an interest-
ing fact. The theory is constructed for a single frequency but impedances of-
ten characterize a certain band. It is also a set of realizations but for 
neighbouring frequencies. 
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Fig. 1. An example of 15-day interval of MT field registered on the Aleksandrovka 
Observatory in June 2011. �x and �y are the components of magnetic induction vec-
tor, x the direction to the geographical north, y to the east, Ex and Ey are the compo-
nents of electric field; the length of receiving lines is 100 m. 

Fig. 2. Removing diurnal variations on the example of 15-days record on Alexan- 
drovka base in June 2011 (Bx – component of the magnetic field, BxSq – filtration  
result). 

The MT data chosen for analysis were obtained in summer 2011. Some 
part of these data is presented in Fig. 1. While defining impedances it is nec-
essary to switch from Eq. 1 for monochromatic electromagnetic wave to 
a continuous distribution of spectral frequency. Spectral distributions of field 
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components let the required functions values with their casual errors and bias 
(it is often higher than casual errors). The coherence defines reliability of 
implementation of Eqs. 1, 1� for real data (Semenov 2000). 
For a long period, the data processing was performed by using the Petri- 
schev/Tkachev program (Method 1, Semenov 1985). Processing scheme of 
MT-data in this method includes removing short-term spikes with a nonlin-
ear filter (Naudy and Dreyer 1968), removing diurnal harmonics of observed 
field (Fig. 2) (Parkinson 1983) and, finally, selection of data with high co-
herency, i.e., less distorted sections with noises. 

It is worth noting that the main directions for different periods are differ-
ent. Three sections were selected. The main direction was selected to be 150 
degrees for the first section, T � [30, 2500] s; 170 degrees for the second 
section, T � [2500, 8000] s; and 150 degrees (the same as at the first one) for 
the third section, T � [8000, 25 000] s (Fig. 3). The second processing stage 
includes analyzing the whole record with the selected main direction. Differ-
ent displacement windows are chosen. This window is charged with the 
length of data for the fast Fourier transform. 

Fig. 3. Polar diagrams of primary and additional components of apparent resistivity 
tensor [Ohm·m] (upper image) and square coherencies: 2

plCo  – plural, 2 2,xy yxCo Co –
singular, 2

xxCo  – input signals (bottom), received for impedance Z (left) and admit-
tance Y (right) estimations for  T = 10 000 s. 
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The observed data were processed by different algorithms. The first 
method was used for processing just on the Aleksandrovka Observatory. 
Varentsov’s algorithm (Method 2) was used in multi reference scheme. It is 
formed on robust averaging of estimates for several base points. Also, there 
were some boundary conditions on horizontal MV response changes be-
tween investigation point and remote bases (Varentsov 2007). 

Additional MT and Audio-MT three-day’s data were added to the joint 
process by Varentsov’s and Larsen’s algorithms (Larsen et al. 1996)  
(Method 3). 

Fig. 4. Complex apparent resistivities of central part of the EEC estimated by three 
independent MT routines at the Aleksandrovka Observatory and GMV method at the 
Moscow Observatory. 
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4. COMPARISON  OF  PROCESSING  RESULTS 
Method 1 does not take into account frequency characteristics of the equip-
ment. Results obtained by this algorithm differ from the Varentsov’s and 
Larsen’s algorithms in low period area (Fig. 4). It is necessary to consider 
frequency characteristics of the equipment for the period range lower than 
600 s (T < 6000 s). Reliability of acquired data was improved using several 
base stations and robust averaging procedure. This is well seen especially in 
the long period area (T > 6000 s). The results of different processing are well 
corresponding up to the period of  T � 3 hours (T = 104 s). Then serious dis-
crepancies occur (Semenov and Shuman 2010, Shimizu et al. 2011). Three 
kinds of source fields are dominant at the period range 104-105 s daily oscil-
lations (Sq variations) connected with the Earth’s rotation, bays caused by 
polar cusp currents, and Dst variations caused by the magnetospheric ring 
current. The bays can be considered as a plane wave (Vanyan et al. 2002) 
with the vertical magnetic component in the middle latitudes, while the Dst 
variations contain the stable magnetic field which is collinear with geomag-
netic axis (Banks 1981, Fujii and Shultz 2002). However, the MT soundings 
can be replaced by GMV soundings for the periods of 3-30 hours (Semenov 
et al. 2011). The data of Moscow Observatory (CEMES project, Semenov et 
al. 2008) were used for those purposes (Fig. 4). 

5. THE  INVERSION 
First of all, the phase inversion of the impedance was accomplished by 
OCCAM algorithm (Constable et al. 1987). Thus, the module of apparent re-
sistivity tensor was corrected for surface heterogeneity obtained by MT data 
(Fig. 5). 

Inversions by the well-known OCCAM and D+ algorithms were held for 
corrected responses of MT and GMV methods. D+ let us create geoelectrical 
horizontal layered media. Conductive layers approximate by thin layers with 
finite conductance (Parker 1980). 

Sediments, crust, asthenosphere, and mid-mantle layer were picked out 
during 1D interpretation (Fig. 6a). The sediments of Moscow syncline have a 
thickness of 800 m. 

The upper boundary of asthenosphere was picked out at a depth of 
280 km. The upper boundary of the mid-mantle layer is at a depth of 
660 km. The D+ results are quite representative. The upper boundary of the 
asthenosphere has a depth of 230 km. The mid-mantle layer has its edges at 
depths of 670 and 900 km. Additional conductive layer was picked out by 
the D+ algorithm. It has the conductance of 160 S at a depth of 65 km. We 
think this layer can be the appearance of the conductive layers of the lower 
crust. They should be shallower. We used previous investigations for evalua- 
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Fig. 5. The correction result obtained by OCCAM (dashed black) algorithm. Com-
plex apparent resistivities estimated by the MT method for Aleksandrovka are 
shown as empty points and the MV method for the Moscow Observatory are shown 
as error bars. 

(a)                                                          (b) 

 
Fig. 6. Comparison of inversion results of MT and MV data for Aleksandrovka and 
Moscow Observatories; solid line is the OCCAM decision, arrows show D+ thin 
layers with their conductance (left panel) and conductance comparison obtained on 
different observatories. ALX – Aleksandrovka Observatory, BEAR – Fennoscandian 
experiment (Varentsov et al. 2002, Sokolova and Varentsov 2007), BEL – observa-
tory in Poland, LOW – observatory in Sweden. Data from two last observatories 
were obtained during CEMES project (Semenov and Jozwiak 2006, Semenov et 
al. 2008). 

tion of the obtained results. These were the BEAR project, based on data ob-
tained in Fennoscandian region, and CEMES in the central part of Europe. 
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The comparison was carried out by the curves of integral conductance 
(Fig. 6b). The choice was made of the S curves. Each conductivity distribu-
tion corresponds with the one conductance value. So the uniqueness theorem 
for 1D inversion is proved only for infinite frequency range. 

6. RESULTS  AND  DISCUSSION 
Aleksandrovka is a geophysical observatory of Moscow University. Long-
period registration of MT-field is held here. The obtained data were proc-
essed by several authors with different algorithms, such as the only observa-
tion point processing or using several base stations. The robust estimation 
was used. It has become a standard procedure during MT data processing. 
We have got close results for  T < 104 s  for all researching algorithms. 

For longer periods it is hard to get truthful estimations due to several rea-
sons. Estimation procedures of transfer operators for several base stations 
improve processing result. The obtained results correspond well with deep 
geoelectrical mantle properties. Moreover, they figure on a relative homoge-
neity of the mantle on the EEC. The sharp increase of mantle conductivity 
begins with depths of 300-400 km. We think it is connected with the asthen-
osphere. 
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A b s t r a c t  

Several researches published comprehensive reports on dynamic 
soil properties of cohesive soils, in which many of them outlined, i.e., 
key factors affecting the dynamic shear modulus. For cohesive soils, the 
modulus at small strains (� < 10–3 %) is, first of all, a function of void ra-
tio and effective confining stress. For clays, however, secondary time ef-
fects and clay mineralogy (fabric and structure) also appear to be 
important. The influence of confinement of laboratory-prepared as well 
as naturally deposited clays consists in an increase of shear modulus 
logarithmically as a function of time. In this paper, the effect of duration 
of the various confining pressures on dynamic shear modulus (G) of se-
lected cohesive soils from Warsaw area was evaluated. Shear modulus 
was determined on the basis of resonant column tests, at low and high 
shearing strain amplitudes. It is shown that the calculated shear modulus 
is time-dependent; during approximately first 1000 minutes of consolida-
tion, the moduli increased by almost 50%. Moreover, it is characterized 
by two phases: an initial one results from primary consolidation and 
a second one, which occurs after the end of primary consolidation, herein 
about 16-17 hours, and is called “long-term time effect”. This effect was 
found also for modulus at higher shearing strains (� > 10–3 %, e.g.,  
3 × 10–3 %, 5 × 10–3 %, 8 × 10–3 %, 2 × 10–2 %).  

Key words: dynamic shear modulus, time-dependency, cohesive soil. 
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1. INTRODUCTION 
The dynamic shear modulus is an important property of soil, especially from 
the viewpoint of evaluating wave propagation in soil and, on the basis of it, 
receiving access to dynamic response of embankments, pavements, founda-
tions, etc. (Tezcan et al. 2009). Road subgrades or shallow foundations are 
continuously loaded cyclically by various machines, vehicles (cars, trains), 
and other factors (Khosravi et al. 2010, Sidorova and Voznesensky 2010). 
Earthquakes, pile driving, explosions also put the load to water-saturated or 
unsaturated, fine- and coarse-grained or cohesive soil deposits (Vucetic and 
Dobry 1991).  

The dynamic shear modulus of soil in the range of strain amplitude less 
than 10–4 is referred to as the maximum or small-strain dynamic shear modu-
lus, denoted by the symbol Gmax. Many studies have been conducted to find 
and properly characterized factors which affect this parameter. The main el-
ements that have an effect on Gmax include: shear strain amplitude (�), mean 
effective confining stress ( m� � , p�), soil type and plasticity index (PI). Other 
factors which influence the small-strain dynamic shear modulus, but appear 
to be less important, include: frequency of loading, number of loading cy-
cles, void ratio, degree of saturation, overconsolidation ratio, grain character-
istics, and many others. Additionally, it has been suggested that through 
grouping the test data by geology some less essential component may be also 
taken into account (Zhang et al. 2005, Markowska-Lech et al. 2013).  

One other factor, i.e., duration of the confining pressure, is of fundamen-
tal importance in laboratory determination of shear modulus as well. The as-
pect of effect of time on soil stiffness is, unfortunately, often either mis-
understood or neglected. This overlooking can have negative impact on the 
interpretation of the test data and results, which may lead to some failure in 
deriving maximum benefit from a research program (Anderson and Stokoe 
1978).  

In this paper, some key information about the effect of time, under fix 
pressure conditions, on shear modulus of selected cohesive soils from area of 
Warsaw is presented. Previous studies on this subject are briefly reviewed 
here. Testing procedures are shortly described as well. Finally, examples of 
the results from laboratory tests are given, which illustrate the significance 
of the effect of time on soil stiffness. 

2. SECONDARY  TIME  EFFECTS 
Several investigators have shown that time-dependency is a significant pa-
rameter affecting the dynamic properties of soils (Zavoral 1990). The effect 
of confinement duration at the unchanging pressure conditions was first ob-
served in 1961 (Richart 1962). In the next years, other researchers reported 
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the followings: during experiments at a constant confining pressure, shear 
modulus at the low strain amplitude (below 0.001%) increased with time of 
specimen confinement (e.g., Lawrence 1965, Afifi and Richart 1973, Ander-
son and Woods 1976). These general observations led to more detailed stud-
ies of artificially prepared soil samples and the growth of their stiffness with 
time. The last tests at a long-lasting pressure on undisturbed specimens of 
cohesive and loose soils showed similarities. Time-dependent behaviour is 
a characteristic feature of natural soils too (Anderson and Stokoe 1978).  

For most soils, the time-dependency at low strain level can be described 
by an initial phase, while the shear modulus changes instantly with the loga-
rithm of time, as presented in Fig. 1. This early stage results from changes in 
the void ratio during the primary consolidation process. Therefore, this phase 
is related to primary consolidation. During the second part, the value of 
modulus rises nearly linearly with the logarithm of time, which is caused 
probably by strengthening of physical-chemical bonds in cohesive soils and 
by an increase in particle-particle contacts in cohesionless soils. The latter 
stage refers to the so-called “long-term time effect” that occurs only after the 
primary consolidation course has been completed. 

There are two methods to explain the long-term time effect. The result of 
time-dependency can be, on the one hand, expressed in an absolute sense, 
i.e., as a coefficient of shear modulus increase with time (IG) 

Fig. 1. Division of stages in low-amplitude shear modulus-time response (after An-
derson and Stokoe 1978). 
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where �G is the increase in low-amplitude shear modulus in logarithmic cy-
cle of time, and t1, t2, are times after primary consolidation (Fig. 1.) 

In a numerical manner, for one logarithmic cycle of time, IG equals �G. 
The other way of interpretation of the long-term time effect is, in relative 

terms, by using the normalized shear modulus with time (NG) according to 
the formula 
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where G1000 is the modulus measured after 1000 minutes of constant confin-
ing pressure, which must be after completion of primary consolidation. 

In general, parameter NG becomes greater when the mean grain size de-
creases (Afifi and Richart 1973). However, more logical relationship be-
tween the rate of secondary modulus (NG) and plasticity index (PI) was 
proposed by Kokusho et al. (1982). The plasticity index (PI) is a measure of 
the plasticity of a soil; it is the size of the range of water contents for which 
the soil exhibits plastic properties. PI is the difference between the liquid 
limit and the plastic limit (PI = LL-PL). PI reflects the chemical activity of 
clay minerals; therefore, with growing plasticity index there is an increase of 
NG, amounting to as much as 25% per log cycle of time. 

In most cases, the measured NG value for clays ranges between 0.05 and 
0.25. For sands, parameter NG varies between 0.01 and 0.03 and rises when 
the soil gets finer, as presented by Mesri et al. (1990). Jamiolkowski and 
Manassero (1996) reported that silica sand samples reached the value of NG 
from 0.001 to 0.03, sand samples with 50% of mica 0.039, whereas car-
bonate sand samples 0.05-0.12. On the basis of the experiments of Howie et 
al. (2002), the rate of increase of the shear modulus with time for very loose 
carbonate sands grows along with the stress level. Isotropic stress state ar-
rived at a slower rate of increase in stiffness (Soga 2005). 

3. LABORATORY  TESTS 
To study the time dependent increase in dynamic shear modulus, a set of 
resonant column tests was performed. The material investigated belongs to a 
natural cohesive soil formation in the Warsaw area, originally taken from the 
region of the express way No. S2 (around the road embankment No. WD-18). 
It is a clayey sand, clSa (Eurocode 7), with index properties listed in Table 1. 
The samples were taken from a depth of around 2.0 m selected carefully  
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Table 1  
Index parameters of specimens 

Parameter 
Value 

Clayey sand (1) Clayey sand (2) 
wL    [%] 36.80 35.21 
wP    [%] 13.76 11.43 
IP      [%] 23.04 23.78 
GS    [–] 2.68 2.68 
w      [%] 14.43 14.20 
�   [kg/m3] 2.12 2.16 

Explanations: wL is the liquid limit, wP the plastic limit, IP the 
plastic index, GS the specific gravity, w the water content, and 
� is the mass density. 

considering the uniformity of the soils structure, its physical properties, and 
its double-phase. Only one type of undisturbed soil samples was obtained, 
namely tube samples, with the inner diameter of the tube of about 80 mm. 
Tubes were carefully and gently pressed into the pre-drilled holes. All the 
samples were sealed and stored in a humidity room until needed. 

The resonant column apparatus successfully used in this research was 
manufactured by British company GDS Instruments Ltd (GDS 2010). The 
device is presented in detail by Sas and Gabry� (2012), and Gabry� et al. 
(2013). Just to sum up briefly, the object of the resonant column technique is 
to vibrate the soil-top-cap system at first-mode resonance. This resonance is 
defined as the frequency at which the maximum top-cap motion is obtained 
during a sweep of frequencies, here mostly starting around 30 Hz. At the 
first-mode resonance, material in a cross-section at every elevation vibrates 
in phase with the top of the sample. Shear wave velocity, and then shear 
modulus are determined based on the system’s constants, size, weight, and 
shape of the tested specimen (GDS 2010).  

Table 2 summarized the authors’ experiments during which the effect of 
long-term confinement on low-amplitude dynamic shear modulus was eval-
uated. Time effect was recorded for clayey sand samples over a wide range 
of confining pressures, �0 from 335 up to 685 kPa, as well as a broad variety 
in shear moduli on low amplitude, Gmax from 15 up to 175 MPa. The shear 
modulus for investigated samples was monitored at various times during the 
consolidation period. This is generally involved taking measurements well 
beyond the time required for the end of primary consolidation in order to 
find the time dependent increase at a constant effective pressure. 
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Table 2  
The tests conditions 

Soil  
type 

Specimen 
type 

Mean  
effective 

stress 
[kPa] 

Confining 
pressure 

[kPa] 

Shear modulus 
on low amplitude

[MPa] 
IG 

[MPa]
NG 
[%] 

Clayey 
sand  
(1) 

undisturbed

45 335 15-30* – – 
90 380 30-55* – – 

135 425 40-90** 20.44 27.25 
180 470 80-95* – – 
225 515 80-110* – – 

Clayey 
sand  
(2) 

undisturbed
180 550 80-170** 6.81 4.72 
270 640 155-175** 30.51 21.83 
315 685 170-175** 6.42 5.14 

*)measurements conducted during primary consolidation, 
**)measurements conducted during and after the end of primary consolidation. 

4. EXPERIMENTAL  RESULTS 
4.1  Low-amplitude test procedure 
In time-dependent resonant column tests, dynamic shear modulus was de-
fined at various times after application of different confining pressures. The 
recording time was usually: 1, 10, 20, 30, 45, 60, and 90 minutes after the se-
lected pressure was employed, as well as just after the completion of primary 
consolidation. In this study, strains reached the level below 0.001%, and 
therefore it was a low-amplitude test. Figure 2 presents some examples of 
the results for the variation of shear modulus at changing mean effective 
stress. The duration of vibration at shearing strain levels of this kind is neg-
ligible (Anderson and Stokoe 1978). It should not be essential if the speci-
men is continuously or only seconds under vibration. The effect of time in 
Fig. 2 is noticeable for all mean effective stresses (p�). An increase in values 
of dynamic shear modulus is about 4-6%, at each time step when the meas-
urements were performed. Generally, from the beginning till the end of pri-
mary consolidation, the rise in shear modulus may be as high as 50%. 
Figure 3 is also an illustration showing low-amplitude shear modulus growth 
in time at various stress level. On the basis of this diagram it can be seen in 
detail how the parameter Gmax grows over time; we see at which point of 
time the increase in values of Gmax was recorded to be the largest. In the first 
10-20 minutes, the rise of Gmax is quite rapid and relatively high in compari-
son with the next measurements; then this growth gets stabilized until the fi-
nal phase of the test, when it achieves the biggest values, up to even 25 MPa 
for  p� = 90 kPa  and  p� = 225 kPa. 
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Fig. 2. Time-dependent shear modulus of clayey sand samples from Warsaw area 
under different stress conditions. 

Fig. 3. Low-amplitude shear modulus growth in time at various stress levels. 
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Fig. 4. Low-amplitude test sequence for a clayey sand sample and an example of the 
determination of IG parameter.  

During the whole low-amplitude test, the conditions with a possibility of 
drainage were maintained. It was not necessary to close the valves due to 
dynamic oscillations, because the level of deformation was too low to gener-
ate the excess pore-water pressure. 

The measurements at low-amplitude for certain samples were performed 
after the end of primary consolidation was detected. On the basis of this 
method, the parameter IG could be well evaluated. The procedure of deter-
mining an increase in low-amplitude shear modulus in time for a clayey sand 
sample is illustrated in Fig. 4. 

Two distinct phases of modulus-time response are evident in Fig. 5. In 
order to better demonstrate this division into two stages of changes in Gmax, 
the authors propose to introduce a new variable, called tGstab, which will indi-
cate the end of primary consolidation and the beginning of the long-term 
time effect. The parameter tGstab will be the moment when changes in the 
value of low-amplitude of shear modulus start to be smaller, the values 
themselves are more stable, and their increase is low and nearly linear. This 
new parameter does not necessarily coincide with t1000, which means the time 
at 1000 minutes of the constant confining pressure and, basically, in most 
cases, the end of primary consolidation.  

In order to obtain dynamic shear modulus, resonant frequencies are first 
converted to shear wave velocities by using elastic theory formulas. The cor- 
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Fig. 5. Another illustration of the two phases of modulus-time response curve with 
the proposal to introduce a new parameter tGstab.  

Fig. 6. Variation in shear wave velocity with time for clayey sand samples from 
Warsaw area under different stress conditions, ranging from 45 up to 225 kPa. 
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Fig. 7. Height changes with time for a clayey sand sample under constant confining 
pressure, i.e., p� = 135 kPa.  

rect calculations should consider the proper values of specimen height, 
weight, and volume at the measurement time. Figure 6 presents the variation 
of shear wave velocity as a function of logarithm of time at a fix pressure. 
With increasing time and increasing mean effective stress, the shear wave 
velocity rises as well, mainly from 1 until 3 m/s in a particular time period. 
The increase of VS can be assumed linear (Fig. 6). The regression line, how-
ever, only for mean effective stress (p�) of 90 and 180 kPa approximates well 
the real data points; the coefficient of determination (R2) amounts to more 
than 0.8 (strong correlation). In the other two cases, assuming fitting by lin-
ear function as well, the authors received some positive correlations, but not 
a perfect one (R2 is at the level of 0.7). In Figure 7 changes of specimen 
height are shown. As an example of the change in sample height during 
resonant column test, the measurements at the confining pressure  
�0 = 425 kPa  and mean effective stress  p� = 135 kPa  were chosen. 

4.2  High-amplitude test procedure 
After the process of primary consolidation was finished, the measurements 
of dynamic shear modulus at shearing strains bigger than 0.001% were per-
formed. During primary consolidation it is not recommended to vibrate 
specimens at higher stain amplitude due to the indefinite effective stress 
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conditions, as well as the possibility of variation in pore-water pressure and 
soil structure in the meantime. In the authors’ researches, high-amplitude 
tests were conducted straight away after primary consolidation, but also 
some time later, up to 1 or 2 days. It was important to have the long-term 
time effect well defined at low-amplitude of shearing strain. 

In this study, high-amplitude measurements were performed in several 
steps by increasing the amplitude of vibration in torsional mode. During the-
se tests, in order to excite the electromagnetic field and induce a wave prop-
agating through the examined material, the corresponding coil voltage values 
were applied, from the value of 0.1 up to 1.0 V, with a step of 0.1 V (Ta-
ble 3). Figure 8 portrays the results from high-amplitude test sequence. Be-
tween all measurements there was always some rest time, about one minute. 

Table 3  
The tests conditions during high-amplitude measurements 

Soil 
type 

Speci- 
men  
type 

Mean 
effective

stress 
[kPa] 

Time  
of the end 
of primary 

consolidation
[min] 

High shearing strain 
[%] 

Shear 
modulus 
on high 
ampli-
tude 

[MPa] 

Corre-
sponding 

coil 
voltage 

[V] 

Clayey 
sand 
(1) 

undis-
turbed  

45 1440 2.5E-02 – 3.7E-01 20-5 

0.2-1.0 

90 1140 1.3E-02 – 1.4E-01 42-14 
135 1320 8.9E-03 – 8.9E-02 76-24 
180 1140 7.5E-03 – 6.6E-02 84-35 
225 1380 6.7E-03 – 5.4E-02 97-44 

Clayey 
sand 
(2) 

undis-
turbed  

180 1070 4.8E-03 – 5.4E-02 115-51 
270 1220 2.0E-03 – 2.9E-02 171-102
315 1380 2.0E-03 – 2.7E-02 173-119

 
After the studies on high-amplitude dynamic shear modulus were com-

pleted, the specimens remained under constant confining pressure, with 
drainage and low-amplitude modulus monitored with time (Fig. 9). It is visi-
ble in Fig. 9 that low-amplitude shear modulus had initially a different value, 
i.e., smaller than that reached before the high-amplitude sequence. The ob-
served decrease in dynamic shear modulus is temporary and lasts only until 
the low-amplitude modulus regains with time the value forecasted by the 
long-term time effect. If this does not happen, it may mean a permanent al-
teration of the specimen, which cannot be longer used in the tests.  

A number of studies were carried out to show that long-term modulus in-
crease occurs not only at low but also at intermediate strain level (Fig. 10).  
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Fig. 8. High-amplitude test sequence (when shearing strain level  � > 10–3 %) for 
a clayey sand sample obtained on the basis of laboratory tests.  

Fig. 9. Changes of high-amplitude and low-amplitude modulus with time and a tem-
porary decrease in dynamic shear modulus.  
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Fig. 10. Time-dependent shear modulus at high shearing strain amplitude (shearing 
strain values �  ranging from 3 × 10–3 % up to 2 × 10–2 %). 

The authors’ researches confirm tests of other scientists (Anderson and Sto-
koe 1978) that at shearing strain level between 0.001 and 0.1% the dynamic 
shear modulus grows with time, and this increase is linear; the linear regres-
sion line represents well the real data (R2 at least equal to 0.9). The increase 
in values of dynamic shear modulus measured at high shearing strain ampli-
tude is about 4 MPa for strain level  � = 0.003-0.005%  and around 15 MPa 
for strain level  � = 0.008-0.02%  during the studies. In the main, from the 
end of primary consolidation until the end of measurement time, the rise in 
shear modulus may be as high as 6-23%. Some general similarity between 
the growth with time in low- and high-amplitude shear modulus can be ob-
served. Thus, it might be concluded that factors which have an influence on 
low-amplitude modulus time response affect the high-amplitude modulus 
time response as well. 

5. SUMMARY  AND  CONCLUSIONS 
The behaviour of soil stiffness with time is of fundamental importance both 
in planning as well as in executing a laboratory testing program. Determina-
tion of shear modulus-time response and its proper understanding can be es-
sential for prediction of in situ shear modulus based on the laboratory tests. 
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The authors of this paper tried to show this significance of the effect of con-
finement duration at a constant pressure on the magnitude of shear modulus 
of a selected cohesive soil from the capital of Poland while performing ex-
periments in resonant column apparatus. This attempt is particularly impor-
tant due to the lack of such information in the respect of Polish soils.  

In summary, according to the literature and data presented in this article, 
the following conclusions can be drawn:  
� Dynamic shear modulus of selected cohesive soil from Warsaw area var-

ies with time of confinement at a fixed level of pressure.  
� There are two phases which characterize the time-dependent response of 

shear modulus at low shearing strains (less than 0.001%). These are: an 
initial phase which occurs because of primary consolidation, and a second 
phase during which the modulus increases nearly linearly with the loga-
rithm of time. The latter stage is referred to as “long-term time effect”. 

� The authors suggest the introduction of a new variable, tGstab , as a moment 
which will be a boundary between the two phases, as described above 
(Fig. 5).  

� At intermediate strain level (from 0.001 to 0.1%) a rise in shear modulus 
with time is noticeable as well. This increase in high-amplitude modulus 
is rather slightly less than that which occurs at low-amplitude shearing 
strains. This growth is exactly around 2% for shearing strain equal to 
3 × 10–3 %  and  5 × 10–3 %, as well as approximately 10% for shearing 
strain equal to  8 × 10–3 %  and  2 × 10–2 %. 

� The measurements of shear modulus at shearing strain above 0.001% 
should be performed as described by the authors in Subsection 4.2. Low-
amplitude modulus can be used as a reference value in order to define 
some possible permanent changes in specimens when high-amplitude 
tests are performed. 
The authors of this paper would like to emphasize that the role of the re-

searchers is to point out the values and the variability of soil stiffness, 
whereas the role of the designers is to choose the right parameters for the 
proper designing and planning of engineering constructions. It is necessary 
therefore to keep effective cooperation between the engineers and the de-
signers, from the beginning of the construction design and while considering 
various construction work schemes. Although geotechnical activities are de-
fined by Eurocode 7 (EN 1997), there is no detailed description of laboratory 
experiments of the type presented in this article. Perhaps, this is due to some 
difficulties relating to the determination of the dynamic shear modulus and 
its further application by the designers. 
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A b s t r a c t

A redatuming operation is used to simulate the acquisition of data

in new levels, avoiding distortions produced by near-surface irregularities

related to either geometric or material property heterogeneities. In this

work, the application of the true-amplitude Kirchhoff redatuming (TAKR)

operator on homogeneous media is compared with conventional Kirchhoff

redatuming (KR) operator restricted to the zero-offset case. The TAKR and

the KR operators are analytically and numerically compared in order to

verify their impacts on the data at a new level. Analyses of amplitude and

velocity sensitivity of the TAKR and KR were performed: one concerning

the difference between the weight functions and the other related to the

velocity variation. The comparisons between operators were performed

using numerical examples. The feasibility of the KR and TAKR operators

was demonstrated not only kinematically but also dynamically for their

purposes. In other words, one preserves amplitude (KR), and the other

corrects the amplitude (TAKR). In the end, we applied the operators to

a GPR data set.

Key words: Kirchhoff redatuming, true-amplitude Kirchhoff redatuming,
amplitude analysis, travel-time analysis.



REDATUMING OPERATORS ANALYSIS 415

1. INTRODUCTION

Wavefield redatuming is an operation that transforms seismic data based on
the assumption of a new measurement surface. In other words, given a data
set acquired on an initial surface, it generates a simulated data set as if it were
measured on another surface. Among its applications, we have near-surface cor-
rections (Cox 1999), OBC processing (Jin et al. 2011), dual-sensor streamer
de-ghosting (Klüver 2009), and multiple attenuation (Wiggins 1988).

The wave-equation based redatuming operators are the most accurate ones.
Over the years several approaches have been proposed: based on the Kirchhoff
integral (Berryhill 1984), using the phase-shift method (Margrave and Ferguson
1999) and based on the common-focus point (CFP) technology.

The redatuming operators are especially costly in the pre-stack domain in
which most applications occur. Though the Kirchhoff method is rather straight-
forward and efficient, it is still expensive compared to static correction and
requires an accurate interval velocity field above the datum. In addition, the
Kirchhoff scheme is applied to common source and receiver gathers; in other
to relocate sources and receivers, respectively. An analytical Kirchhoff-type re-
datuming operator, based on straight ray approximation (SRD) (Alkhalifah and
Bagaini 2006) fills the gaps between static correction and wave-equation re-
datuming. It uses the assumption of local homogeneity, potentially useful for
most media. The small size of the operator and its analytical expression pro-
vides cost-effectiveness and little sensitivity to velocity errors.

Toward a true-amplitude Kirchhoff-type operator, particular cases of the
migration to zero-offset (MZO) operator proposed by Tygel et al. (1998) were
analytically formulated for zero-offset configuration on homogeneous models
and compiled into a true-amplitude Kirchhoff redatuming (TAKR) operator
(Oliveira et al. 2009, Pila et al. 2014). This operator provides correct kine-
matic and dynamic redatumed traces. The reader should notice that the term
true-amplitude is used here on a more strict sense, beyond amplitude relativity
preservation. More specifically, the amplitude is not only preserved within a
given event for different offsets. In this case, the amplitude has its geometrical
spreading component adjusted to honor the new measurement surface.

For seismic data processing, the restriction to zero-offset configuration lim-
its the applicability of a redatuming operator to event repositioning (e.g., in
moving a stack from floating to final datum). However, as described by Liu
et al. (2007), zero-offset redatuming plays a more important role in imaging
GRP profiles. Moreover, an amplitude-friendly processing sequence is of great
importance since amplitude analysis of GPR profiles has applications in shallow
aquifers characterization (Bradford 1999), determination of subsurface contam-
inant (Schmalza and Lennartzb 2002) and soil water content variations (Cassidy
2007) in hydrological studies, and archaeological prospection (Khwanmuang
and Udphuay 2012, Zhao et al. 2013).
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In this work, we analyze the amplitude behavior of two Kirchhoff-based
redatuming operators through homogeneous media for the zero-offset case: the
operator described by Berryhill (1984) and the true-amplitude operator pro-
posed by Pila et al. (2014). We illustrate the feasibility of our analysis for a
couple of numerical examples and for the application in a GPR data set from
Siple Dome-Antarctica.

2. THEORETICAL BACKGROUND

In this section, we show our mathematical analysis for amplitude and travel-time
attributes at redatuming operation. Our analysis relies on the stationary phase
method to analytically solve the Kirchhoff redatuming in 2.5 D homogeneous
media restricted to a zero-offset configuration.

2.1 2.5 D Kirchhof-based redatuming

Kirchhoff redatuming is based on the integral formulation of Kirchhoff migra-
tion (Schneider 1978). Like its migration counterpart, the redatumed wavefield
Uo is calculated by successive weighted summations of input wavefield Ui

along proper trajectories. More specifically,

Uo(ξo, to) =
1√
2π

∫
Zi

Wd1/2Ui(ξi, to ± τ)dξi , (1)

where ξi and ξo are the horizontal coordinates of the input and output da-
tums Zi and Zo, d1/2 denotes the half-derivative of the input wavefield Ui,
τ is the travel-time between the output location (ξo, Zo(ξo)) and input loca-
tion (ξi, Zi(ξi)), W is a properly chosen weight. In frequency domain, d1/2

corresponds to iω. Note that the ± sign is chosen appropriately whether the
output datum is above (− ) or below (+ ) the input datum.

In this work, we analyse the amplitude behavior of two Kirchhoff-based re-
datuming operators through homogeneous media for the zero-offset case: the
preserving operator described by Berryhill (1984) and the true-amplitude op-
erator proposed by Pila et al. (2014).

These operators are kinematically identical. As expected, when redatuming
from datum Zi to Zo, through a homogeneous medium with velocity v, the
travel-time τ is directly calculated from the distance between input and output
locations d(ξi, ξo), namely

d(ξi, ξo) =
√

(ξo − ξi)2 + (Zo(ξo)− Zi(ξi))2] . (2)
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However, while the former aims to preserve relative amplitudes by direct appli-
cation of the Kirchhoff integral, the latter aims to adjust the geometrical spread-
ing by direct application of the MZO operator. These objectives are reached by
using different stacking weights. The amplitudes are preserved using the weight
Wpa given by

Wpa =
φ(ξi, ξo)√

vd
, (3)

where
φ(ξi, ξo) = d−1 [Zo(ξo)− Zi(ξi)− (ξo − ξi)Z

′
i(ξi)] (4)

accounts for the incidence correction. On the other hand, the true-amplitudes
are achieved incorporating a geometrical spreading adjusting term

G(ξi, ξo, to, v) = 2d

vto
(5)

into the summation weights, generating the true-amplitude weight Wta given
by

Wta = (1± G)Wpa =

(
1± 2d

vto

)
φ(ξi, ξo)√

vd
, (6)

where t0 is the output time and d is the distance between input and output
locations.

2.2 Analytical analysis of velocity sensitiveness
A first understanding of the impact of velocity errors on both operators can
be obtained by analytical analysis of a simple case. In order to achieve that,
we derive the stationary phase approximation (Bleistein 1986) of Eq. 1 in the
case of horizontal plane input and output datums and a horizontal reflector in a
constant velocity medium.

In the case of a reflector located at depth D and with unitary reflectivity,
the zero-offset input data set Ui(ξi, t) is given by

Ui(ξi, ω) =
1

4πD
e−iω2D/v , (7)

where v is the medium velocity. Therefore, when using a redatuming veloc-
ity ν, Eq. 1 can be replaced by

Uo(ξo, ω) =
1√
2π

∫
Zi

W (ξi; ξo)

(√
iω

4πD
e−iω2D/v

)
e±iω2d(ξi;ξo)/νdξi

=
1√
2π

∫
Zi

(
W (ξi; ξo)

√
iω

4πD

)
e−iωφ(ξi;ξo)dξi , (8)
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where φ(ξi; ξo) = 2D/v±2d(ξi; ξo)/ν. For this simple case, it is easy to note
that the phase φ(ξi; ξo) is stationary when ξi = ξo. The redatumed sample
Uo(ξo, ω) can then be approximated by

Uo(ξo, ω) ≈
√

1

iωφ′′(ξo; ξo)

(
W (ξo; ξo)

√
iω

4πD

)
e−iωφ(ξo;ξo)

≈
√

νz

2iω

(
W (ξo; ξo)

√
iω

4πD

)
e−iω2(D/v±z/ν)

≈ W (ξo; ξo)

( √
νz

4πD
√
2

)
e−iω2(D/v±z/ν) . (9)

In the case of preserving amplitudes we use W = Wpa (Eq. 5), after which
we have

Uo(ξo, ω) ≈ Wpa(ξo; ξo)

√
νz

4πD
√
2
e−iω2(D/v±z/ν)

≈
( √

2√
νz

) √
νz

4πD
√
2
e−iω2(D/v±z/ν)

≈ 1

4πD
e−iω2(D/v±z/ν) .

As expected, the redatumed signal has the same amplitude as the input data
(Eq. 7), it does not depend on the chosen redatuming velocity ν, and its phase
is shifted by z/ν.

In the case of taking into account the geometrical spreading factor we use
W = Wta into the Fourier inverse of Eq. 9:

Uo(ξo, to) ≈ Wta(ξo; ξo)

√
νz

4πD
√
2
δ (to − 2(D/v ± z/ν))

≈
[(

1± 2z

νto

) √
2√
νz

] √
νz

4πD
√
2
δ (to − 2(D/v ± z/ν))

≈
(
1± 2z

νto

)
1

4πD
δ (to − 2(D/v ± z/ν)) . (10)

Note that in order to keep consistency, the ± operator, chosen according
to the redatuming direction, has an opposite meaning in the last equation. For
example, when redatuming upwards, the first occurrence is − and the other
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is +. Namely, at the redatumed reflector we have

Uo(ξo, to = 2(D/v ± z/ν)) ≈
(
1− z

Dν/v + z
,

)
1

4πD

≈
(ν
v

) 1

4π(Dν/v + z)
,

≈ 1

4π(D + zv/ν)
. (11)

The true-amplitude redatuming operator, in order to properly account for
geometrical spreading, relies on a proper choice of the redatuming velocity ν.
The redatumed amplitude is strongly dependent on the relation between the
chosen redatuming velocity ν and the medium velocity v.

3. RESULTS

The validity of the analysis of amplitude and travel-time with a variation in the
velocity model was confirmed by numerical and real data sets. In this section,
we have performed our analysis on three homogeneous numerical examples and
on a real GPR data set.

3.1 Model I: two horizontal layers

In this synthetic example, we apply redatuming operators in a horizontally lay-
ered model with two horizontal homogeneous layers, where the first acoustic
wave velocity background was υ1 = 2000 m/s and the second was υ2 =
2200 m/s. The model that consists of two horizontal homogeneous layers is
depicted in Fig. 1. The zero-offset data set (Fig. 2a), was simulated with a 25
Hz Ricker wavelet by Kirchhoff modeling and sampled at 4 ms every 10 m. Its
measurement level is constant at level z = 0 m. Another data set, to be used as
reference, was simulated with the measurement level equal to the target output
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Fig. 1. Velocity model with two homogeneous layers (Model I). The first layer velocity

is 2000 m/s and the second 2200 m/s.
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Fig. 2. Model I data sets: (a) input, (b) reference and outputs of (c) amplitude-

preserving, and (d) true-amplitude redatuming operators.

datum ( z = 1000 m) with identical parameters (see Fig. 2b). This datum level
corresponds to 50% of the first layer depth.

The output of both true-amplitude and conventional redatuming operators
is presented in Fig. 2c, d. A single-trace detailed comparison is presented in
Fig. 3a. As expected, both operators result in traces kinematically equal to the
reference trace. On the other hand, while the output from the conventional
operator has the same amplitude as the input, the true-amplitude operator
yields traces with the same amplitude as the reference trace. As we can no-
tice in Fig. 3b, the amplitude erros are low and probably due to numerical
issues.

A second experiment on the same model aimed to analyse the velocity sen-
sitivity on both redatuming operators. Since the operators are kinematically the
same, the errors in travel-time are identical (see Fig. 4a, b). On the other hand, as
commented in Subsection 2.2, while the amplitude of the conventional operator
is independent of the velocity error, the true-amplitude operator is considerably
sensitive to it. The errors of the amplitude-preserving operator remain at 7%
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even for velocity errors of 40%, while the true-amplitude operator errors reach
27% in this case.

As it can be seen, both operators present accurate results, either preserv-
ing or adjusting the amplitude. However, in order to obtain an estimate of the
geometrical spreading, the true-amplitude operator relies on a proper velocity
model. Both analytic and numerical analyses show that the amplitude error for
this operator is strongly affected by errors in the velocity field.

3.2 Model II: four horizontal layers
Here, in order to verify the feasibility of both operators when VRMS velocities
are taken into account, we generated a second model which consists of four
horizontal homogeneous layers, as depicted in Fig. 5. The interval velocities of
this model were 1500, 2000, 2500, and 3000 m/s.

The source-receiver pairs were positioned at every 25 m. The data was mod-
elled by Trisies (from Seismic Unix) which uses a Gaussian beam operator to
produce true-amplitude synthetic seismograms with a Ricker wavelet of 25 Hz.
This seismogram was used as an input for KR operator in zero-offset. The zero-
offset data set, shown in Fig. 6a has a sampling ratio of 4 ms and its measure-
ment level is constant at z = 0 m. Another data set, to be used as reference,
was simulated having the measurement level equal to the target output datum
( z = 1000 m) with identical parameters (see Fig. 6b) also by Trisies.

The outputs of both true-amplitude and conventional redatuming opera-
tors are presented in Fig. 6c, d. One-trace detailed comparisons are presented
in Figs. 7 and 8. Just like the first experiment, both operators presented good
accuracy in their kinematic and dynamic purposes.

As we can see Fig. 8, even when the VRMS velocity is used in the reda-
tuming operation, the error between the KR and input data set is less than 1%
for all layers, even deepest. However, in case of TAKR redatuming operation
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Fig. 5. Velocity model with four homogeneous layers with velocities 1500, 2000, 2500,

and 3000 m/s (Model II).
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Fig. 6. Model II data sets: (a) input, (b) reference and outputs of (c) amplitude-

preserving, and (d) true-amplitude redatuming operators.
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the error is more sensitive to differences between true and VRMS velocities.
Based on what Subsection 2.2 shows, the TAKR is more sensitive to velocity
error. The deeper the layer, the more VRMS moves away from interval veloc-
ity. It is expected the that TAKR operator is more sensitive to velocities of the
deeper layers.

3.3 Model III: four curved layers
The third model consists of four curved homogeneous layers as depicted in
Fig. 9. The zero-offset data set (Fig. 10a) was simulated with a 25 Hz Ricker
wavelet by Gaussian beam modelling, sampled at 4 ms and 10 m, and its mea-
surement level is constant at z = 0 m. Another data set, to be used as reference,
was simulated having the measurement level equal to the target output datum
( z = 200 m) with identical parameters (see Fig. 10b).

The output of both true-amplitude and conventional redatuming opera-
tors are presented in Fig. 10c, d. One-trace detailed comparison is presented in
Fig. 11.

Figure 11 compares the central trace of the KR and TAKR data with the
central trace of the input and the reference sections. Just like in the model with
four layers, this experiment showed that the difference in amplitude between the
KR response and the input data is still the same with the increase of depth, and
the TAKR response and reference data increased with the increase of depth.
However, when it comes to amplitude recovering, the TAKR profile has the
amplitude recovering factor.

Fig. 9. Velocity model with four curved layers with velocities 1581 , 1690 , 1826 , and

2000 m/s (Model III).
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4. FIELD DATA EXAMPLE:
GROUND PENETRATING RADAR (GPR) DATA SET

Siple Dome ( 81.65 S, 148.81 W) is an ice dome which is approximately
100 km wide and 100 km long, located 130 km east of Siple Coast in Antarctica.
This place is of particularly important on determining the current mass balance
of the West Antarctic ice sheet (WAIS).

The GPR survey was performed at a specific location indicated in Fig. 12a.
Figure 12b shows a slice of the 100 MHz GPR profile acquired in Siple Dome.
The distance between the transmitter and receiver antennas was 1.0 m (half-
offset, h = 0.50 m), and the interval between traces was 0.75 m. A total of
8000 traces was collected along the 6000 m survey line. But here, for obser-
vation issues we are showing a spatial window of 3000 m (see Fig. 12b). The
length of the time window was 913 ns and the number of samples per trace was
1870, resulting in a time sampling rate of 0.49 ns.

As an illustrative example, we applied both operators to the profile from
Fig. 12b, redatuming it to a flat output datum located at 15 m depth. On a first
example, we used ice velocity (0.16 m/ns) as redatuming velocity (Alley and
Bentley 1988). As expected, the difference between the two results is purely
dynamic (see Fig. 13). While the conventional amplitude-preserving operator
maintains the relativeness of the input profile (Fig. 13a), the true-amplitude op-
erator boosts up amplitudes on the first 300 ns of the section. This enhancement

(a) (b)

Fig. 12: (a) Map of location of Siple Dome in eastern Antarctica, Antarctic Explores;

(b) Input GPR data 100 MHz acquired in Siple Dome.
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(a) (b)

Fig. 13. Application of (a) amplitude-preserving, and (b) true-amplitude redatuming

operator to profile of Fig. 12b.

(c) (d)

Fig. 14. Illustration of using an inacurate velocity field for (a) amplitude-preserving,

and (b) true-amplitude redatuming.
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is more evident on the shallow part due to the bigger ratio between the acquired
and adjusted geometrical spreading factors.

On a second example, in order to simulate the use of a non accurate ve-
locity field, we chose a 50% higher redatuming velocity ( 0.24 m/ns) when
compared with ice velocity. As showed in the previous sections, Fig. 14 il-
lustrates the impact of velocity error on both redatuming operators. Note that
Figs. 13a and 14a present similar amplitude responses. On the other hand, the
amplitude response of the true-amplitude operator is affected by the velocity
error (see Figs. 13b and 14b).

As it can be seen, in both cases (with correct and wrong velocity) the am-
plitude at the deepest layers is highlighted for TAKR operation. In other words,
the events presented better lateral continuity when compared with the TK re-
sult. We can observe these characteristics on the first events on the top of the
data, on the left side around 300 ns, and at the end in 700 ns.

5. CONCLUSIONS

In this work, a comparative analysis was performed on two Kirchhoff redatum-
ing operators: conventional and true-amplitude. When formulating both oper-
ators as variations of the same Kirchhoff integral operator, it become obvious
that the difference between them is strictly dynamical and is due to a geometri-
cal spreading correction factor at the stacking weight. This factor is responsible
for replacing the input geometrical spreading by one adjusted to the new mea-
surement surface. This difference is illustrated by numerical examples and one
GPR field data set application. Using these examples, we illustrated that both
operators fulfil their purposes, either preserving or adjusting the amplitudes.

Velocity sensitiveness analysies were also performed both analytically and
numerically. We demonstrated that the true-amplitude operator is more sensi-
tive to inaccuracies in the velocity field. While the conventional (amplitude-
preserving) operator amplitude errors remain low, the true-amplitude operator
amplitude errors increase (reaching 27% when in presence of 40% of velocity
error).

The feasibility of our results were demonstrated through their application
in GPR data acquired in a profile in Siple Dome-Antarctica. The TAKR and
KR application to the GPR data showed that, in both cases, the reflectors were
better delineated, presented better lateral continuity and the improved resolution
of the main events, specially when the layers were deeper.
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A b s t r a c t  

Volcanic ash clouds threaten the aviation safety and cause global 
environmental effects. It is possible to effectively monitor the volcanic 
ash cloud with the aid of thermal infrared remote sensing technology. 
Principal component analysis (PCA) is able to remove the inter-band cor-
relation and eliminate the data redundancy of remote sensing data. Tak-
ing the Eyjafjallajokull volcanic ash clouds formed on 15 and 19 April 
2010 as an example, in this paper, the PCA method is used to monitor the 
volcanic ash cloud based on MODIS bands selection; the USGS standard 
spectral database and the volcanic absorbing aerosol index (AAI) are ap-
plied as contrasts to the monitoring result. The results indicate that: the 
PCA method is much simpler; its spectral matching rates reach 74.65 and 
76.35%, respectively; and the PCA method has higher consistency with 
volcanic AAI distribution. 

Key words: remote sensing, principal component analysis (PCA), vol-
canic ash cloud, monitoring, aviation safety. 

1. INTRODUCTION 
The volcanic ash cloud, formed by the volcanic eruption, is usually consisted 
of pyroclastic particles, water vapor, SO2 and HCL, etc. These components 
can be combined to form acidic aerosols when they erupt into the atmos- 
phere troposphere, and cause global environmental problems (Wen and Rose 
1994, Flynn et al. 2001, Ellrod 2004, Thomas et al. 2005, Andronico et al. 
2009, Mastin et al. 2009, Webley and Mastin 2009). Currently, the civil air-
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crafts’ flight height is mostly 6-15 km and basically belongs to the tropo-
sphere. Once a large number of volcanic ash clouds appear in the strato- 
sphere layer, it will easily cause aviation security risks. Remote sensing can 
obtain the real-time information of volcanic ash cloud. Thereinto, the infra-
red remote sensing has been rapidly developed since the infrared light was 
discovered in the year 1800. At present, there are several thermal infrared 
satellite remote sensing sensors which have been widely used in the field of 
air pollution, sea surface brightness temperature and volcanic activity moni-
toring (Qin et al. 2001, Jiménez-Muñoz and Sobrino 2003, Liu et al. 2003, 
Qu et al. 2006, Yao et al. 2007, Krueger 1983, McCarthy et al. 2008, Filiz-
zola et al. 2007, Rose et al. 2008). In view of the significant impact of mas-
sive volcanic ash cloud on the global environment and aviation safety, how 
to detect volcanic ash cloud from remote sensing data has become one of the 
most important tasks in the volcanoes and security realms. 

Principal component analysis (PCA) is an effective mathematical method 
whose aim is to transform multiple indicators into a few composite indica-
tors using dimensionality reduction. It has been widely adopted in data com-
pression, feature extraction and pattern identification fields (Hillger and 
Clark 2002a, b, Hillger and Ellrod 2003). The monitoring of volcanic ash 
cloud produced by the large-scale volcanic eruptions has been carried out 
since the 1980s. Zhu et al. (2011) have used FY-3A remote sensing data to 
present shortwave infrared-thermal infrared volcanic ash (STVA) method, 
and have achieved a higher detecting precision. Hillger and Clark (2002a, b) 
have processed the moderate resolution imaging spectroradiometer (MODIS) 
data of Popocatepetl and Cleveland volcanic ash clouds with the PCA meth-
od, and have accurately identified the volcanic ash cloud distribution in the 
lower atmosphere. The essence of volcanic ash cloud monitoring is also 
a pattern recognition problem, and along with a certain relevance and data 
redundancy coming from each band of remote sensing data, although the 
PCA method has great application potential, there are relatively fewer stud-
ies on the volcanic ash cloud monitoring using PCA method, and the re-
search achievements are few. 

According to the physical-chemical properties of volcanic ash cloud, tak-
ing the MODIS data of Eyjafjallajokull volcanic ash clouds on 15 and 19 
April 2010 as the data source, this paper uses the PCA method to detect vol-
canic ash cloud with the aim to provide a reference for other volcanic ash 
cloud monitoring researches. Section 1 introduces the general situation and 
research status of volcanic ash cloud, Section 2 describes PCA basic princi-
ples and its realization process in remote sensing image, Section 3 is the de-
tailed detection process of volcanic ash cloud from MODIS images using 
PCA method, Section 4 gives detection results, and Section 5 presents the 
conclusions and discussions. 
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2. THEORETICAL  BASIS 
PCA method is a kind of dimensionality reduction method whose assump-
tion is that a given set of relevant variables is converted into another group 
of irrelevant variables by linear transformation, and these new variables are 
ordered sequentially in accordance with the variance in descending order 
(Lin et al. 2012, Zhao et al. 2012). 

2.1 PCA principles 
Suppose x is m-dimensional random vector, and the  E[x] = 0, the realization 
process of PCA is shown below. 

Step 1. Calculate:  Q = [x1 – x, x2 – x, …, xm – x]n×m,  in which 
1

1 m

j
j

x x
m �

� � , 

and then calculate matrix  R = QTQ  according to Q. 
Step 2. Calculate s maximum eigenvalues  �1 � �2 � …� �s  and correspond-
ing orthogonal eignvectors  v1, v2, …, vs  of R. 
Step 3. Calculate the eigenvectors  w1, w2, …, ws  of covariance matrix 
C = QQT/m. Hereinto, ,d d dw Qv ��  d = 1, 2, …, s,  and  W = [w1, w2, …, ws]. 
Step 4. Calculate the feature  Y = [y1, y2, …, ym]  of x, where  yp = WTxp,   
p = 1, 2, …, m. 

2.2 PCA realization process in remote sensing image 
According to PCA principles, the first principal component (PC 1) is re-
quired to have the largest possible variance, the second principal component 
(PC 2) is computed under the constraint that it is orthogonal to PC 1, and so 
forth (Lin et al. 2012). Next, this study takes the multispectral remote sens-
ing images with N bands as an example, and then describes the realization 
process of PCA method in multispectral remote sensing images. Hereinto, 
the PCs obtained from remote sensing images using PCA method are called 
principal component images (PCIs) (Hillger and Clark 2002a, b, Li et al. 
2011). 

Let E be the transformation matrix, and B the multispectral remote sens-
ing image with N bands, so the relationship between PCIs and the multispec-
tral remote sensing images can be explained as follows: 
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and, furthermore, we can rewrite the PCI as follows: 
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Similarly, the first principal component image (PCI 1) has the maximum 
variance and contains the maximum commonalities of each multispectral 
remote sensing image. Other PCIs often lay emphasis on the difference 
among the original remote sensing images, and this difference in a single 
original image is invisible. Besides, the noise (also called blemishes) appears 
primarily in the n-th principal component image (PCIn). 

3. REMOTE  SENSING  MONITORING  OF  VOLCANIC  ASH  CLOUD 
3.1 General situation of study area 
Iceland is located east of Greenland and immediately south of the Arctic 
Circle. Although its area is only 103 000 km2, it is known as the Fire Island 
of Polar Circle. The Eyjafjallajokull volcano is located to the southeast of the 
Reykjavik, and began to erupt in the evening on 20 March 2010. Subse-
quently, the Eyjafjallajokull volcano erupted violently again on 14 April 
2010. The volcanic ash cloud spread to Continental Europe and North Atlan-
tic by wind, causing most European airports to be closed; more than 1000 
flights were canceled, and the direct financial loss amounted to about hun-
dreds of billions of euros. According to the relevant documentation and me-
teorological conditions, the MODIS images on 15 and 19 April 2010 are 
eventually used in this study in the monitoring of the volcanic ash cloud 
(Fig. 1). 

 

 
                 (a)                                    (b)                                                       (c) 

Fig. 1: (a) MODIS image of Eyjafjallajokull volcanic ash cloud on 15 April 2010, 
(b) MODIS image of Eyjafjallajokull volcanic ash cloud on 19 April 2010, and 
(c) enlarged Eyjafjallajokull volcanic ash cloud, in which the red point is the 
Eyjafjallajokull caldera. 
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Figures 1a and b show the false color composite image of MODIS data 
band 2, 1, 3 acquired on 15 and 19 April 2010, respectively; the correspond-
ing center wavelengths of three corresponding bands are 0.859, 0.645, and 
0.469 μm. From Figs. 1a and b it is seen that the color of volcanic ash cloud 
is close to the one of the sea and land surface, so it is difficult to distinguish 
the volcanic ash cloud; it depends entirely on visual inspection. Figure 1c 
shows an enlarged image of the volcanic ash cloud and the volcanic caldera 
acquired from MODIS thermal infrared remote sensing images. As can be 
seen from Figs. 1a and c, when the volcanic ash cloud rushes upward and 
spreads southward and eastward by wind, the volcanic ash cloud components 
become thinner and spread out of the caldera’s periphery. However, the 
spreading volcanic ash cloud does not cover the volcanic caldera and the 
caldera is clear in Fig. 1c. 

3.2 PCA on the MODIS thermal infrared bands 
Due to the method of PCA processing and effective spectral bands selection 
with MODIS, the thermal infrared bands on 15 and 19 April 2010 are the 
same; this paper just takes the case of the volcanic ash cloud on 19 April 
2010. The MODIS sensor is an important remote sensor mounted in the 
Terra and Aqua satellites whose data can be freely received and used by 
worldwide users. MODIS sensor has a total of 36 discrete spectral bands, the 
spectral range covers the bands from visible to thermal infrared; its spatial 
resolutions are 250, 500, and 1000 m, respectively, and the maximum scan 
width is 2330 km. Spectral sensitivity is the relative efficiency of the signal 
as a function of the frequency of the signal; signal to noise ratio (SNR) is 
a measure that compares the level of a desired signal to the level of back-
ground noise. Both are an indication of the relative magnitude of the signal 
in these bands of the MODIS sensor, and are often used to evaluate its per-
formance (Table 1). 

In recent years, many researchers have been exploring the monitoring 
methods of volcanic ash cloud using different thermal infrared remote sen-
sors, especially the advanced, very high resolution radiometer (AVHRR) 
remote sensor. Because the MODIS sensor is an updated product of 
AVHRR, how to reasonably use MODIS data to obtain volcanic ash cloud 
should be considered in the future study. In order to verify the thermal infra-
red band’s sensitivity for the volcanic ash cloud in MODIS data (bands 
20-36, except of band 26), this study adopts PCA method to process the 
MODIS thermal infrared bands. According to PCA principle, when the 16 
thermal infrared bands are inputted, the corresponding 16 separated PCIs are 
obtained. The PCIs on 19 April 2010 are shown in Fig. 2. 

Generally speaking, the principal component information in PCIs is also 
called explained variance. The PCI 1 has the biggest principal component in- 
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Table 1  
The MODIS thermal infrared bands distribution and performance 

Bands Resolution 
[m] 

Band width 
[�m] 

Spectral sensitivity
[W/m2·�m·sr] 

SNR 
[k] 

20 1000 3.660-3.840 0.45 0.05 
21 1000 3.929-3.989 2.38 2.00 
22 1000 3.929-3.989 0.67 0.07 
23 1000 4.020-4.080 0.79 0.07 
24 1000 4.433-4.498 0.17 0.25 
25 1000 4.482-4.549 0.59 0.25 
27 1000 6.535-6.895 1.16 0.25 
28 1000 7.175-7.475 2.18 0.25 
29 1000 8.400-8.700 9.58 0.05 
30 1000 9.580-9.880 3.69 0.25 
31 1000 10.780-11.280 9.55 0.05 
32 1000 11.770-12.270 8.94 0.05 
33 1000 13.185-13.485 4.52 0.25 
34 1000 13.485-13.785 3.76 0.25 
35 1000 13.785-14.085 3.11 0.25 
36 1000 13.085-14.385 2.08 0.35 

 
formation of the original remote sensing images. As can been seen from 
Fig. 2, PCI 1 contains the vast majority of components’ information. In this 
study, the image background mainly includes meteorological clouds and 
land cover information: 
� For a meteorological cloud, the higher the meteorological cloud, the 

brighter the color. This is due to the different absorbed heat caused by 
varying height of the meteorological cloud. When the cloud is higher, its 
brightness temperature in the range of thermal infrared band will be lower 
and the color will be brighter due to the absorption of smaller amount of 
the earth radiation heat. When the cloud is lower, on the contrary, its 
brightness temperature is higher and the color is darker because of the 
absorption of much of the earth radiation heat; 

� For land cover information, the gray color of light means low brightness 
temperature and black means high brightness temperature; the gray color 
represents gradual changes of the brightness temperature between light 
gray and black. In PCIs, its color gradually changes from light gray to 
black; this indicates that the surface brightness temperature of land cover 
information changes from low to high. 
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(a)                                                              (b) 
 

(c)                                                                 (d) 

Fig. 2. PCIs of MODIS thermal infrared band acquired on 19 April 2010; (a), (b), 
(c), and (d) are PCI 1, 2, 4, and 8 images, respectively, other PCIs are basically noise 
information and are omitted. 

For the obtained PCIs, the volcanic ash cloud information is detected 
clearly only in PCI 1, 2, 4, and 8; as other PCIs are basically full of noise, 
they are all ignored in the study (Fig. 2). In addition, from the viewpoint of 
a contrast between volcanic ash cloud and background feature, PCI 4 is clear 
with significant contrast in all PCIs, it is followed by PCI 1 and 8; and PCI 2 
has less contrast. Even so, the distributions of volcanic ash cloud information 
are basically detected in the four PCIs. 

3.3 Selection of effective spectral bands 
In order to give a quantitative analysis of the detected volcanic ash cloud us-
ing PCI 1, 2, 4, and 8, the explained variance and SNR of different PCIs are 
calculated. According to the principle of diminishing amount, the PCIs con-
trasts of volcanic ash cloud are shown in Table 2. 
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Table 2  
PCIs contrasts of volcanic ash cloud 

PCI Contrast effect Explained variance 
[%] SNR 

4 Good ash signal 0.13 1.66 
1 Good ash signal, but cloud contamination 0.20 1.33 
8 Good ash signal, noisy 0.008 4.55 
2 Densest ash only, low contrast 0.011 1.58 
 
As can be seen from Table 2, the volcanic ash cloud information in the 

PCI 4 is that the cloud is obviously bright and has the biggest contrast to the 
image background and the best detection effect. The following one is PCI 8; 
although the contrast decreases and is between the volcanic ash cloud and 
the image background, the volcanic ash cloud can still be clearly detected; 
the volcanic ash cloud showing dark tones in PCI 1, the cloud shows bright 
tones, the land shows darker tones; the volcanic ash cloud shows dark tones 
in PCI 2, and the other features are basically in light tones. In addition, from 
the view of explained variance and SNR, the explained variance and SNR of 
PCI 4 have the best contrast effect, and reach 0.13 and 1.66, respectively, the 
explained variance and SNR of PCI 2 have the least obvious contrast effect, 
and reach 0.011 and 1.58, respectively. Thus, it has not been confirmed that 
the greater the explained variance and SNR value, the better the volcanic ash 
cloud contrast effect. 

Table 3 shows the contributions from MODIS bands to PCI with 
a better volcanic ash cloud detection effect. For PCI 4, the contribution rate 
of band 30 is the largest, it is followed by band 36; for PCI 1, the 
contribution rate of band 36 is the largest, followed by band 25; for PCI 8, 
the contribution rate of bands 31 and 32 are the largest, respectively, the 
contribution rate of other bands is relatively smaller; for PCI 2, the 
contribution rate of bands 29 and 32 are the largest. Taken together, for  
 

Table 3  
Contributions from MODIS bands to PCIs [%] 

PCI 20 25 29 30 31 32 33 34 36 
4 2 9 0 52 0 0 1 1 17 
1 3 13 3 10 2 0 2 5 55 
8 1 0 6 0 64 11 1 0 0 
2 0 0 32 3 1 26 0 0 0 

Total 6 22 41 65 67 37 4 6 72 
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PCI 9, 8, 16, and 14, band 36 has the largest contribution to the volcanic ash 
cloud with the total contribution rate of 72%; followed by bands 31 and 30, 
respectively, whose total contribution rates reach 67 and 65%. 

In addition, different combinations of PCIs are also able to reveal the ob-
ject feature under different circumstances. For example, PCI 9 is the essen-
tial difference between ozone band and long-wave CO2 band (corresponding 
to 9.7 and 14.2 �m); PCI 8 is mainly the difference between short-wave and 
long-wave CO2 band (corresponding to 4.52 and 14.2 �m); PCI 16 is the dif-
ference between long wave window band and nearby dirty window band 
(corresponding to 11.0 and 12.0 �m); PCI 14 is the difference between water 
vapor band and dirty window band (corresponding to 8.6 and 12.0 �m). For 
different application fields, we are required to select the suitable PCIs in 
terms of the actual situation. 

3.4 PCA on selected effective bands 
Through the above analysis, the thermal infrared bands 30, 31, and 36 in 
MODIS have the biggest contribution to the volcanic ash cloud PCIs. Next, 
taking the original bands 30, 31, and 36 of MODIS sensors as the data 
source, this study will detect the Eyjafjallajokull volcanic ash cloud using 3-
band PCA method on 15 and 19 April 2010, respectively. Figure 3 shows the 
selected MODIS images on 15 April 2010 and the corresponding PCIs. Fig-
ure 4 shows the selected MODIS images on 19 April 2010 and the corre-
sponding PCIs. 
From Figs. 3a-c and 4a-c it is seen that some fractus clouds have lower tem-
perature in the original band 36 and show light tones, while some other, 
stratiform clouds have higher equivalent black body temperature (TBB) and 
show gray color. This is so because the volcanic ash cloud in the early erup-
tion period and diffusion process contains a lot of heat and its brightness 
temperature is higher than that of TBB, which is more conventional. The 
brightness temperature characteristics of volcanic ash cloud in original bands 
30 and 31 are similar to that of band 36. During the day, the brightness tem-
perature of volcanic ash cloud is higher and the concentration is greater than 
that of meteorological clouds; all these factors make the image appear to be 
in dark tones. 

From Figs. 3d-f and 4d-f it follows that the distinction between the vol-
canic ash cloud and the image background in PCI 2 is most obvious. The 
volcanic ash cloud is gray and has a clearly visible edge, relatively uniform 
texture; it also highlights the texture and spectral characteristics of volcanic 
ash cloud. In stark contrast, the surrounding white scattered clouds have 
fragmentary and chaotic texture. Although PCI 3 contains a certain amount 
of noise, the volcanic ash cloud information is highlighted. Due to the car-
ried heat  and  radiation heat from itself,  the volcanic ash cloud’s  brightness 
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                        (a)                                       (b)                                      (c) 

 
                       (d)                                        (e)                                     (f) 

Fig. 3. The selected MODIS images and PCIs on 15 April 2010: (a)-(c) are the 
original bands 30, 31, and 36, respectively; (d)-(f) are PCI 1, 2, and 3, respectively. 

 
                       (a)                                        (b)                                    (c) 

 
                       (d)                                        (e)                                     (f) 

Fig. 4. The selected MODIS images and PCIs on 19 April 2010: (a)-(c) are the orig-
inal bands 30, 31, and 36, respectively; (d)-(f) are PCI 1, 2, and 3, respectively. 
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                                  (a)                                                                (b) 

 
                                 (c)                                                                 (d) 

 

                                (e)                                                                  (f) 
Fig. 5. The color histogram of the original bands and PCIs on 15 April 2010: (a)-(c) 
are the original bands 30, 31, and 36, respectively; (d)-(f) are corresponding PCI 1, 
2, and 3, respectively. 

temperature is higher than that of the surrounding land and cloud, and ap-
pears to be in dark tones. 

In order to more accurately evaluate the difference between the original 
multispectral remote sensing image and PCIs, in this study, the color histo-
gram of the original bands 30, 31, and 36 in MODIS and the corresponding 
PCI 1, 2, and 3 on 15 April 2010 (Fig. 5) and 19 April 2010 (Fig. 6) are cal-
culated. Figures 5a-c and 6a-c show that the color histogram of the bands 30, 
31, and 36 is very similar, and the three bands have high inter-band correla-
tion. On the contrary, the color histogram of PCIs in the Figs. 5d-f and 6d-f 
is completely different and has different spatial distribution. This indicates 
that the PCIs by PCA processing can effectively remove the inter-band cor-
relation among the original remote sensing images and greatly enhance the 
subsequent detection of volcanic ash cloud. 
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                                     (a)                                                                (b) 
 

                                    (c)                                                                (d) 
 

                                    (e)                                                                 (f) 
Fig. 6. The color histogram of the original bands and PCIs on 19 April 2010: (a)-(c) 
are the original bands 30, 31, and 36, respectively; (d)-(f) are corresponding PCI 1, 
2, and 3, respectively. 

3.5 PCIs noise elimination and segmentation 
To some extent, the PCIs can basically reflect the distribution of the volcanic 
ash cloud. In order to more clearly highlight the volcanic ash cloud informa-
tion in the practical applications, a further detection of the volcanic ash cloud 
from PCIs is necessary. The specific process is as follows:  
� Noise elimination of volcanic ash cloud. In some cases, there are some 

minor noises in PCIs. In order to overcome the problem, the 3 × 3 filter 
processing is used to process the three obtained PCIs, respectively. Stud-
ies show that when the covering area of the multispectral remote sensing 
data is large enough, the statistics law of each band and its linear process-
ing results in multispectral data basically present the normal distribution 
(Moghtaderi et al. 2007).  
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� False color synthesis. In order to display the volcanic ash cloud informa-
tion more clearly, in this study, the obtained PCIs which are processed by 
noise elimination were given red (R), green (G), and blue (B) colors, re-
spectively, and synthesized. 

� Color density division. According to the multivariate statistical analysis 
method, the density division can get the best effect when the divided rule 
is that the mean value of false color synthesis PCIs plus n times of the 
standard deviation. Combined with previous research experience and 
many experiments, it is the ideal way to divide the density into three 
classes in this study, and the three class rules are 2.0, 2.5, and 3.0 times of 
the standard deviation. The detected volcanic ash cloud information on 15 
and 19 April 2010 is shown in Fig. 7. 
Figure 7 shows that the volcanic ash cloud on 19 April 2010 mainly 

spread towards the south, and then it spread towards the east under the action 
of gravity and wind. For Class 1, 2, and 3, the concentration of volcanic ash 
cloud composition within Class 1 region is the greatest; followed by Class 2 
region, where the concentration is mediate; the concentration of volcanic ash 
cloud composition in Class 3 region is the thinnest. In addition, from the dis-
tribution point of volcanic ash cloud information, Class 3 is the most widely 
distributed one in the three classes of volcanic ash cloud region, it is fol-
lowed by Class 2; and Class 1, which has the smallest distribution area. Fur-
thermore, Class 1 distributes around the center of volcanic ash cloud; with 
the decrease of volcanic ash cloud concentration, Class 2 mainly locates 
around the Class 1, and the Class 3 distributes the peripheral region of vol-
canic ash cloud. In view of this, the usage of the PCA method yields a better  
 

(a)                                                    (b) 
Fig. 7. Detected volcanic ash cloud of Eyjafjallajokull volcano: (a) 15 April 2010, 
and (b) 19 April 2010. 
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detecting effect. This method is able to detect not only the shape 
characteristics of the volcanic ash cloud information but also the different 
concentration distribution of volcanic ash cloud components. And what is 
more, the contrast between the obtained volcanic ash cloud and PCIs 
background characteristics in PCIs is obvious. 

4. MONITORING  RESULTS 
In order to verify the detecting effects using PCA method, a comparative 
analysis was performed in this study on the spectral matching of volcanic 
ash cloud and volcanic absorbing aerosol index (AAI). 

4.1 Spectral matching of volcanic ash cloud 
In this study, the mineral spectral information of the United States Geologi-
cal Survey (USGS) standard spectral database is adopted. According to the 
wavelength interval of MODIS data, the reflectance data in the USGS stan-
dard spectral database has been resampled to correspond to MODIS bands, 
and its spectral curve is established corresponding to MODIS data. Similar-
ity matching between the spectral curve after the atmospheric correction and 
the standard spectral library of mineral ash after resampling is shown in 
Fig. 8.  

Fig. 8. The spectral curve matching rate of Eyjafjallajokull volcanic ash cloud on 15 
and 19 April 2010. 
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As can be seen from Fig. 8, the matching rate between the spectral curve 
and spectral library of volcanic ash cloud reached 74.65% on 19 April 2010 
and 76.35% on 15 April 2010, respectively. It shows that the volcanic ash 
cloud detection using PCA method has achieved good results. In addition, 
there are some significant differences within a certain wavelength area, such 
as 9-11 �m. Based on the analysis, it follows that the main cause is the ab-
sorption spectrum differences of thermal infrared bands in these wavelength 
ranges. And what is more, this is also consistent with the selecting basis of 
bands 30, 31, and 36 in this study. 

Although the actual situation nearby the Eyjafjallajokull volcano, for ex-
ample the snow-covered surface, ocean surrounding, atmospheric attenuation 
and terrain differences, reduces the detection precision of the volcanic ash 
cloud to some extent, the PCA method can still separate out the different 
object feature information from the mixed information in original remote 
sensing images based on decorrelation and elimination redundancy. There-
fore, the PCA method contributes to detect volcanic ash cloud from the re-
mote sensing image, and makes the detected volcanic ash cloud information 
closer to the actual distribution. 

4.2 Volcanic AAI 
The volcanic AAI is applied in this study, and it is calculated by the absorb-
ing characteristics of volcanic ash cloud in ultraviolet bands. The AAI on 15 
and 19 April 2010 is acquired by the 0.34 and 0.38 �m data of the global 
ozone monitoring experiment (GOME-2) sensor carried on the Metop-A sat-
ellite, and shown in Fig. 9.  
 

 

                              (a)                                                                   (b) 
Fig. 9. The AAI of Eyjafjallajokull volcanic ash cloud: (a) 15 April 2010, and 
(b) 19 April 2010. 
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Figure 9 shows that the maximum concentration position of volcanic 
AAI basically appears near the volcano and is close to the centric line of 
volcanic ash cloud. In this paper, the distribution of volcanic ash cloud im-
age on 15 and 19 April 2010 obtained by PCA method is similar to the AAI 
distribution; it accurately reflects not only the main part of the volcanic ash 
cloud distribution, but also a small amount of volcanic ash cloud distribu-
tion. Due to the lack of the ground measured data of the corresponding re-
gion, the volcanic ash cloud acquired by MODIS sensor is used to compare 
with that of volcanic AAI distributions. The results show that the proposed 
PCA method can get good monitoring effect of the volcanic ash cloud, and 
the monitored results have a high consistency and fitness with the volcanic 
AAI distribution. 

5. CONCLUSIONS  AND  DISCUSSIONS 
The PCA method not only removes the inter-band correlation and eliminates 
the data redundancy among the different remote sensing images, but also 
highlights the characteristics of different objects and improves the detection 
accuracy of thematic information. In this paper, the PCA method is used to 
detect the Eyjafjallajokull volcanic ash cloud from MODIS images on 15 
and 19 April 2010. Thereinto, the volcanic ash cloud has been detected with 
the aid of selection of effective spectral bands, PCA processing, noise elimi-
nation, and segmentation. And then, the spectral matching rate and volcanic 
AAI have been adopted to assess the detected volcanic ash cloud. The results 
show that PCA method has good effect in the detection of volcanic ash cloud, 
whose spectral matching rate of volcanic ash spectral reaches 74.65 and 
76.35%, respectively, and has high consistency with AAI distribution. The 
PCA method, which is used to detect the volcanic ash cloud from MODIS 
remote sensing images, has a certain theoretical significance and better prac-
tical values for volcanic activity monitoring and aviation safety. In compari-
son with other research methods (Hillger and Clark 2002a, b, Zhu et al. 
2011), the PCA method is much simpler and has a certain detection precision. 

Because different types of volcanic eruptions have different volcanic ash 
cloud components, the formed absorption spectrum characteristics are not 
exactly the same either. Although PCA method has a huge advantage in the 
field of volcanic ash cloud detection, it is necessary to select the suitable re-
mote sensing data and wavebands in terms of the actual situation of study ar-
ea and volcanic eruptions. In addition, compared to PCA method, indepen-
dent component analysis (ICA) method has some more obvious advantages 
in the field of remote sensing data processing and volcanic activity monitor-
ing (Qu et al. 2006, Li et al. 2013). It can not only remove the inter-band 
correlation among the different bands of remote sensing data, but also get 
mutually independent components, which has significant applications in vol-
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canic ash cloud detection. However, the related researches are rarely in-
volved, and this needs to be further discussed. 
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A b s t r a c t  

In geochemical logging, the standard capture gamma-ray spectra of 
Al, Mg, and K have no distinct characteristic energy peaks. This feature 
easily influences the spectral bands of characteristic peaks of other ele-
ments and thus affects the accuracy of calculating their concentrations. 
To study this influence, we constructed a model formation containing Al, 
Mg, and K, and employed the Monte Carlo N Particle Transport Code 
(MCNP) program to simulate their capture spectra. The results indicate 
that the calculated dry weights of Si are almost free from the influences 
of Mg, K, and Al. The ones of Ca and Fe are influenced, but only to a 
minor extent. The dry weight of S is concurrently influenced. Specifi-
cally, the K concentration causes S concentration to deviate significantly 
from its real concentration. By correcting for such influences, we can ob-
tain relatively accurate values. Data processing for a real well validates 
the finding that Mg, Al, and K in the formation influence the precision of 
calculation of other elements and also testifies to the effectiveness of the 
correction method. 

Key words: geochemical elemental logging, spectral stripping, elemental 
concentration. 
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1. INTRODUCTION 
In geochemical logging, fast neutrons emitted from neutron source enter the 
formation to collide with nuclides in the formation, leading to three kinds of 
prompt nuclear reactions, i.e., inelastic scattering, capture, and particle reac-
tions. In all three cases, the resultant nucleus in an excited state decays and 
yields gamma rays with energies which are characteristic of the particular 
nucleus in the formation. Therefore, we can discriminate types of formation 
elements by detecting gamma-ray energy and determine the elemental con-
tent by measuring the intensity of specific-energy gamma rays. Because the 
measurement spectrum of a formation can be assumed as a linear superposi-
tion of the standard spectra of all elements in the formation in certain por-
tions which add up to 1, with the standard elemental gamma-ray spectra, we 
can directly quantitatively analyze the mixed gamma-ray spectra of the 
measured formation to obtain the element’s relative yields which are not the 
actual elemental weight percent or dry weight in the formation and cannot be 
directly used to evaluate the formation’s mineralogy. The conversion factor 
between elemental relative yield and its dry weight is just the detection sen-
sitivity factor (or sensitivity factor in short). Then, according to the sensitiv-
ity factor of each element in the formation and the formation oxide closure 
model, the weight percent or dry weight of every major element in the rock 
matrix is obtained, so as to further identify mineral composition of the rock 
matrix. In actual logging, the internal media in a well will influence the 
measured formation spectrum. When the internal fluid in a well has a high 
mineral salt concentration, the available formation signal in the measured 
spectrum degrades, since the elemental Cl in the fluid is a major neutron ab-
sorber, whereas the statistical uncertainty increases. Barite in the internal 
fluid in a well is a gamma-ray absorber and will deform the measured spec-
trum. So, the calculated relative yields need to be corrected for these influ-
ences before they are used to calculate elemental dry weights (Ellis and 
Singer 2008, Helmer et al. 1967, Hertzog et al. 1989, Herron 1986, Chap-
man et al. 1987, Grau and Schweitzer 1989, Galford et al. 2009). 

When the source is Am-Be-source, geochemical logging usually utilizes 
the capture gamma-ray spectra to gain the elemental relative yields and dry 
weights. The main elements measured with this source include silicon, calci-
um, iron, sulfur, titanium, gadolinium, aluminum, magnesium, and potassi-
um, among which silicon, calcium, iron, sulfur, titanium, and gadolinium are 
the six important elements indicative of formation minerals, having large 
capture cross-sections and distinct characteristic peaks in standard spectra, 
so their concentrations can be directly obtained from analysis of the capture 
gamma-ray spectra. Hydrogen and chlorine neutron capture signals are also 
detected, but they are not used for mineralogical evaluations. 
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One important reason for calculating concentrations of different elements 
through quantitative analysis of energy spectra is the differences in standard 
spectra of different elements. The more unique a feature an element’s stand-
ard capture gamma-ray spectrum has, the better the measurability of the ele-
ment. For elements with similar standard gamma-ray spectra, it is very 
difficult to calculate their concentrations through energy spectral analysis 
precisely. The three skeleton elements, i.e., aluminum, magnesium, and po-
tassium, have no distinct characteristic peaks in their standard spectra, mak-
ing it difficult to obtain their concentrations from analysis of mixed 
formation spectra against their standard spectra; the standard capture gam-
ma-ray spectra of these three elements are shown in Fig. 1. As can be seen 
from Fig. 1, neither Mg nor K has a very distinct characteristic peak. Al has 
no distinct characteristic peak other than a characteristic peak at 7.70 MeV, 
which is very close to 7.64 and 7.28 MeV, the strong energy peaks of Fe. 
Therefore, during Am-Be-source chemical elemental logging, the concentra-
tions of elements Mg, Al, and K in the formation cannot be obtained through 
an analysis of capture spectra; instead, they have to be obtained by using 
other gamma-ray energy spectra logging methods. The new tool solutions, 
which are committed to improve the signal-to-noise ratio of formation re-
sponses by reducing undesired borehole and tool contributions, increase the 
energy resolution of spectra important for better differentiation of elements, 
which solves the identification of Al, Mg, and K to some extent (Galford et 
al. 2009, Radtke et al. 2012).  

       Fig. 1. Capture spectra of elements Mg, Al, and K. 
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MCNP5C, which can track photons according to the originating isotope, 
was used to carry out calculations for zero- and medium-porosity sandstone, 
limestone, and dolomite formations. On the basis of the detector response 
function, the MCNP5 simulation formation spectral responses for a geo-
chemical tool can produce the best match to laboratory measurements made 
in quarried and fabricated rock formations. So, in this paper we employ the 
MCNP5 program (Sweezy et al. 2004) to study the influences of Al, Mg, 
and K on the results of analysis of the four important elements, Si, Ca, S, and 
Fe, in some model formation for GEM tool (Galford et al. 2009) that intro-
duces additional hardware innovations to improve the signal-to-noise ratio of 
formation responses by reducing undesired borehole and tool contributions. 
The simulation results are used for developing corresponding correction 
methods. The processing of real well data will validate the effectiveness of 
the corrections.  

2. FORMATION  NOT  CONTAINING  MG,  AL,  AND  K 
The simulation model is a cylinder with a height of 2000 mm and a diameter 
of 1600 mm. The borehole well diameter is 200 mm, and the in-hole fluid is 
fresh water. The GEM tool that consists of A standard chemical americium-
beryllium neutron source and a large bismuth germanate (BGO) detector lo-
cated above the source is put against the well wall. Since the tally mode F8 
in MCNP5 is the tally of electronic pulse energy amplitude that records 
gamma ray energy deposition in formation tally cell, the count by F8 is more 
suitable for spectral logging, and close to the count of the actual logging in-
strument compared to other tally modes. Here F8 is used to record the in-
duced capture gamma-ray spectra of BGO detector. 

The formation swas deemed to be one entity filled with different vol-
umes of SiO2, CaCO3, FeCO3, CaSO4, and H2O; the major skeleton elements 
in the formation are Si, Ca, Fe, and S, as shown in Table 1. 

Table 1 
Volume contents of minerals in strata containing Si, Ca, Fe, and S 

Model Density 
[g/cm3] 

Mineral volume content [%] 
SiO2 CaCO3 CaSO4 FeCO3 H2O 

1 2.589 50 25 10 5 10 
2 2.690 45 30 15 5 5 
3 2.639 60 15 10 7 8 
4 2.597 65 20 5 3 7 
5 2.577 30 50 3 6 11 
6 2.548 20 45 20 2 13 
7 2.545 27 26 12 15 20 
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Fig. 2. Comparison between real dry weight and calculated dry weight of formation 
elements in Table 1. 

A constrained and weighted least-squares method is used to analyze sim-
ulated capture gamma-ray spectra of seven formations listed in Table 1 to get 
elemental relative yields because the method can ensure that physically fea-
sible solutions are obtained for the individual contributions, or elemental 
yields. We obtained the relative yields of four elements, Si, Ca, Fe, and S; 
then, according to the detection sensitivity factors of these four elements and 
depth normalization factors of the seven formations (Ellis and Singer 2008, 
Pang 1991, Pemper et al. 2006, Herron et al. 2002), we calculated the dry 
weights of Si, Ca, Fe, and S. Dry weights of four elements obtained from 
spectral analysis were compared with real dry weights of various elements in 
the formation, as shown in Fig. 2, in which the diagonal dashed lines are the 
equivalent lines of calculated values and real values of the formation. As can 
be seen in Fig. 2, the dry weights of Si, Ca, Fe, and S obtained from the 
spectral analysis have generally high precision, and their correlation coeffi-
cients relative to real values reach more than 0.998. Such high-precision  
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Fig. 3. Capture spectra of elements H, Si, Ca, Fe, and S. 

spectral analysis results are attributed to the quantitative analysis method and 
to the important fact that, in standard spectra of the major elements H, Si, 
Ca, Fe, and S, there is little interference among characteristic peaks. For ex-
ample, Ca’s full-energy peaks at 1.94 and 4.42 MeV, Si’s full-energy peak at 
3.54 MeV, S’s full-energy peak at 5.40 MeV, and Fe’s full-energy peaks at 
5.92 and 7.64 MeV are very distinct, with independent peak positions and 
high intensities, as shown in Fig. 3. 

3. SPECTRAL  ANALYSIS  RESULTS  OF  THE  FORMATION  
CONTAINING  MG,  AL,  AND  K 

Mg-bearing formation 
The formation volume was deemed to be 1, with different volumes of SiO2, 
CaCO3, FeCO3, CaSO4, and H2O. A certain volume of dolomite 
(CaMg(CO3)2) was added to the formation. The mineral volume contents of 
the formation models are shown in Table 2. Skeleton elements in these for-
mation models include H, Si, Ca, S, Fe, and Mg. 

According to the standard spectrum and detection sensitivity factor of 
each element and depth normalization factor of each formation, the mixed 
neutron-capture gamma-ray spectra of these formations were analyzed to get 
the dry weight of each element. Because Mg has no distinct characteristic 
peak, its concentration cannot be obtained from analysis of neutron-capture 
gamma-ray energy spectra. The dry weight of Mg has to be determined from  
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Table 2 
Volume contents of minerals in complicated Mg-bearing strata 

Model Density 
[g/cm3] 

Mineral volume content [%] 
SiO2 CaCO3 CaMg(CO3)2 CaSO4 FeCO3 H2O 

1 2.571 70 6 6 6 3 9 
2 2.625 65 8 14 5 2 6 
3 2.654 60 10 9 8 6 7 
4 2.663 55 12 17 9 2 5 
5 2.555 50 15 12 7 4 12 
6 2.590 45 18 16 8 3 10 
7 2.652 40 20 25 5 3 7 
8 2.716 35 28 23 6 4 4 
9 2.732 30 39 4 11 10 6 

10 2.677 25 18 35 4 8 10 
11 2.596 20 40 10 3 12 15 
12 2.784 15 30 30 15 6 4 
13 2.668 10 11 60 7 2 10 
14 2.629 5 60 13 7 5 10 

 
the lithology index Pe for litho-density logging. Assuming that the dry 
weight of Mg in the formation has been obtained, we can calculate the dry 
weights of elements Si, Ca, Fe, and S in various formations listed in Table 2 
by using an analytical algorithm. The results are shown in Fig. 4. 

As can be seen from Fig. 4, the three elements, Si, Ca, and Fe, in the Mg-
bearing formation still have very high spectral analysis precision, with corre-
lation coefficients between the calculated and real dry weights reaching 
about 0.99, but S has a distinctly lower spectral analysis precision, with the 
calculated value points distinctly deviated from the diagonal line. The analy-
sis of the standard spectra of elements Si, Ca, and Fe shows that each stand-
ard spectrum has two or more strong characteristic energy peaks that can be 
easily identified. Mg has little influence on the characteristic peak counts of 
these three elements; thus, Si, Ca, and Fe still have relatively high spectral 
analysis precision, being almost immune to the influence of Mg. Neverthe-
less, it can be known from the standard spectra of S that the strongest charac-
teristic peak is only one peak at 5.4 MeV, whereas the other characteristic 
peaks are relatively gentle or overlap with peaks of other elements, and the 
strongest characteristic peak of S at 5.4 MeV is of very weak contrast to 
those of Si, Ca, and Fe. Thus, the influence of the complicated and variable 
energy spectrum of Mg on the counts of the S characteristic peak will rela- 
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Fig. 4. Relationship of elemental concentration calculated from analysis of Mg-
bearing formation versus real concentration. 

tively increase, lowering the spectral analysis precision of S. However, since 
Mg appears relatively weak at 5.40 MeV, its influence on calculating S con-
centration is not great. 

Formation containing Mg and Al 
Deemed as one entity, the formation contains different volumes of SiO2, 
CaCO3, FeCO3, CaSO4, CaMg(CO3)2, and H2O, plus a certain volume of an-
orthite (CaAl2Si2O8). The mineral volume contents in the formation models 
are shown in Table 3. These formation models are based on those in Table 2, 
with Al added to their skeletons. 

Assuming that concentrations of elements Mg and Al have been ob-
tained, respectively, from the index Pe for litho-density logging and neutron 
aluminum activation logging (Herron and Herron 1996), we analyzed the 
mixed neutron-capture gamma-ray spectra of the above formation according  
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Table 3 
Volume contents of minerals in Al-bearing strata 

Model Density 
[g/cm3] 

Mineral volume content [%] 
SiO2 CaCO3 CaMg(CO3)2 CaAl2Si2O8 CaSO4 FeCO3 H2O 

1 2.574 64 6 6 6 6 3 9 
2 2.628 57 8 14 8 5 2 6 
3 2.659 48 10 9 12 8 6 7 
4 2.669 39 12 17 16 9 2 5 
5 2.619 30 15 15 20 7 4 9 
6 2.600 22 18 16 23 8 3 10 
7 2.662 14 20 25 26 5 3 7 
8 2.704 22 21 14 29 6 4 4 
9 2.685 26 15 4 32 11 6 6 

10 2.653 11 13 19 35 4 8 10 
11 2.626 12 25 10 38 3 4 8 
12 2.755 9 10 15 41 15 6 4 
13 2.618 2 4 31 44 7 2 10 
14 2.688 3 31 3 47 6 5 5 

 
to the standard spectrum and detection sensitivity factor of each element and 
depth normalization factor of each formation, and we obtained the dry 
weight of each element, as shown in Fig. 5. 

As can be seen from Fig. 5, Si concentration still has a relatively high 
spectral analysis precision. Compared with Fig. 4, at a high concentration of 
Ca, the calculated values deviate farther from the diagonal line and thus the 
spectral analysis precision decreases; for Fe, the calculated values deviate 
farther from the diagonal line, too, indicating that the spectral analysis preci-
sion of Fe concentration decreases. This can be explained from Fig. 6, which 
shows neutron-capture gamma-ray energy spectra of the SiO2–CaCO3 mixed 
formation and the SiO2–CaAl2Si2O8 mixed formation, where the Al-bearing 
stratum enables lower characteristic peaks of Ca, which causes the reduced 
spectral analysis precision of Ca concentration. The characteristic peak of Al 
at 7.70 MeV influences one characteristic peak of Fe, which is the cause of 
the reduced spectral analysis precision of Fe concentration. The lower the Fe 
concentration in the formation, the greater the influence of Al on the calcu-
lated Fe concentration. Compared with complicated Mg-bearing formation, 
the spectral analysis precision of S in the complicated formation containing 
Mg and Al does not vary much; as a whole, the calculated dry weight of S is 
kept consistent with its real dry weight. This indicates that, despite Mg and  
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Fig. 5. Comparison between real dry weight and calculated dry weight of each ele-
ment in Al-bearing formation. 
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bearing formation. 
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Al inducing an interfering peak effect on S and lowering the spectral analy-
sis precision of S such an influence is not especially great.  

Formation containing Mg, Al, and K 
Deemed as one entity, the formation contains different volumes of SiO2, 
CaCO3, FeCO3, CaSO4, CaMg (CO3)2, and H2O, plus a certain volume of or-
thoclase (KAlSi3O8). The mineral volume contents of the various formation 
models are shown in Table 4. Besides H, Si, Ca, Fe, and S, the formation 
contains three more elements: Mg, Al, and K. 

Table 4 
Volume contents of minerals in complicated K-bearing strata 

Model Density 
[g/cm3] 

Mineral volume content [%] 
SiO2 CaCO3 CaMg(CO3)2 KAlSi3O8 CaSO4 FeCO3 H2O 

1 2.566 64 6 6 6 6 3 9 
2 2.618 57 8 14 8 5 2 6 
3 2.643 48 10 9 12 8 6 7 
4 2.649 39 12 17 16 9 2 5 
5 2.593 30 15 15 20 7 4 9 
6 2.570 22 18 16 23 8 3 10 
7 2.628 14 20 25 26 5 3 7 
8 2.666 22 21 14 29 6 4 4 
9 2.643 26 15 4 32 11 6 6 

10 2.608 11 13 19 35 4 8 10 
11 2.576 12 25 10 38 3 4 8 
12 2.702 9 10 15 41 15 6 4 
13 2.561 2 4 31 44 7 2 10 
14 2.627 3 31 3 47 6 5 5 
 

After the concentrations of K, Mg, and Al are gained, respectively, from 
natural gamma-ray spectral logging, the Pe logging and aluminum activation 
logging (Herron and Herron 1996), the neutron-capture gamma-ray energy 
spectra data of these formations were analyzed, and the obtained relative 
yields of elements were converted to dry weight of each respective element, 
as shown in Fig. 7. 

Compared with Fig. 5, elements Si, Ca, and Fe in Fig. 7 have higher 
spectral analysis precision, with smaller differences between calculated dry 
weight and real one. This is because the energy spectra of Si, Ca, and Fe 
have many intense characteristic peaks, and any of these three elements in  
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Fig. 7. Comparison between theoretical and real values of each element in compli-
cated K-bearing formation. 

formation can generally keep at least one independent characteristic peak 
immune to interference from other elements and less affected by K. Al has 
one characteristic peak overlapping with one of Fe’s characteristic peaks, but 
it does not exert much influence on the spectral analysis result of Fe. Fig-
ure 7 clearly shows a greatly reduced spectral analysis precision of S, with 
the correlation coefficient between calculated dry weight and real dry weight 
falling to below 0.6, and calculated values of S are distinctly greater than the 
real values, which are considered to be distorted. This can be explained from 
Fig. 8, showing capture gamma-ray energy spectra of two formations: one 
composed of SiO2 and CaCO3, and the other composed of SiO2, CaCO3, and 
KAlSi3O8. The characteristic spectral band 5.0-6.0 MeV of K in the 
K-bearing energy spectra induces intense interference upon S’s characteristic 
peak at 5.40 MeV and increases the characteristic peak count of S. In fact, 
some of the counts of this enhanced characteristic peak of S originate from  
 



INFLUENCES  OF  AL,  MG,  AND  K  AND  THEIR  CORRECTIONS 
 

463 

Fig. 8. Mixed capture energy spectra of K-bearing and non-K-bearing formations. 

the characteristic peak count of K. For S, except for a distinct characteristic 
peak at 5.40 MeV, no other strong characteristic peak can control its spectra; 
thus, the spectral analysis result is greatly distorted. 

4. INFLUENCE  CORRECTIONS 
Taking Fig. 7c as an example where K distorts the spectral analysis accuracy 
of S, we subtracted the real dry weight of S in the formation from the calcu-
lated dry weight derived from spectral analysis to get the difference D, and 
with the difference D as the ordinate and the real dry weight of K in the for-
mation as the abscissa, we obtained the result shown in Fig. 9. As can be 
seen from Fig. 9, with increasing K concentration, the difference between 
the calculated dry weight and the real dry weight of S exhibits a linear in-
crease, indicating that this part of the difference is primarily caused by the 
influence of K concentration in the formation. 

A fitting of data points in Fig. 9 gives rise to a linear expression for the 
difference between calculated dry weight and real dry weight of S versus K 
concentration in the formation. With this relationship expression, we can 
correct the calculated dry weight of S according to the real dry weight of K 
in the formation. Correction of the calculated dry weight of S in Fig. 7c 
gives rise to the relationship between corrected S concentration and real dry 
weight, as shown in Fig. 10. Therefore, the corrected dry weight of S is rela-
tively close to the real dry weight of S in the formation, indicating that this 
correction method is relatively effective. There is still a certain deviation be- 
 

0 1 2 3 4 5 6 7 8

1E-6

1E-5

1E-4

1E-3

0.01

0.1

1

N
or

m
al

iz
at

io
n 

co
un

ts

Energy (MeV)

 (SiO2 CaCO3 stratum
 (SiO2 CaCO3 KAlSi3O8 stratum



W. WU  et al. 
 

464

Fig. 9. Influence of K concentration on calculated value of S. 

Fig. 10. Comparison between corrected dry weight and real dry weight of S. 

tween the corrected dry weight and the real dry weight of S, because the in-
fluences of Al and Mg on S are still present. If influences of Al and Mg are 
further corrected for according to the above method, then the corrected dry 
weight will further approach its real dry weight. It should be noted that the 
concentration of Al, Mg, or K influences the concentration calculation of 
elements Ti and Gd besides those of Si, Ca, S, and Fe, which needs to be in-
vestigated. 
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It need be emphasized that the correction method is dependent not only 
on the level of disturbing elements, but also on the level of the main tested 
elements. As a consequence, the method can give the true correction in 
a limited range of tested elements. 

5.  FIELD  EXAMPLE 
Chlorine in the borehole or formation fluid degrades the usable formation 
signals in the measured spectra and increases the statistical uncertainty for its 
major neutron absorber. Barite in the internal fluid in a well, a gamma-ray 
absorber, will deform the measured spectrum. In order to reduce the influ-
ences of barite and chlorine, we select well A with fresh mud and low forma-
tion water salinity. The mud in the borehole has no barite, and the formation 
containing elements Mg, Al, and K, is more complex than the simulation 
model used to determination of corrections. The constrained and weighted 
least-squares method is used to analyze capture gamma-ray energy spectra 
data of GEM tool to get relative yields of Si, Ca, Fe, and S. The correction of 
iron yields was done for the residual contribution from stainless steel in the 
tool. Then, these yields were converted into dry weights, as shown in 
Fig. 11. The solid lines represent elemental dry weights after correcting for 
influences of elements Mg, Al, and K based on elemental dry  
 

Fig. 11. Influences of Mg, Al, and K, and corrected real well data. 
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weights derived from spectral analysis using the constrained and weighted 
least-squares method; the discrete data points are real dry weights of ele-
ments derived from core experimental measurement. Before the corrections 
for the influences of Mg, Al, and K, we find that the calculated dry weight of 
Si is almost immune to, and the dry weights of Ca and Fe are less affected by 
Mg, Al, and K, whereas the dry weight of S is the most influenced and devi-
ate from the real values greatly. After the corrections, the real sulfur dry 
weights derived from core experiments are closer to the corrected elemental 
dry weights curve, indicating that the above correction methods are effec-
tive.  

6. CONCLUSIONS 
Spectral analysis of both model formation and real formation demonstrates 
that, in Am-Be-source chemical elemental logging, elements Al, Mg, and K 
in the formation will influence the calculation of concentrations of other 
elements. Mg hardly influences the analysis precision of concentrations of 
Si, Ca, and Fe and influences S concentration to a certain extent. Al influ-
ences the calculation of concentrations of Ca, Fe, and S a little but hardly in-
fluences Si. K influences other elements not so distinctly but does influence 
the S concentration calculation significantly. Such influences can be elimi-
nated by correction to obtain more accurate elemental dry weights. 
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A b s t r a c t  

A method to identify the P-arrival of microseismic signals is pro-
posed in this work, based on the algorithm of intrinsic timescale decom-
position (ITD). Using the results of ITD decomposition of observed data, 
information of instantaneous amplitude and frequency can be deter-
mined. The improved ratio function of short-time average over long-time 
average and the information of instantaneous frequency are applied to the 
time-frequency-energy denoised signal for picking the P-arrival of the 
microseismic signal. We compared the proposed method with the wave-
let transform method based on the denoised signal resulting from the best 
basis wavelet packet transform and the single-scale reconstruction of the 
wavelet transform. The comparison results showed that the new method 
is more effective and reliable for identifying P-arrivals of microseismic 
signals. 

Key words: micro-earthquake, P-arrival, ITD, time-frequency analysis, 
denoising. 

1. INTRODUCTION 
Microseismic monitoring technology provides a good method for monitoring 
rock mass rupture during exploration and excavation. For early warning of 
rupture and to prevent damage caused by rock mass fracture, a rapid and re-
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liable monitoring method is needed to detect and accurately identify the arri-
val of the first microseismic signal. 

As microseismic signals from mining activities usually propagate over 
short distances, the STA/LTA (the ratio of the Short Time Average over the 
Long Time Average) method of amplitude change is often used, with the 
first arrival of the P-wave taken as the trigger point. Although improved de-
tection functions were developed (Allen 1978, 1982, McEvilly and Majer 
1982, Baer and Kradolfer 1987, Earle and Shearer 1994), detecting the first 
arrival can result in a rough estimate because the accuracy of the STA/LTA-
based method depends on the length of the time window and the predefined 
threshold (Ma 2008). Ye et al. (2008) used the maximum energy ratio of two 
time windows to detect the first arrival of microseismic waves. With this 
method, the results are still affected by the length of the time window and 
the shape of the waveform. In other studies that identified the first arrival of 
seismic waveforms (Zhang et al. 2003, Bai and Kennett 2000, Liu et al. 
2013), large deviations exist between the real arrivals and the P-wave pick-
ing results (Dai and MacBeth 1995). 

To overcome the difficulties mentioned above, in this paper, we intro-
duce the method of intrinsic timescale decomposition (ITD) (Frei and Osorio 
2007) and propose a highly accurate and efficient algorithm for identifying 
the first P-arrival of microseismic signals. Based on the time-frequency-
energy denoised instantaneous amplitude and frequency information that 
was obtained, an algorithm that accurately identifies the P-arrival is present-
ed by using four parameters. Based on the instantaneous piece-wise constant 
amplitude and instantaneous frequency information, the thresholds for the 
identification scheme are easier to predefine and the adaptive calculation 
time window for the STA/LTA calculation can be derived. We apply this 
method to simulated and real data and show that the proposed method can 
accurately identify the first P-arrival of seismic signals, providing a feasible 
technological approach for detecting P-wave arrivals. 

2. INSTANTANEOUS  TIME-FREQUENCY-ENERGY  INFORMATION 
EXTRACTION  AND  DENOISING 

2.1 Inherent timescale decomposition algorithm 
Given the signal Xt, the operator L is defined whereby the baseline signal Lt 
can be extracted from the signal Xt so that the residual signal Ht is a proper 
rotation. Hence, Xt can be decomposed as Lt and Ht .  Let {�k, k = 1, 2, …} be 
the local extrema of Xt, Xk, and Lk denoted X(�k) and L(�k), respectively, then 
the baseline signal Lt on the interval  (�k , �k+1]  between successive extrema is 
as follows (Frei and Osorio 2007): 
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and � �is set as 0.5. The residual signal Ht is as follows: 

 .t t t tH HX X L� � �  (3) 

To make the residual function monotonic between extrema, as required 
for proper rotations, the baseline is constructed as a linearly transformed 
contraction of the original signal. Once the original signal is decomposed, 
the decomposition can be applied to the baseline signal again. The decompo-
sition procedure is iterated several times. Finally, the original signal can be 
decomposed into a series of proper rotation components of successively de-
creasing instantaneous frequencies at each subsequent level and a low-
frequency baseline signal. The decomposition iterative process is as follows 
(Frei and Osorio 2007): 
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where HLkXt is the proper rotation of the (k + 1)th level, and LpXt is the ex-
tracted lowest frequency baseline. 

Through the operator L, the inherent information of the original signal Xt 
(for example the extremum position) can be passed down to the baseline and 
the residual parts. The residual component Ht and baseline Lt can be mono-
tonic on the interval (�k , �k+1], the extrema  {�k , k � 1}  of Ht coincide with the 
extrema of Xt , and the extrema  {�k , k � 1}  of Xt are the extrema or inflection 
points for Lt . The initial decomposition of the signal on the interval [0, �1] 
can be extended to values of  t < 0  by reflections. Incomplete waves at the 
beginning and/or end of Ht , i.e., data prior to the first zero up-crossing or af-
ter the last zero up-crossing may be treated according to these definitions 
over the appropriate subinterval of [t1, t5]. Ht is a proper rotation on the in-
terval [�1 , �N] for any  N � 1. The proof is as follows (ITD; Frei and Osorio 
2007). 

Assuming that Xt has a local maximum at �k and adjacent local minima at 
�k-1  and  �k+1 , then Ht has a local maximum at �k and is monotonic on [�k+1 , �k] 
and on [�k , �k+1] because: 
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where  �K = (Lk – Lk–1)/(Xk – Xk–1), �k. 
If Xt is monotonic on [�k-1 , �k] and on [�k , �k+1], then Ht is monotonic on 

[�k-1 , �k]  and on  [�k , �k+1]. 
If  Lk–1 > Xk–1 ,  Lk+1 > Xk+1 , and Lk < Xk  then  Hk–1 = Xk–1 – Lk–1 < 0,  

Hk = Xk – Lk > 0,  and  Hk+1 = Xk+1 – Lk+1 < 0. Therefore, Ht has a local maxi-
mum at  t = �k. 

2.2  The extraction of instantaneous information 
When a microseismic signal is decomposed into a series of intrinsic rotation-
al components and a low-frequency baseline signal using ITD, the inherent 
instantaneous time-frequency-energy information of the input signal can be 
obtained by analyzing the morphology and other features of the waves. Spe-
cifically, for the intrinsic rotational components, based on the single waves 
and their monotonic segment between adjacent extrema, we get the instanta-
neous amplitude information, which is piece-wise constant, and the constant 
value is determined by the extremum values of the proper rotations between 
zero crossings from the signal Xt. For one full wave (i.e., the portion of the 
signal between successive zero up-crossings) at a time, the instantaneous 
amplitude information is as follows (Frei and Osorio 2007): 

 1 1 3

2 3 5
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where  A1 > 0  and  A2 > 0  are the absolute amplitude of the positive and 
negative half-waves between successive zero up-crossings t1 and t5, respec-
tively, and t2 is the time of the positive half-wave maxima (A1), t3 is the time 
of the zero down-crossing, and t4 is the time of the negative half-wave mini-
ma (�A2). 

In accordance with the instantaneous amplitude, the instantaneous fre-
quency is also piece-wise constant and can be computed between times of 
successive extrema of the ITD-generated proper rotation components, as fol-
lows (Frei and Osorio 2007): 
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For simplicity, an alternative way to write the instantaneous period is 
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At the beginning of a proper rotation component, the incomplete waves, 
i.e., the data prior to the first zero up-crossing, or the incomplete waves at 
the end of a proper rotation component, i.e., the data after the last zero up-
crossing, may be processed according to these definitions over the appropri-
ate subinterval of  [t1 , t5]. 

2.3  ITD-based time-frequency-energy denoising 
The accuracy of the detection of the first arrival is dependent on the SNR of 
the recorded signals; therefore denoising is an important stage of the arrival 
detection process. It is necessary to reduce the interference noise of the 
microseismic signals as much as possible. As any slight noise, distortion, or 
phase shift on the first arrival can result in an incorrect time picking 
(Galiana-Merino et al. 2003), a denoising method based on ITD (Zhang et 
al. 2012) is more suitable for detecting the seismic signal because the abrupt 
change of the amplitude at the beginning of the first pulse is preserved. We 
therefore apply the ITD method to the microseismic signals. 

To carry out ITD-based time-frequency-energy denoising, two steps are 
needed: (i) the instantaneous frequencies and instantaneous amplitudes are 
extracted for each of the ITD-generated proper rotation components of the 
original signal; and (ii) the denoised components are obtained by using the 
amplitude thresholds and period (frequency) thresholds. 

The decomposition levels are dependent on the ratio of the average am-
plitude energy of the denoised components to the amplitude energy of the to-
tal denoised signal. Generally, we used the first several components 
containing the main frequency bands of a microseismic event. Ultimately, 
the time-frequency-energy denoised instantaneous amplitude signal and fre-
quency characteristics were obtained for the first pulse detection. 

Figure 1 illustrates the process of ITD-based time-frequency-energy 
denoising. First, a synthetic signal was generated at frequencies of 6, 7, and 
10 Hz (Fig. 1a). The synthetic signal begins at 3 s, using a sample frequency 
of 200 Hz. The pure synthetic signal was contaminated with Gaussian noise 
so that the SNR is 10 dB (Fig. 1b). Figure 1c shows the original decomposed 
piece-wise constant instantaneous amplitude of the first four components, 
and Fig. 1d shows the original piece-wise constant instantaneous period of 
the first four components. Figure 1e shows the denoised instantaneous am-
plitude of the first four components, and Fig. 1f shows the filtered instanta-
neous period of the first four components. Using the ITD method, the level-
dependent amplitude thresholds and frequency thresholds were applied ac-
cording to the noise samples, which were several seconds ahead of the signal 
(Zhang et al. 2012); meanwhile the denoised instantaneous amplitudes were 
filtered by the high-frequency thresholds and the instantaneous period in- 
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Fig. 1. Denoising process for a contaminated synthetic signal using the ITD method:
(a) pure synthetic signal generated by several sine waves damped by an exponential,
(b) synthetic signal contaminated by Gaussian noise, (c) the original piece-wise con-
stant amplitude of the first four components, (d) the original piece-wise constant pe-
riod of the first four components, (e) time-frequency-energy denoised instantaneous
amplitude of the first four components, (f) filtered instantaneous period of the first
four components, (g) denoised amplitude from the first three amplitude components,
and (h) equivalent period calculated from the first two components. 
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formation was also dependent on the denoised amplitude information. The 
extrema of the denoised discomposed components coincide with those of the 
original signal, and the instantaneous period components are in good agree-
ment with the instantaneous amplitude components, demonstrating the ad-
vantage of the proposed method for first arrival detection. 

Table 1 presents the average amplitude and frequency of the denoised 
first four components. The two maximum energy components of levels 2 and 
1 account for 80% of the total energy. The energy from level 4 and subse-
quent levels comprises nearly 9% of the total energy, the frequency of level 
3 is lower than the generated frequency, and further decomposition is not 
needed. The sum of the first three amplitude components that contain the 
components of the three maximum energy levels as the instantaneous ampli-
tude information is reasonable (Fig. 1g). We use the equivalent period as the 
instantaneous frequency information (Fig. 1h). The equivalent period is the 
energy-weighted sum of the frequency components by the average amplitude 
ratio of the two maximum energy components. The equivalent average fre-
quency of levels 2 and 1 is 6.89 according to this conversion which is a good 
estimate of the main frequency of 7. 

Table 1  
Average amplitude and frequency of the denoised components 

Component
level 

Average frequency
[Hz] 

Average  
amplitude 

Amplitude ratio
[%] 

1 6.92 0.0098 11.2 
2 6.88 0.0602 69.0 
3 3.76 0.0095 10.9 
4 1.39 0.0033 3.8 

 

3. THE  PROPOSED  ALGORITHM 
An algorithm for the first pulse identification was proposed based on the 
denoised piece-wise constant amplitude and the equivalent period (frequen-
cy) information. First, the thresholds of the instantaneous amplitude ratio 
(STA/BTA) and the instantaneous period (FSTA) were predefined. STA is 
the maximum amplitude of the half-wave that the detected point belongs to, 
BTA is the maximum amplitude of the wave that the previous point belongs 
to, and FSTA is the instantaneous period average of the half-wave that the 
detected point belongs to. When STA/BTA and FSTA exceed their prede-
termined thresholds, the average amplitude ratio (LTA/BTA) and the aver-
age period (FLTA) in the next period of time of the signal will be calculated 
based on the information of that period. LTA and FLTA are the long-term-
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average amplitude and the average period of the next consecutive period 
time related to the detected point, respectively. When LTA/BTA and FLTA 
are larger than their predetermined thresholds, this indicates that a micro- 
seismic event is occurring. The first two parameters ensure that the instanta-
neous amplitude and period are consistent with a microseismic event. The 
last two parameters can prevent a false detection caused by individual dis-
turbance fluctuations. The detailed steps are as follows: 

� The original signals are decomposed by ITD and the components of 
the first three or four levels are generated; the four components generally 
contain the three maximum energy levels and include the main frequency 
bands of the original signals. 

� Instantaneous amplitude and period (frequency) information is ex-
tracted from the decomposition components. The instantaneous amplitude 
components are denoised and the period components are filtered by level-
dependent amplitude thresholds and level-dependent period thresholds, re-
spectively. The denoised instantaneous amplitude is filtered by the high-
frequency threshold and the instantaneous period is also dependent on the 
denoised amplitude information; thus, the amplitude and period information 
are interdependent. 

� The first several levels (generally three levels) of the denoised am-
plitude components are summed as the instantaneous amplitude information; 
these components contain the two maximum energy levels. The energy-
weighted period components of the two maximum energy levels are summed 
as the equivalent period information; the weighted coefficients may be de-
termined by the average amplitude ratio of the two maximum energy levels 
(such as levels 1 and 2 in Table 1). 

� STA/BTA and FSTA are detected for each point. When FSTA and 
STA/BTA are higher than the two predefined thresholds, the next step is fol-
lowed. 

� LTA and FLTA of the next consecutive period time connected with 
the detected point are calculated. The optimum time window for calculating 
LTA and FLTA depends on the period information. If LTA/BTA and FLTA 
are higher than the two thresholds then a phase arrival is affirmed and the 
first-arrival time is determined.  

The first-arrival is defined as the first sample where all four parameters 
(STA/BTA, FSTA, LTA/BTA, and FLTA) exceed their thresholds. As the 
instantaneous piece-wise constant amplitude is determined by the extremum 
values between the zero crossings rather than by the transient amplitude, it is 
easy to predefine the amplitude threshold for the first-arrival detection be-
cause the abrupt extremum value is far larger than the low transient ampli-
tude value at the beginning of a pulse. For a routine transient amplitude 
signal, because of the low transient amplitude at the beginning of the first 
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pulse, the threshold is difficult to predetermine and often gives false picking 
results. Based on the period (frequency) information of the signal, the loca-
tion of the next wave information can be determined; therefore, the adaptive 
time window can be obtained for the proposed algorithm.  

It is worth mentioning that as the proposed scheme is applied to the pre-
viously denoised signal, there may be a number of samples preceding the 
first arrival that were reduced to zero or to a very low value, which could 
produce a low BTA value. Therefore, stability factors should be introduced 
when calculating the ratio-related values. 

4. MODELING  RESULTS  BY  MATLAB 
To evaluate the proposed method, first-arrival identification was performed 
for the contaminated synthetic signal of Fig. 1b, first by the proposed meth-
od and then using the wavelet transform (WT) method, and the results were 
compared. 

The first-arrival detection of the proposed method is illustrated in 
Fig. 2a. The equivalent periods were calculated from the instantaneous peri- 
 

Fig. 2. First-arrival identification by two methods for the contaminated synthetic 
signal shown in Fig. 1b: (a) the absolute denoised amplitude and equivalent period 
used by the proposed method and the picking result, (b) the local magnified drawing 
near the picking results of Fig. 2a, (c) the normalized absolute reconstructed signal 
used by the WT method and the picking result, and (d) the local magnified drawing 
near the picking results of Fig. 2c. 
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od components of levels 1 and 2; the energy weighted coefficients are the 
average amplitude ratios of the two maximum energy components. The in-
stantaneous amplitude signals used the sum of the first two denoised ampli-
tude components including the two maximum energy levels. The thresholds 
of FSTA and FLTA were estimated based on the equivalent period threshold 
for period filtering and the average equivalent period, respectively. The 
thresholds used for STA/BTA, LTA/BTA, FSTA, and FLTA were 1.5, 1.5, 
0.03, and 0.06, respectively. The automatic first-arrival picking result was 
3.000 s, indicated by the vertical dashed line. 

The WT method of first-arrival detection uses the normalized single-
scale reconstructed signals by wavelet transformation of the denoised sig-
nals. The denoised signals were obtained through the optimum wavelet 
packet transform methods by using a node-dependent threshold of the noise 
(Zhang et al. 2011). The first-arrival times were detected by the parameter 
thresholds of STA/LTA and LTA. When the ratio of STA/LTA and LTA ex-
ceeded their predetermined thresholds, the first P-arrival time was identified 
(Galiana-Merino et al. 2007) 

The Daubechies 8 orthogonal mother wavelet (Daubechies 1992) was 
employed, four levels of decomposition were used for the WT algorithm, 
and a normalized single-scale reconstructed signal of the 4th scale was ob-
tained for the first-arrival detection. The normalized absolute single-scale re-
constructed signal used by the WT method is shown in Fig. 2c. The 
calculation time windows used for the WT algorithm were: an STA window 
of 20 samples (the sampling rate of the signal was 5 ms, equivalent to one 
period of a 10-Hz pulse), an LTA window of 80 samples (four times the 
STA window length). The threshold of STA/LTA was 2.6, and that of LTA 
was 0.002. The automatic picking result indicated by the long vertical 
dashed line is 3.000 s. 

Figure 2b and d shows a magnified view of Fig. 2a and c near the first-
arrival picking results of the two methods, respectively. The picking point of 
each method is indicated by a vertical dashed line. 

For the proposed method, the instantaneous amplitude and equivalent pe-
riod of the original signal are obtained, and the denoised amplitude preserves 
the sudden change of amplitude at the beginning of the first pulse, as well as 
prevents the distortion and phase shift phenomenon (Fig. 2b). Moreover, the 
instantaneous equivalent period of the original signal that is consistent with 
its amplitude information provides an important evaluation criterion for the 
first pulse identification. This suggests that the proposed method provides 
better identification of the first pulse. The WT denoised waveform (Fig. 2d) 
is smooth; however, because of the inherent characteristic of the wavelet, 
distortion, and a phase-shift phenomenon occur in the denoised reconstruct-
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ed signal at the beginning of the first arrival; this can easily lead to an identi-
fication of the first arrival earlier than it actually was. 

5. APPLICATION  EXAMPLES 
Two applications of the two methods are illustrated as follows.  

Figure 3 shows the first-arrival picking results for manmade blasting 
signals of high SNR using the two methods mentioned above. The six 
original signals of the manmade blasting are shown in Fig. 3a. The equiva-
lent periods used by the proposed method are presented in Fig. 3b. In 
Fig. 3c, the denoised amplitude information used by the proposed method 
and the denoised normalized single scale reconstructed signals used by the 
WT method are compared with the original signals.  

For the first arrival detection by the proposed method, the first maximum 
energy level is level 2 and the second maximum energy level is level 3 for 
all signals. Therefore, the equivalent periods were all calculated from the in-
stantaneous period components of levels 2 and 3; the instantaneous ampli-
tude signals used the sum of the first three amplitude components including 
the two maximum energy levels. The first component of level 1 can be ig-
nored because of its very low energy and high frequency. The identification 
thresholds used here for STA/BTA, LTA/STA, FSTA, and FLTA are 1.5, 
1.5, 0.002, and 0.004, respectively.  

For the first arrival detection by the WT method, the threshold of 
STA/LTA was 2.6, and that of LTA was 0.001. The main frequency band 
derived from the FFT of the original signals was 10-60 Hz. The time win-
dows for the calculation were: an STA window of 50 samples (the sampling 
rate of the signal is 0.2 ms, equivalent to half a period of a 50-Hz pulse), and 
an LTA window of 200 samples (four times the STA window length). 

Table 2 shows the automatic picking results of the proposed method and 
the WT method and their errors compared with the manual picking results. 
As the original manmade blasting signals have a high SNR, the manual re-
sults have small errors compared with the real results. The difference be-
tween the automatic picking results and the manual results may be taken as 
the errors of the picking results.  

The first-arrival picking results for low SNR microseismic signals by the 
two automatic methods are shown in Fig. 4. Figure 4a shows the waveforms 
of six microseismic signals recorded in a mine. The equivalent periods used 
by the proposed method are presented in Fig. 4b. The amplitude information 
used by the proposed method and the normalized reconstructed signals used 
by the WT method compared with the original signals near the picking re-
sults are shown in Fig. 4c. 

In the proposed method, the two maximum energy levels are levels 2 
and 3 for signals S1-S6  except of S4;  the maximum energy level  for  S4  is 
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Table 2  
Picking results comparison of manmade blasting waves 

Signal 
number 

Manual  
results 

Proposed method WT method 
Results Error* Results Error* 

1 7.7030 7.7038 0.0008  7.7062 0.0032 
2 7.7030 7.7014 –0.0016  7.6970 –0.0060 
3 7.7020 7.7008 –0.0012  7.6962 –0.0058 
4 7.7010 7.7020 0.0010  7.7032 0.0022 
5 7.7070 7.7048 –0.0022  7.7106 0.0036 
6 7.7010 7.6998 –0.0012  7.6960 –0.0050 

*)The error means the difference between the manual picking result and the auto-
mated methods result. 

level 1. For consistency, the amplitude signals and the equivalent periods 
were calculated by using the first two maximum energy levels for all the sig-
nals. The thresholds for STA/BTA, LTA/STA, FSTA, and FLTA were 1.5, 
1.5, 0.001, and 0.002.  

For the WT method, the threshold of STA/LTA was 2.6 and the thresh-
old of LTA was 0.003. The main frequency band of the original signals was 
50-150 Hz. The time windows for the calculation were: an STA window 
of 50 samples (signal sampling rate of 0.2 ms, equivalent to a period of a 
100-Hz pulse), and an LTA window of 200 samples (four times the STA 
window length). 

Table 3 shows the automatic picking results of the proposed method and 
the WT method and their errors compared with the manual picking results. 
As the microseismic signals have low SNR, the manual results are less relia-
ble than those of the manmade blasting signals. The errors of the automatic 
picking results were also estimated from the difference between the automat-
ic picking results and the manual results. 

Comparing the results from Tables 2 and 3, the errors of the WT method 
were bigger than the errors of the proposed method in most cases, and were 
less than those of the proposed method in a few cases. For high SNR signals, 
the differences between the proposed method and the manual results are less 
than 0.00±0.002 s in most cases; for low SNR signals, the errors of the pro-
posed method are within 0.00±0.003 s in most cases; if the discomposed 
components of level 4 were included in the amplitude and the period infor-
mation for low SNR microseismic signals, the errors between the proposed 
method and the manual results would be less, especially for signal S6 in 
Fig. 4. 

In fact, the WT denoised signals were roughly the same as the ITD 
denoised signals in most cases.  For the high-SNR signals,  the WT denoised 
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Table 3  
Picking results of the microseismic signals  

Signal 
number 

Manual  
results 

Proposed method WT method 
Results Error* Results  Error* 

1 5.1250 5.1262 0.0008 5.1322 0.0072 
2 5.1220 5.1224 0.0004 5.1216 –0.0004 
3 5.1210 5.1224 0.0014 5.1172 –0.0038 
4 5.1200 5.1202 0.0002 5.1352 0.0152 
5 5.1230 5.1200 –0.0030 5.1228 –0.0002 
6 5.1190 5.1244 0.0054 5.1168 –0.0022 

*)The error means the difference between the manual picking results and those of the 
automated methods. 

signals showed excellent accuracy and were smoother, especially for the first 
wave arrival. The main reason for the bigger picking errors of this method is 
the criterion for the first-pulse identification. For signals in the wide main 
frequency bands, only amplitude information can be used for the detection, 
and parameters such as the window length and thresholds which affect the 
accuracy of the picking results are difficult to determine, especially for low 
SNR signals. For low SNR signals, there are obvious noise wave in the 
denoised reconstructed signals, which may lead to incorrect picking results. 
The picking results of the WT method depend mostly on the LTA threshold; 
thus, when the time window or the thresholds change, the results will change 
accordingly.  

For the ITD method, the denoised signals preserved the sudden change 
of the amplitude at the first-arrival, as well as extracting the period infor-
mation consistent with the instantaneous amplitude. These two features 
make it easy to establish the evaluation criterion for the first-arrival identifi-
cation. For every point, using the instantaneous piece-wise constant ampli-
tude equal to the extremum value of the instantaneous half-wave that the 
point belongs to instead of the point’s transient amplitude, makes the ampli-
tude threshold easier to preset. The instantaneous equivalent period of the 
original signals was used not only for the evaluation criterion, but also for 
determining the location of the consecutive wave; therefore, the time win-
dows can be adaptively determined. The thresholds of the proposed method 
were estimated based on the reference values from the period information 
and the picking time results were stable. These are the main advantages of 
the proposed ITD method, suggesting that in most cases the results of the 
proposed method are more reliable and stable than those of the WT method. 
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6. CONCLUSIONS 
Using the time-frequency-energy denoised amplitude signals and the filtered 
equivalent period (frequency), we present a method for detecting first-arrival 
signals and apply it to simulated signals and manmade blasting signals of 
high SNR and microseismic signals of low SNR for automatic first-arrival 
detecting. 

The instantaneous amplitude and equivalent period information for the 
first-arrival identification were obtained by the proposed method using sev-
eral decomposed component levels. In general, the first decomposed compo-
nent of level 1 has some effect on the long-term-average amplitude and the 
average period for the first pulse identification in some cases; the second and 
third components are effective signals – the two maximum energy levels that 
contain the dominant frequency bands. The amplitude information uses the 
sum of the first several instantaneous amplitude components which should 
include the two maximum energy levels. The equivalent period information 
uses the energy weighted sum of the period components of the two maxi-
mum energy levels weighted by their average amplitude ratio.  

The first pulse identification depends on four amplitude thresholds and 
period thresholds, including the instantaneous amplitude ratio and instanta-
neous period, and the average amplitude ratio and average period of the next 
waves connected with the detected point. The denoised piece-wise constant 
amplitude is used for each point to detect the first arrivals; the abrupt ampli-
tude at the beginning of the first pulse makes the amplitude threshold easy to 
preset. The period thresholds were estimated based on the extracted period 
information. According to the equivalent period information, the adaptive 
time window was obtained for long-time average amplitude calculation.  

When the sampling frequency is low, the abrupt amplitude information 
at the beginning of the first arrival pulse is retained in the proposed method; 
for the WT method, because of the inherent characteristics of the wavelet, 
there exists a distortion and phase shift phenomenon at the beginning of the 
first arrival in the denoised signals. Thus, the picking accuracy of the pro-
posed method is less influenced by the sampling frequency of the original 
signals compared with that of the WT method. 

Compared with the WT method, in most cases, the picking results of the 
proposed method were stable, more effective, and more reliable. The devia-
tions between the results of the proposed method and the manual results are 
within 0.00±0.003 s in most cases, less than those of the WT method. The 
proposed method showed better performance in identifying P-arrivals of 
microseismic signals. 
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A b s t r a c t  

An experimental and theoretical identification of hydrodynamic 
equilibrium for sediment transport and bed response to wave motion are 
considered. The comparison between calculations and the results of labo-
ratory experiments indicates the linear relation between sediment trans-
port rate and the thickness zm of bed layer in which sediments are in 
apparent rectilinear motion. This linear relationship allows to use the first 
order “upwind” numerical scheme of FDM ensuring an accurate solution 
of equation for changes in bed morphology. However, it is necessary to 
carry out a decomposition of the sediment transport into transport in on-
shore direction during wave crest and offshore direction during wave 
trough. Further, the shape of bed erosion in response to sediment trans-
port coincides with the trapezoid envelope or with part of it, when some 
sediments still remain within it. Bed erosion area is equal to the one of 
a rectangle with thickness zm. 

Key words: hydrodynamic equilibrium, linear equation of morphologi-
cal changes, thickness of eroded/accumulated sediment, sand trap. 
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1. INTRODUCTION 
In the coastal zone there is a strong impact of waves and currents on the bed 
resulting in almost permanent movement of sediment closely related to the 
variability of bed shape. The importance of the sediment movement within 
the coastal areas emphasizes the need for mathematical description of sedi-
ment transport and bed morphology. Cyclic erosion and accumulation proc-
esses, due to the volume of transported sediment, induce dynamic equili- 
brium of the local seabed. Thus, to describe the bed morphology changes, it 
is possible to use conservation laws concerning transport of sediments and to 
use numeric models in order to determine the prediction of changes in the 
spatial variation of sediment transport within the coastal zone. Hence, mor-
phological models of the coastal zone are essential to predict changes in 
bathymetry within the coastal zone. They also allow for the analysis of 
changes in bed elevations in areas in the vicinity of hydraulic structures at 
the stage of design, construction and use. 

Changes in the elevation of the bottom level can be determined by the 
solutions of the commonly used equation of conservation of mass (Exner 
equation, e.g., Yalin and da Silva 2001) for bed sediment transport. For the 
one-dimensional case this can be written as follows: 

 ( )1 0 ,
1

xb

p

qz
t n x

��
� �

� � �
 (1) 

where zb is the bed level elevation [m], x is a horizontal coordinate [m], t is 
time [s], np is the sediment porosity [-], and q(x) is the sediment transport rate 
[m2/s] towards x. 

To solve Eq. 1 it is required to use various numeric schemes (Callaghan 
et al. 2006, Chiang and Hsiao 2011, Johnson and Zyserman 2002, Long et 
al. 2008). As shown, among others by Johnson and Zyserman (2002), the 
numerical schemes used to solve Eq. 1 generate spatial numerical oscilla-
tions. These oscillations of morphological models appear as a result of non-
linear relation between sediment transport rate q(x) and the elevation of the 
bed level zb. The sediment transport rate is also determined on the basis of 
non-linear, complex hydrodynamic relations. These non-linear relations and 
numerical errors of the particular sub-models can generate instability and 
uncertainty of the results of calculation, especially because the nature of the-
se relations is still poorly understood. These models are therefore unable to 
carry out the exact (physical) prediction of bathymetry in coastal areas, espe-
cially in long-term simulations (Johnson and Zyserman 2002). 

Over the last few decades, a few techniques, that should improve the sta-
bility and accuracy of solutions incorporated into models of bathymetric 
changes, have been proposed. As shown by Long et al. (2008), many of the 
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latest calculation models contain numerical paradigms which smoothen os-
cillations between results describing the evolution of the seabed morpholo-
gy. In order to ensure adequate, long-term simulation of bathymetric changes 
caused by interactions between waves and currents near the seashore, a cal-
culation model should enable to control spatial oscillations and guarantee the 
accuracy of results. Simultaneously, it should reflect the physical aspects of 
these changes. 

In recent years, several morphological models have been verified with 
respect to the control of oscillations. Callaghan et al. (2006) reviewed a few 
numerical schemes and concluded that the Lax-Wendroff’s schemes and all 
their subsequent modifications are unstable with respect to long-term simu-
lated bathymetric changes. It is therefore necessary to expand these schemes, 
for example by adding such information as artificial viscosity, which will 
prevent numerical oscillations generated by these methods. Besides, Calla-
ghan et al. (2006) emphasized the difficulties with describing the bed form 
propagation phase speed as a vital parameter responsible for the stability of 
the reviewed numerical schemes. 

The stability of numerical schemes is typically referred to the require-
ment concerning the Courant number condition:  1r aC C t x� � � � , where Ca 
stands for the bed form propagation phase speed. Thus, it is possible to im-
prove the stability of numerical models by shortening the duration of simula-
tion. It will, however, demand a greater computational power of computers. 
If the diffusion term is correctly removed from the transport equation, the 
boundary value of the Courant number can be exceeded (Chiang and Hsiao 
2011). This is attainable through the introduction of diffusion constants, 
which are chosen according to the actual environmental conditions (Cayocca 
2001, Chiang et al. 2010, Kuroiwa et al. 2004, Struiksma et al. 1985, 
Watanabe 1988). 

In the authors’ approach, it is assumed that due to the shear stress impact 
on the bottom, the sediment is pulled off directly from the bottom, which is 
understood as an averaged response of the bed to the particular hydrodynam-
ic conditions in time �t and from the area with a length �x. The entire sedi-
ment moving in saltation motion above the bottom originates exclusively 
from the bottom (e.g., Bialik 2013, Moreno and Bombardelli 2012). In hy-
drodynamic equilibrium conditions, the stream of sediments picked up from 
the bed with a length �x, averaged in time �t, is equal (at each level) to the 
stream of sediments falling onto the bed. No restrictions are imposed on both 
�x and �t values. The only requirement is that the sediment stream qx pass-
ing through the selected profile (1-1 in Fig. 1a) has a constant value. The 
sediments have been picked up from the bed with a length �x, over the time 
�t before they pass through the selected profile. Usually, the �x value is of  
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Fig. 1. Scheme of the sediment transport in hydrodynamic equilibrium conditions: 
(a) sediment stream passing through the 1-1 profile and equilibrium between sedi-
ment transport in the bed layer of the thickness zm and the one above the bottom, and 
(b) the saltation impulse of sediment grains resulting in transport  qx2 > qx1  and caus-
ing bed erosion of the thickness  zm2 > zm1. 

the order of 0.05-0.10 m in numerical modelling against laboratory experi-
ments (e.g., van Rijn et al. 2005, Walstra et al. 2005), while 5-10 m in nu-
merical modelling versus field measurements (e.g., Kaczmarek et al. 2004). 

The time �t is expected to be correlated with the duration of an erosion 
process from the bed with a length �x caused by sediment transport qx pass-
ing through the vertical profile (Fig. 1). It is postulated (see Kaczmarek et al. 
2004) that erosion depth zmax should not exceed the value of 0.015-0.030 m 
in order to satisfy the requirement that the sediment transport has a constant 
value in time �t. This means that the time interval �t can attain relatively 
great value when the erosion process caused by sediment transport is not in-
tensive. 

2. FORMULA  FOR  THE  PROBLEM 
2.1 Theoretical background 
The movement of the sediment in the layer above the bottom with the aver-
age speed of 

 0

0

H

H

UCdz
U

Cdz
� �
�

 (2) 

implies a kind of sediment apparent rectilinear motion which takes place in 
the bed, in the layer with the thickness zm (Fig. 1). Wherein H determines 
water depth, C is the volumetric concentration, averaged in time dt, and U 
means the sediment velocity, averaged in time dt. The thickness zm means 
a thickness of  zm

 × dx × 1  cell, which is eroded in time dt as a result of the 
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transport qx of sediments passing thorough the transverse profile. This thick-
ness is described by the following relation: 

 
	 


1 ,
1

x
m

p

q dt
z

dxn
�

�
 (3) 

where qx means the sediment transport rate in the conditions of hydrody-
namic equilibrium, while np is the porosity of sediments. 

Cell erosion of the thickness zm proceeds at the forward speed of 
1LU : 

 
1

,L
dxU
dt

�  (4) 

while 

 
1

.
L

U
U ��  (5) 

Conditions of the hydrodynamic equilibrium assume that sediment 
transport rate qx which takes place in the bed layer of the thickness zm and 
which results from Eq. 3 in traditional (e.g., van Rijn 1984) form: 

 	 
 1
1x p L mq n U z� �  (6) 

is equal to the sediment transport above the bottom (Fig. 1). The sediment 
transport above the bed is described by the following relation: 

 
1

0 0

H H

x Lq U Cdz U Cdz�� �� �  (7) 

from which one can obtain: 

 	 

0

1 .
H

p mn z Cdz�� � �  (8) 

The essential role in initiating the motion of sediment is performed by 
grain saltation (e.g., Bialik and Czernuszenko 2013, Bialik et al. 2012, 
Wiberg and Smith 1985) (Fig. 1a). Figure 1a shows that a saltation impulse 
moves a total number of sediment grains in a jump over the length dx. Thus, 
the saltation impulse (Fig. 1b) of sediment grains resulting in transport 
qx2 > qx1  causes in time dt the erosion of the seabed of the thickness  
zm2 > zm1 , in a cell of the length dx. This means that under the hydrodynamic 
equilibrium the thickness zm is a function of the sediment transport rate 
whereas forward speed 

1LU , described by Eq. 4, does not depend on the said 
rate. In other words, under hydrodynamic equilibrium condition, the sedi-
ment transport above the bed is equal to the one inside the bed for any length 
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dx and time dt as long as the forward speed 
1LU  does not depend on sedi-

ment transport rate qx and coordinate x. Consequently, a grain jump above 
the bottom with any trajectory height, which corresponds to an apparent 
stroke of a layer inside the bed, is defined by Eq. 7 also for any length dx and 
time dt. The only requirement is that the sediment transport has a constant 
value in time dt and along the entire length dx. 

These conclusions coincide with what Einstein proposed in 1950. Based 
on experimental observations, Einstein (1950) assumed that the averaged 
distance travelled by a sand particle between erosion and subsequent deposi-
tion, is simply proportional to the grain diameter and independent of the hy-
draulic conditions and the amount of sediment in motion. It means that every 
jump of any length is equally probable at every x point. As a result, any x 
point is the origin of different jumps, altogether resulting in sediment 
transport qx. In that case, the stream of sediments picked up in time dt from 
every x point along the distance dx is equal to the stream of sediments fol-
lowing onto the bed. Figure 1 shows the simplified case, when all considered 
jumps are defined by one particular length. In addition, for any value of dx, 
the saltation motion of sediment grains with the transport rate of, respective-
ly, qx1 and qx2 will trigger (after the sufficiently long times t2 and t1) the ero-
sion of the bed with the same thickness zmax, so from Eq. 3 it results that: 

 	 
2 2 1 1 max1 .x x pq t q t n z dx� � �  (9) 

The thickness zmax is therefore also the value which is independent of the 
sediment transport rate qx and it should be determined on the basis of exper-
iments. 

A good empirical illustration of a motion of sediment under the hydro-
dynamic equilibrium is the flow of water over a box filled with sediment 
(Fig. 1). If the bottom outside the box is made of concrete, then it is not dif-
ficult to image that all the sediment moving above the bottom originates 
from that bed structure. It can be assumed that under determined water flow 
conditions, the erosion of sediments from the box (Fig. 1a) is caused by the 
simultaneous (along the entire length dx) grain strokes with the length dx and 
with the total size zm or by corresponding to them grain jumps with any tra-
jectory height. In such a case, the bottom sediment erosion is constant at the 
entire dx length and it amounts to zm (Fig. 1). 

This picture is not exclusively approximated by situation with jumps de-
fined by one particular length dx. It is also simplified because of the fact that 
the material is transported from the central part of the dx area and from only 
one extreme area (Fig. 1a) at any moment and for every height of jump tra-
jectory. Indeed, the erosion of the bed is not constant over the entire dx 
length. The middle part is eroded twice strongly than extreme areas. It is 
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postulated, however, that the actual size of the bed erosion � in the entire ar-
ea of dx � is equal to the value calculated assuming a constant erosion along 
dx. 

2.2 Scope of the work 
The main aim of this study is to demonstrate (on the basis of the results ob-
tained from laboratory experiments of “IBW PAN 1996” (Kaczmarek 1999) 
and “IBW PAN 2010” (Sawczy�ski 2012)) the postulate of sediment trans-
port in hydrodynamic equilibrium conditions. Measurements were carried 
out in the wave flume of the Institute of Hydroengineering, Polish Academy 
of Sciences (IBW PAN) in Gda�sk in 2010 (Sawczy�ski 2012). The aim of 
the experiment was to make measurements of the thickness of eroded bed 
sediment (zm)e in the context of comparative analysis of the results of “IBW 
PAN 1996” experiment, during which the measurements of cumulative 
thickness (zm)a were carried out (Kaczmarek 1999). Within the frame of the 
study, two tests, T4 and T5, were performed for the eroded thickness of the 
sediment. The laboratory experiments T4 and T5 indicate that the bathym-
etry of erosion area coincides with the trapezoid envelope or with a part of it, 
when a part of sediments still remains within it. In both cases the erosion 
area is equal to the rectangle one with thickness (zm)e along the entire length 
dx. 

The results of the measurements are to be used as a confirmation of the 
hypothesis of hydrodynamic equilibrium, i.e., the possibility to adopt the lin-
ear relation 6 between the sediment transport rate qx and thickness zm of a 
bed layer where densely packed grains of the sediment participate in the ap-
parent translational and rectilinear motion. This motion is caused by the ac-
tual sediment grain flow over the bed, in the form of steps. This linear 
relationship 6 gives the opportunity to use a numerical scheme of the first 
order “upwind” the finite difference method (FDM). This method provides 
an accurate solution of the equation describing the changes in bathymetry in 
time and space (Kaczmarek et al. 2011, Sawczy�ski 2012): 

 1 0 .
1

m x

p

z q
t n x

� �
� �

� � �
 (10) 

At the same time, the following relation is valid: 

 	 
 	 
, , .m
b b

zz x t dt z x t dt
t

�
� � �

�
 (11) 

Thus, as long as the sediment transport remains in the hydrodynamic 
equilibrium conditions, the first order “upwind” numerical scheme of FDM 
can be used to obtain an accurate solution of Eq. 10. However, as it is shown 
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in Section 3, the decomposition of the sediment transport into the one in on-
shore direction during wave crest and offshore direction during wave trough 
should be done. 

In contrast to the proposal described above, numerical schemes based on 
non-linear relation between the sediment transport rate qx and the elevation 
of the bed level zb , used in Eq. 1 to describe changes in bathymetry, are un-
stable ones and generate oscillations in calculation results. It was shown in-
ter alia by Sawczy�ski (2012) and Szymkiewicz (1999). 

It should be emphasized that the postulate of the linear relationship 4 be-
tween sediment transport rate qx and the thickness zm of layer in apparent 
motion does not correspond to the postulate of a linear relationship between 
the sediment transport rate qx and the elevation of the bed level zb. The last 
relationship is still postulated as non-linear. 

3. SEDIMENT  TRANSPORT  IN  THE  WAVE  MOTION 
The instantaneous velocities u and sediment concentrations c in water flow 
under surface waves can be written in the following form: 

 ,u U U� � �  (12) 

 ,c C C� � �  (13) 

where  	 

0

1... ...
T

dtT� �   means the averaged value in time of the wave pe-

riod (T), while U�  and C�  are the oscillating components of the velocity and 
concentration, respectively. 

The product of velocity and concentration is defined as the volumetric 
stream related to the unitary area presented as follows: 

 .LU C UC U C� � � ���  (14) 

The velocity UL , according to Plumb’s (1979) study, is a kind of La-
grange’s speed similarly to forward speed 

1LU  of the bed layer with the 
thickness zm, as determined by Eq. 3. 

It is postulated to implement the decomposition of the sediment flow in-
duced by waves into ones during wave crest (Tc) and wave trough (Tt), re-
spectively. Consequently: 

 .C tT T T� �  (15) 

The parameters related to the wave crest and wave trough are marked as 
(…+) and (…–), respectively. Thus, the volumetric stream may be presented 
in the following form: 
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 _ ,� � ��� �  (16) 

where 
 ,LU C�� � ��  (17) 

 ,LU C�� � ��  (18) 

while  	 

0

1... ...CT
dtT

� �� �   and  	 
1... ...
C

T

T
dtT

� �� �   are averaged values 

within the wave period (T). 
The complete sediment transport rate is a result of integration of the 

stream of  /�� �  over the depth H, as follows: 

 / /

0

,
H

xdz q�� � � ���  (19) 

which corresponds to the sediment transport rate /
xq� �  in the layer of the 

thickness /
mz� �  with the forward speed 

1

/
LU � �  in hydrodynamic equilibrium 

conditions, while: 

 m m mz z z� �� �  (20) 
and 

 
	 


/
/

/
1 .

1
x

m
p

q dt
z

dxn

� �
� �

� ��
�

 (21) 

The symbol (…+/–) combines two cases, i.e., the one described by (…+) 
for the wave crest and another one, by (…–), for the wave trough. 

Using the Eqs. 2, 4, and 5 in comparison with 17, 18, and 19, relation 21 
may be transformed to the following expression describing the sediment 
transport rate: 

 	 
 1 1

/ / / / / /

0

1 ,
H

x p m L Lq n z U U C dz�� � � � � � � � � � � �� � � �  (22) 

where 

 
1

/
/
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L
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U

�
� �

� �
� ��  (23) 

Next, using relation 22, Eq. 10 takes the following form: 
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 (24) 
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Herein, the following should be taken into consideration: 

 ,x xq q
x x

� �

� �

� �
�

� �
 (25) 

when waves propagate over inclined bed. Indeed, the values of xq�  and xq�  
are interpreted as sediment transport rates under hydrodynamic equilibrium 
conditions during wave crest and trough duration, respectively. Both values 
are averaged within wave period T. These sediment transport rates (in accor-
dance with Eq. 22) are in linear relations with thicknesses /

mz� � . However, in 
view of Eq. 11, the relation between these sediment transport rates xq�  and 

xq�  and bed level of zb is still non-linear. 
In order to solve Eq. 24, the first order “upwind” numerical scheme of 

FDM is proposed, in which for any assumed length dx it is possible to calcu-
late the time interval dt according to Eq. 3: 

 
	 
 max

rep rep

1
,pn z dx

dt
q q� �

�
�

�
 (26) 

where the maximum value of  	 
x xq q� ��   in a given calculation area and 

within a specified time interval is assumed as the representative 

	 
rep rep .q q� ��  Thus, it is necessary to determine the values of xq�  and xq�  in 

a given calculation area and within a specified time interval. It is postulated 
to use the three layer sediment transport model introduced by Kaczmarek et 
al. (2004) for hydrodynamic equilibrium conditions. 

The model assumes that the movement of sediment is carried out in three 
layers (Fig. 1): bedload layer, contact load layer, and outer flow region, as a 
result of the shear stress impact on the bottom. In the area of each layer there 
is a different character of the deposit movement and the momentum ex-
change between the water and sediment particles. Hence they are described 
by various equations with boundary conditions permitting matching of ve-
locities and concentrations in considered areas as to ensure the continuity of 
sediment movement description. 

The model assumes that all fractions in the bedload layer move with the 
same speed in the form of water and solid mixture. It is assumed that the in-
teractions between the sediment fractions are so strong that finer fractions 
are slowed down by the coarser ones, and finally all fractions move with the 
same speed. Thus, this layer does not apply to the simple summation of 
transport flow for individual fractions treated as the homogeneous sediment. 
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The onshore sediment transport intensity in the bedload layer (for the du-
ration of wave crest) bxq�  and offshore bxq�  (for the duration of wave trough) 
are defined as (see Sawczy�ski et al. 2011): 

 	 
 	 

0 0

1 , ,c brT

bx br brq u z t c z t dz dt
T

� �� � �
 �� � �� � �
� �� �  (27) 

and 

 	 
 	 

0

1 , , ,br

c

T

bx br brT
q u z t c z t dz dt

T
� �� � �
 �� � �� � �

� �� �  (28) 

where Tc is wave crest duration, T is wave period, /
br� � �  represents bedload 

layer thickness, /
bru� �  is instantaneous sediment velocity in bedload layer, 

/
brc� �  is instantaneous sediment concentration in bedload layer, z� is elevation, 

while z� axis is directed vertically down. 
The mathematical modelling takes into account the fact that the most in-

tensive vertical sorting takes place in the process of raising grains in the con-
tact load layer over the bottom. In the contact load layer, turbulent water 
pulsations and chaotic collisions between particles cause very strong 
transport differentiation of individual sediment fractions. Very close to the 
bottom, in a sublayer, bed slip speed is strongly revealed and there is a very 
strong interaction between the individual fractions. Further from the bottom, 
these interactions become weaker. However, at this level the concentration 
of the i-th fraction is still so high as to cause turbulence suppression which is 
assumed to be dependent on the grain diameter di. As a result of interactions 
described above, each i-th fraction moves with its own speed and is charac-
terized by its own concentration. The interactions between fractions when 
coarser ones are accelerated by the finer ones result in the increase of speed 
of coarser fractions in the mixture. Further, coarser fraction concentrations 
are greater than the ones which would have been if the bottom had been ho-
mogenous and made of only one, corresponding fraction. 

The onshore cxq�  and the offshore cxq�  sediment transport rates may be 
described as (see Sawczy�ski et al. 2011): 
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and 
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where �cr� represents the contact load layer thickness, ni is the percentage 
content of the i-th fraction, /

ciu� �  is instantaneous velocity of the i-th fraction, 
and /

cic� �  denotes instantaneous concentration of the i-th fraction in the con-
tact load layer. 

In the outer layer it is assumed that the particle size distribution of the 
transported sediment does not change along the distance from the bottom. 
The vertical distribution of concentration in this layer is described by a pow-
er function. 

The sediment transport flow in the outer layer can be expressed by the 
following formulas (see Sawczy�ski et al. 2011): 

 0( ) ( ) ,
cr

H

ox oxq U z C z dz
�

� �� �  (31) 

 0( ) ( ) ,
cr

H

oy oyq U z C z dz
�

� �  (32) 

where C0 means the value of suspended sediment concentration averaged in 
time, and oxU �  and U0y are velocities of the return current (directed towards 
the sea) and alongshore current, respectively. 

4. LABORATORY  TESTS 
4.1 Measurements of eroded thickness (zm)e. Experiment of “IBW PAN 

2010” 
The wave flume in which the measurements of eroded thicknesses are con-
ducted is 64.1 m long, 0.6 m wide, and 1.4 m high (Fig. 2). The vertical, mu-
tually parallel channel walls are made of glass, which allows free observa- 
tion of ongoing researches. The bottom of the channel is made of aluminium 
alloys. 

Programmable and controlled by the computer and hydraulically driven 
piston-type flap generator provides the ability to produce waves with heights 
up to 0.6 m and any length of allocated time over 0.5 s. Wave forcing ele-
ment is a rigid vertical plate of the generator, subjected to horizontal oscilla-
tory movements similarly to the movement of the piston inside the cylinder. 
The generator is located independently of the supporting structure of the 
flume, so that the transmission of undesired vibrations is reduced. 

The final part of the flume is equipped with original wave energy ab-
sorber, made in the form of porous slope with 1:7 inclination and is com-
posed of a dozen of plastic matt layers. That kind of structure allows to 
reduce the effects of reflected waves from the rear wall of the flume on wave 
propagation. 
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Fig. 2. Wave flume at IBW PAN in Gda�sk – “IBW PAN 2010” experiment (photo 
by �. Sobczak). 

In order to measure the thickness of eroded sediment, the model of sand 
trap was used. This is made of waterproof plywood and plastic plates 
(Sawczy�ski 2012). Then, the model was placed on the bottom of the flume. 
The model of the sand trap consisted of two slopes, both inclined at 1:18, 
and the central box located between the slopes. The sand trap box was com-
posed of three smaller parts: the central one of the dimensions of 
20.0 × 57.8 × 10.0 cm and the two extreme parts, each one of dimensions of 
57.8 × 10.0 × 10.0 cm. The central box was filled with sand. Diagram of the 
experiment is presented in Fig. 3. 

Fig. 3. Diagram of the “IBW PAN 2010” experiment. 



HYDRODYNAMIC  EQUILIBRIUM  FOR  SEDIMENT  TRANSPORT 
 

499 

In order to determine the grain size of the sediment, the particle laser 
measure device of Analysette 22 MicroTec plus was used. The device 
measures with two lasers. The detector captures 108 measuring channels. 
The meter, by the usage of laser diffraction, allowed to analyze samples of 
a small amount of solid fractions in the range of diameters 0.01-2000 �m. 
Sediment used in experiments was sand originated from the beach of seaside 
town Lubiatowo, situated at south Baltic coast in Poland. For this purpose, 
the particle size laser measuring device was used. Particle size analyses were 
performed using the “wet method” for the two randomly taken sand samples. 
Each of them was analyzed twice and identical results were obtained. On the 
basis of those analysis, the following representative sand parameters were 
acquired – the diameter  d50 = 0.27 mm  and  d90 = 0.42 mm. 

Two resistance wave probes were used for measurements of water free 
surface elevations. A resistive element of these probes is water layer be-
tween two vertical non-insulated electrodes. The wave height measurement 
is based on a variation of electrical resistance of water between two elec-
trodes. The device accuracy is ± 1 mm. 

For measurements of the flow velocity it was necessary to use the ultra-
sonic Acoustic Doppler Velocimeter (ADV) which enabled simultaneous 
measurements of the three velocity components in a configurable range of 
± 0.01, 0.1, 0.3, 2.0, 4.0, and 7.0 m/s with an accuracy of ± 0.5% of measured 
value ± 1 mm/s. The sampling rate of the device is 1-64 Hz, while the sound 
frequency is 6 MHz. 

Within the frame of the experiment, the two measuring tests (T4 and T5) 
were carried out for the same sand and different wave conditions 
(Sawczy�ski 2012). The change in wave conditions concerned only the wave 
height, while the wave period remained unchanged. The computer software 
controlled wave generation process and regular and sine waves were to pro-
duce. Wave parameters were recorded by the two wave probes placed along 
the flume, downstream and upstream the sand trap model (Fig. 3). In Table 1 
there are shown basic parameters of the experiment. The wave height of each 
T4 and T5 test marked by symbol Hw determines the time averaged value 
taken from two wave probes. 

Measurements of wave height and period took place using two wave 
probes arranged along the flume, as shown in Fig. 3. Because of the fact that 
the wave parameters were kept constant during undulation, the recording of 
wave parameters had been made fragmentarily at selected time intervals. 

Wave height records with duration of twenty seconds of T4 and T5 tests 
are shown in Fig. 4 as an example while time averaged values of the wave 
height are shown in Table 2. 

It can be seen from Fig. 4 that regular sine waves were subjected to 
transformation process due to their propagation along the flume. The records 



L.M. KACZMAREK  et al. 
 

500

Table 1  
Basic data of “IBW PAN 2010” experiment 

Parameter Symbol Value Unit 
Water depth h0 0.35 [m] 
Wave height T4/T5 Hw 6.77 / 4.95 [cm] 
Undulation duration time T4/T5 Tw 25/60 [min] 
Wave peak period T4/T5 Tp 2.0 / 2.0 [s] 
Water temperature T 18.0 [°C] 
Representative diameter of sand grains d50; d90 0.27; 0.42 [mm] 
Sand density �s 2650 [kg/m3] 
Fluid density �w 1000 [kg/m3] 
Sand porosity np 0.4 [–] 

Table 2  
Time averaged wave heights of tests T4 and T5  

– “IBW PAN 2010” experiment 

Test no. 
Wave height Hw [cm] 

Probe no. 1 Probe no. 2 Average 
T4 7.65 5.90 6.77 
T5 5.70 4.20 4.95 

 
of wave parameters taken from the probe 1 installed upstream the model 
(Fig. 3) for both tests, T4 and T5, show that amplitudes of wave crest are 
bigger than of the trough. However, the difference in these amplitudes is 
much bigger in T4 test when higher waves were generated. In addition to the 
amplitude difference, it is also possible to observe shape differentiation be-
tween wave crests and troughs. In both tests, the elevations during wave 
crests were higher and steeper than during troughs. Simultaneously, the du-
ration of wave crests was shorter than that of troughs. Moreover, this de-
scription of waves is identical with the one of the second Stokes’ wave 
approach theory. 

The sand originally located in the central box of the sand trap was trans-
ported to the two extreme parts as a result of undulation of the free water 
surface (Fig. 3). The measurement diagram is shown in Fig. 6. During wave 
crest, sand was transported towards the right trap and during wave trough 
towards the left part. In order to determine the volume of sand accumulated 
in extreme traps, each time after completion of the undulation, the mixture of 
sand and water was pumped from the two extreme traps. The siphoning 
method was used with the silicone hoses. The samples were then dried and  
 



HYDRODYNAMIC  EQUILIBRIUM  FOR  SEDIMENT  TRANSPORT 
 

501 

Fig. 4. “IBW PAN 2010” experiment: record of wave elevations (wave probe no. 1 – 
solid line, wave probe no. 2 – dashed line): (a) test T4, and (b) test T5. 

the sand volume taken from each trap was determined. On this basis, the 
thickness of the layer eroded from the central box was calculated. The results 
are shown in Table 3. 

It is worth emphasizing that the duration of T4 test was three times 
smaller than T5 test’s. Recorded wave height during the test T4 was greater 
than the one of test T5 and it was a reason why the total amount of eroded 
sediment in T4 test was almost twice bigger than in T5 test. Further, it is 
clear that for both measurement tests, a greater amount of sediment taken 
from the central box was deposited in the right trap (Table 3). This means  
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Fig. 5. Final bathymetry of “IBW PAN 2010” experiment: (a) test T4, and (b) test 
T5. 

Fig. 6. Diagram of eroded thickness measurements (zm)e – “IBW PAN 2010” exper-
iment. 

Table 3  
Measured amount of eroded sand – “IBW PAN 2010” experiment 

Test 
no. 

Undulation 
time  
[min] 

Amount of  
sediment in  
the left box 

[cm3] 

Amount of 
sediment in 
the right box

[cm3] 

Total amount of 
the sediment 

[cm3] 

Erosion 
thickness 

(zm)e 
[cm] 

T4 25 780 1150 1930 1.67 
T5 60 460 580 1040 0.90 
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that the greater amount of sediment was transported during the phase of 
wave crest than during wave trough. Of course, it is a consequence of wave 
asymmetry. 

After completion of the undulation, the bathymetry was carried out man-
ually in the central box. The measurements were taken point by point every 
2.0÷2.5 cm in the longitudinal direction and approximately every 10 cm in 
the transversal direction. Total number of measurements per test was 35. In-
termediate data was obtained using linear interpolation technique. The re-
sults of final bathymetry of T4 and T5 tests are presented in Fig. 5. It is 
noticeable that, for both measurement tests, erosion on the left side of the 
central box was bigger than on the right side. This reflects the dominance of 
sand transport during wave crest, resulting from the asymmetry of propagat-
ing waves (see Fig. 4). Moreover, it documents the dominant impact of wave 
crest on the process of bathymetric changes. 

4.2 Measurements of accumulated thickness (zm)a. Experiment of “IBW 
PAN 1996” 

The experiment was conducted at the Institute of Hydroengineering, Polish 
Academy of Sciences in Gda�sk in 1996 (Kaczmarek 1999) in the wave 
flume 0.5 m wide, 25.5 m long, and maximal possible filling of up to 0.7 m. 
In the wave flume, in conditions of constant filling of  h = 0.5 m, the regular 
(tests 1, 2, 3, 4, 11, 12) and irregular (tests 5, 6, 7, 8, 9, 10) undulations were 
generated. The experiment was repeated several times for each set of hydro-
dynamic parameters. A total number of 141 measurements were made for 12 
tests. Figure 7 presents the diagram of the experiment. 

At the beginning and at the end of the flume, its bottom was covered by 
concrete slabs with a thickness of 0.080 m. The central part of the flume was 
filled with sand with representative diameters  d50 = 0.22 mm  and  d90 = 
0.42 mm. The sand thickness was equal to the thickness of the concrete slab. 
The length of the section filled with sand was 7.0 m. At a distance of 2.0 m 
from the end of the section of concrete slab, the sand trap was situated. It 
 

Fig. 7. Diagram of the “IBW PAN 1996” experiment. 
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was used to collect trapped sand and hence it was possible to measure accu-
mulated thickness of the sediment. 

The main objective of the measurements � at the contemporary stage of 
research � was to determine the amount of sediment transported mainly in 
the bedload layer, in the direction of outflow and inflow by measuring the 
amount of sediment which flows into the sand trap. The sand trap consisted 
of two separate chambers with a height of 0.063 m. During the experiment, 
the wave conditions were generated within a range for which Shields param-
eter �2.5 determined for the representative diameter  d50 = 0.22 mm, con-
tained within the range  0.085 � �2.5 � 0.4, which corresponded to the 
regime of rippled bed. Thus, measurements were made after the time re-
quired for the full development of bed forms, i.e., after 25-60 minute dura-
tion of continuous undulation. By this time, the sand trap was covered with 
a lid. Then, the cover was removed and undulation was continued for 1.2 to 
15 minutes. In this time, the trap was filled with sand. In the next stage of the 
experiment, the sand was sucked from the sand trap outside the flume and 
then it was weighed. Finally, by determining the volume of sand pumped 
from inside the sand trap, accumulated thickness was determined. 

5. COMPARISON  BETWEEN  RESULTS OF  NUMERICAL   
AND  PHYSICAL  MODEL 

5.1 Input data for calculations 
The percentage contents of different sediment fractions for both experiments 
are shown in Table 4. This data was used as an input one in the calculations 
of sediment transport rates xq�  and xq�  using Eqs. 27-32. The input data 
maintains measured indicators of d50 and d90. 

The wave parameters (wave heights H and periods T), taken from 
Kaczmarek (1999), were used as an input data in calculations conducted for 
an experiment of “IBW PAN 1996”. For all 12 measurement tests, the sine 
waves theory was used in modelling. 

In case of the “IBW PAN 2010” experiment, the first wave probe was in-
stalled just in front of the sand trap, at a distance of 12 m from the wave 
generator. The second wave probe was situated 28 m from the wave genera-
tor (Fig. 3). In view of the fact that the first wave probe was situated just in 
front of the sand trap, it was reasonable to treat its wave record as an input 
data for sediment transport model. The data concerns both the wave height 
and the shape of the wave run. Basing on the wave first probe record, it was 
decided to use the second Stokes’ approximation in order to reproduce shape 
of the wave run. The proposed wave approximation was confirmed by the 
second wave probe, although further wave deformation had been observed 
due to its propagation along the flume, including the distance over the sand 
trap. 
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Table 4  
Percentage contents of sediment fractions used in calculations  

performed for experiments of “IBW PAN 1996” and “IBW PAN 2010” 

IBW PAN 1996 IBW PAN 2010 
d50 = 0.22 mm; d90 = 0.42 mm d50 = 0.27 mm; d90 = 0.42 mm 

Fraction diameter 
[mm] 

Percentage fraction 
content [%] 

Fraction diameter 
[mm] 

Percentage fraction 
content [%] 

0.10 7 0.08 32 
0.18 23 0.25 10 
0.20 20 0.28 10 
0.22 8 0.31 21 
0.26 8 0.37 9 
0.28 13 0.41 7 
0.30 8 0.45 5 
0.32 6 0.50 6 
0.34 4   
0.36 3   

 

5.2  Calculation results in comparison to measurements 
Consideration regarding sediment transport under hydrodynamic equilibrium 
conditions involves the discussion of Eq. 22 linearity. This linearity seems to 
be confirmed by the results from “IBW PAN 1996” and “IBW PAN 2010” 
experiments. 

Using the Eq. 22, with respect to the above-mentioned experiments, it is 
possible to write as follows: 

 
	 
 	 
	 
1Vol ,

x x p m m

ST ST ST

q q n z z
L B L dt dt

� � � �� � �
� �  (33) 

where BST and LST are the sand trap width [m] and length [m], respectively, 
Vol/dt  denotes the volume of sediment motion in time [m/s]; it is assumed 
that  dx = LST . 

In order to compare the calculation results of the bed layer thicknesses 
cal( )m mz z� �� , where sediment is in apparent rectilinear motion, with the 

measurement results  meas( )m mz z� �� , it is convenient to present Eq. 33 in the 
following form: 

 	 
 	 
 	 

cal cal1 ,

x xm m
p

ST

q qz z
n

dt L

� �� � ��
� �  (34) 
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while 

 	 
 	 
 	 

meas meas meas

meas meas

Vol
1 ,

x xm m
p

ST ST ST

q qz z
n

t L B L t

� �� � ��
� � �

� �
 (35) 

where 	 

measx xq q� ��  denotes the measurement sediment transport rate de-

termined on the basis of Volmeas (see Eq. 35), 	 

calx xq q� ��  is the sediment 

transport rate calculated using Eqs. 27-32, Volmeas is the measured volume of 
the sediment stopped in (or eroded from) the sand trap in time �tmeas . 

The results of the comparison are presented in Fig. 8. The dashed lines 
shown in Fig. 8 are inclined in relations 1:0.75, 1:1, and 1:1.5. The presented 
cloud of points is arranged in a very narrow area, in the close vicinity of the 
straight line inclined at the angle of 45°. This convergence of results indi-
cates a very good compatibility between results of calculations and results 
obtained from the measurements. 

Fig. 8. Comparison between calculations and measurements of ( )m mz z� �� ; black 
symbols for regular waves: circles – experiment of “IBW PAN 1996”, diamonds – 
experiment of “IBW PAN 2010”; white star symbols for irregular waves – experi-
ment of “IBW PAN 1996”; inclination of dashed lines: 1:0.75, 1:1, and 1:1.5. 
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The analysis of linearity of the relationship between the results of calcu-
lated sediment transport rates  	 


calx xq q� ��   and the results of measurements  

	 
 meas

meas

( )1 m m
p

z zn t

� ��
�

�
  are presented in Fig. 9. Experimental values were pre-

sented as averaged values from the results obtained during measurements. 
The relation between calculated values of sediment transport rate  

	 

calx xq q� ��   and measured values  	 
 meas

meas

( )1 m m
p

z zn t

� ��
�

�
  of the eroded 

(“IBW PAN 2010”) or accumulated (“IBW PAN 1996”) thicknesses, clearly 
expresses its linear character. The intersection of a straight line with the ele-
vation axis (Fig. 9) seems to indicate the linear relationship validity only for 
such sediment transport rate that allows to establish the minimal thickness of 

0 0( )m mz z� ��   in time of  dt = �tmeas  in the sand trap of the length  dx = LST. In 
other words, the sediment transport rate smaller than the one resulting from  
 

Fig. 9. The analysis of linearity of the relationship between results of sediment 
transport rate calculations and the results of measurements of eroded/accumulated 
thicknesses; black symbols for regular waves: circles – experiment of “IBW PAN 
1996”, diamonds – experiment of “IBW PAN 2010”; white star symbols for irregu-
lar waves – experiment of “IBW PAN 1996”; best fit – solid line. 
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the intersection of the best fit with the elevation axis does not fill the trap 
with sediment of minimal thickness along the entire length and in time 
�tmeas . 

Equation 33 may be rewritten in the following form: 

 	 
 	 
	 
1 .x x p m m STq q dt n z z L� � � �� � � �  (36) 

Using Eqs. 22 and 23, it is possible to transform Eq. 36 into the following 
form: 

	 
 	 


	 
 	 
 	 
 	 

	 
	 
 	 
	 
 	 
	 


0 0

0 0 0 0

1

1 1 1 1 1 1

1 1 1 1 1
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H H

x x p ST
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p m ST p m ST

p m ST p m ST p m m ST

q q dt n C dz C dz L

n z L n z L

n z L n z L n z z L

� �

� �

� �

� �

� � � � � �

� � � �

� � � � � �


 �
� �� � � �
� �
� �
� � � �� � � � � � � �� � � �

� � � � � � � � �

� �

  (37) 
from which 

 	 
 	 
	 
 	 
	 
 	 
0 0 0 01 1 1 1 ,ST ST
x x p m p m x x

L L
q q n z n z q q

dt dt
� �� � � � � � � �� � � � � � � � �  (38) 

where 

 	 
 	 
 	 
0 0 0 01 .ST
x x p m m

L
q q n z z

dt
� � � �� � � � �  (39) 

To clarify, it is more convenient to present Eq. 38 in a slightly different 
form: 

 	 
 	 
 	 
 	 
0 0 meascal meas
1 .ST

x x x x p m m
L

q q q q n z z
t

� � � � � �� � � � � �
�

 (40) 

6. BED  RESPONSE:  DISCUSSION  OF  THE  RESULTS 
During the experiments (tests T4 and T5) concerning collecting data of 
eroded thickness meas( )m mz z� �� , the measurements of depths in the central 
box of trap (Fig. 6) were carried out each time after completion of wave gen-
eration process in the wave flume. Hence, the bathymetry map was com-
pleted. 

The averaged bathymetry results in the longitudinal section of the central 
box of the trap, for T4 and T5 tests, are presented in Fig. 10. The eroded 
thicknesses 4( )T

m mz z� ��  and 5( )T
m mz z� ��  corresponding to them were esti-

mated in a way that the erosion areas, determined by the bathymetry T4 and 
T5, are equal to rectangle ones, 4( )T

m m STz z L� ��  and 5( )T
m m STz z L� �� , respec-

tively. 
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Fig. 10. Bathymetry results in the longitudinal section of the trap for T4 and T5 
tests; trapezoid envelope (solid line), T4 bathymetry (dashed line), and T5 bathyme-
try (dash-dot line). 

Additionally, Fig. 10 shows the value of lab
maxz , which was estimated from 

the experiments. This value was established whilst the rectangle area, ex-
pressed by the relation of  lab

maxSTL z , is equal to the trapezoid area with in-
clined sides, as shown in Fig. 10 and a height for which the area expressed 
by the relation of  lab 4

max[ ( ) ]T
ST m mL z z z� �� �   is approximately equal to the one 

between the trapezoid envelope and bathymetry of T4. Therefore, it is postu-
lated that while the thickness  4( )T

m mz z� ��   reaches the value of lab
maxz , the ul-

timate bathymetry coincides with the trapezoid envelope. It is worth noticing 
that the value lab

max 2.72 cmz �  is close to  field
max 2.75 cmz � , assessed in the ex-

periments conducted on the Atlantic updrift coast with the use of fluorescent 
tracers (Balouin et al. 2005) and close to  field

max 2 3 cmz � �   assessed in the 
former experiments carried out in the Baltic coastal zone by Pruszak et al. 
(1996). 

The trapezoid envelope can be also deduced from Eq. 3. This relation 
shows that the amount of erosion of the bed, specified by the relationship of 
qxdt, is equal to the triangle area with the side of dx and height of 2zm. This 
triangle area is equal to the rectangle one with constant thickness erosion zm 
over the entire length dx. The situation described above occurs when 
dx � (dx)lim. Boundary length (dx)lim does not depend on the transport rate 
and it is related to the size of zmax in the following way: 

 max
lim

4
( ) ,

tg
z

dx
�

�  (41) 

where tg� is the underwater slope, which must be determined from an ex-
periment. The experiments presented above enable to assess the incline angle 
of the underwater slope as 38°. 
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When  dx 	 (dx)lim  and when  zm = zmax , it is expected that the erosion 
area of the bed takes the form of a trapezoid, whose area is equal to the cal-
culated one with a constant thickness erosion  zm = zmax , along the entire 
length dx. When  zm < zmax , the erosion area boils down to this part of the 
trapezoid, which is the difference between its area and a part of it where the 
sediments still remain. Of course, the erosion area is equal to the rectangle 
one with the dimensions of dx and zm . 

7. CONCLUSIONS 
The paper presents the results of laboratory measurements of the thickness of 
eroded bottom sediment (“IBW PAN 2010”). Within the frame of the ex-
periment, the two tests concerning the measurement of eroded thickness 
have been carried out for the sand collected from the south Baltic coast in 
Poland. The sand originally placed in the sand trap was eroded to the outside 
of the trap under the influence of the oscillating movement of water. After 
completion of the undulations, the bathymetry data was completed in the 
sand trap. After that, it was possible to determine the thickness zm of the sand 
trap layer from which sediments had been eroded. 

The laboratory experiments were carried out under hydrodynamic equi-
librium conditions, when the stream of sediments picked up from the bed 
with length dx, averaged in time dt, equals (at each level) the stream of sed-
iments falling onto the bed. Because the bottom outside the sand trap was 
made of concrete, it is not difficult to imagine that all the sediments moving 
as sediment transport under hydrodynamic equilibrium conditions originates 
from that bed structure. 

The measurements of a bed layer thickness where the densely packed 
grains participate in the apparent rectilinear and translational motion were 
compared with calculations and a good accuracy was achieved. Further, the 
results of thickness measurements are used to confirm the hypothesis of line-
ar relation between sediment transport rate and the thickness zm of a bed lay-
er, participating in the apparent motion. Under the hydrodynamic 
equilibrium conditions, the apparent bed motion is caused by the actual flow 
of sediments over the bed in the form of jumps in saltation motion. 

The linear form of the relationship between sediment transport rates and 
the thickness zm of the layer in apparent flow was also documented by the re-
sults of experiments conducted in the laboratory IBW PAN in 1996. It is 
worth noticing, however, that the transport rate still remains a nonlinear 
function of the elevation of the bed level. 

This linear relationship allows to use the first order “upwind” numerical 
scheme of FDM in the bathymetry changes calculations and, thus, it provides 
an accurate solution. However, in order to solve the equation, describing the 
changes in bathymetry in time and space, properly it is necessary to carry out 
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the decomposition of the sediment transport into the transport in the positive 
direction – onshore and negative direction – offshore. Onshore sediment 
transport takes place during the wave crest and offshore transport during the 
wave trough duration. 

As a result of bed response to sediment transport, a bed erosion area is 
created. It is assumed that bed erosion (determined by the thickness zm) is 
constant at the entire length of this area. 

The laboratory experiments indicate, however, that when the thickness zm 
reaches the value of zmax , the bathymetry of the erosion area coincides with 
the trapezoid envelope, whose area is equal to the one of the rectangle with 
the thickness of zmax . 

When  zm < zmax  the area of erosion reduces to this part of the trapezoid 
which is the difference between its area and that part of it where the sedi-
ments still remain. The value of zmax assessed in the laboratory experiments 
is close to values obtained in the field experiments conducted on the Atlantic 
and the Baltic coasts. 
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A b s t r a c t  

Experimental research was undertaken to investigate the changes in 
scales of turbulent eddies (macro- and microeddies) in a compound 
channel and the influence of rigid, emergent floodplain vegetation on 
scales of turbulent eddies. The results of eight tests for different rough-
ness conditions (smooth bed, rough bed) and with a tree system on the 
floodplains from two earlier studies are presented. The increase of the 
channel roughness resulted in a decrease of longitudinal sizes of mac-
roeddies in the whole channel. Trees on the floodplains resulted in disin-
tegration of the sizes of macroeddies, making values of sizes more 
uniform. A more significant decreasing influence on sizes of macro-
eddies in the whole channel was exerted by an increase of the main 
channel sloping bank roughness, having a higher effect than a twofold 
decrease in the floodplain trees density. The microeddies’ sizes are larger 
in the main channel centreline than on the floodplains and the smallest 
ones were present in the main channel/floodplain interface. 

Key words: compound channel, eddies, emergent vegetation, flood-
plains. 

1. INTRODUCTION 
Natural rivers during flood events are often characterized by a compound 
cross-section and unsteady flow. In these channels, flood conditions lead to 
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a complex, 3D flow situation with intensive mass and momentum exchange 
between the deep main channel and the shallow floodplains. This produces 
a transverse shear layer influencing the flow in both the main channel and 
the floodplains. The momentum transfer takes place not only by the bed gen-
erated turbulence but also by free shear turbulence and velocity fluctuations 
associated with perturbations in the secondary currents (Czernuszenko et al. 
2007). The shape of the cross section varies and the roughness of the main 
channel and the floodplains is often different and the flow structure of 
a compound channel is usually very complex. The momentum transfer be-
tween the main channel and the floodplain generally enhances the discharge 
on the floodplain, decreasing it in the main channel and thus decreasing the 
total discharge capacity. The proper description of this so-called “interaction 
mechanism” is crucial for a reliable prediction of the flow field and related 
processes, such as flooding, spreading of pollutants, and transport of solids 
due to sedimentation and erosion. The structure of turbulence in such flows 
is extremely complex and many experimental works have been performed to 
investigate it (e.g., Knight and Shiono 1990, 1996, Knight et al. 1994, 
Shiono and Knight 1990, 1991, Tominaga et al. 1989). The presence of 
emergent riparian vegetation on river floodplains makes hydraulic processes 
even more complex. Vegetation in a compound channel results in an in-
crease in a flow resistance as well changes of velocity distributions, water 
depth, and turbulent flow characteristics. Research on flow conditions in 
channels with flexible and rigid vegetation has been performed for a wide 
range of vegetation density changes: from a dense vegetation distribution to 
individual plants in a cross-section for both the submerged and emergent 
vegetation (Ben Meftah et al. 2006, Rowi�ski and Mazurczyk 2006, Yang et 
al. 2007, Nepf and Ghisalberti 2008, Sanjou et al. 2010, Terrier et al. 2010, 
Siniscalchi et al. 2012, Kubrak et al. 2013, Kozio� 2013). 

The turbulence generation produces fluctuations of the flow velocity as-
sociated with big vortices, and the turbulent energy is transferred in an ener-
gy cascade to smaller-scale eddies until it is dissipated into heat by the 
molecular viscosity (Nezu and Nakagawa 1993). The largest eddies (macro- 
eddies) are impermanent and disintegrate into structures of smaller sizes 
(microeddies), but simultaneously new, large structures are generated. As 
a result, the whole and continuous range of sizes of eddies exists in the flow. 
The scales of eddies in flows are crucial for determining sediment transport 
and deposition, bed formation, and other processes in rivers. Therefore, the 
turbulence structure in vegetated river sections has been in the focus of many 
studies (e.g., Nepf and Ghisalberti 2008).  

This paper presents the analysis of an influence of channel roughness 
and floodplain trees on the longitudinal sizes of the macro- and microeddies, 
calculated based on the measurements of instantaneous, longitudinal water 
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velocities in a compound channel from two previous experimental investiga-
tions. The main aim of this paper is an analysis of the longitudinal sizes of 
macro- and microeddies distributions in a channel of a compound cross-
section, without and with the impact of floodplain trees. 

2. SCALES  OF  TURBULENT  EDDIES 
The external scale of turbulence is determined by the sizes of macroeddies. 
Evaluation of sizes of macroeddies must be preceded by the determination of 
time-scales of macroeddies. To this end, autocorrelation functions R(t) can 
be used for this evaluation. The functions exhibit very similar forms of de-
caying curves with an alteration of the domains of the positive and negative 
values. Basing on autocorrelation functions, Euler time-macroscales TE are 
derived according to Nikora et al. (1994): 

 
0

( ) ,ET R t dt
�

� �  (1) 

which are a measure of the slowest changes in the turbulent flow caused by 
macroeddies. For a steady and uniform turbulent flow, when mean velocity 
in a given point significantly exceeds the velocity of fluctuations, there ex-
ists, according to the Taylor’s hypothesis, a direct relationship of temporal 
and spatial Eulerian autocorrelation functions. Referring to Taylor’s relation-
ships between the spatial L and temporal TE turbulence macroscale, the fol-
lowing formula for mean longitudinal sizes can be derived: 

 ,EL UT�  (2) 

where U is the time-averaged point velocity. Most often the sizes of mac-
roeddies are related to the water depths h in an analysed measurement verti-
cal for easier comparison. 

The size of microeddies is a measure for the smallest size of eddies 
which are present in the turbulent flow of water. Kolmogoroff and Taylor 
proposed the spatial scale of microeddies (Nezu and Nakagawa 1993, 
Mazurczyk 2007). The Taylor’s microscale depends both on the macroscop-
ic motion by means of the fluctuating velocity and on dissipative characteris-
tics, whereas the Kolmogoroff’s microscale depends only on dissipative and 
viscous characteristics (Nezu and Nakagawa 1993). In order to identify the 
size of the Kolmogoroff’s microscale � (microeddies), the spectrum density 
function S(�) is calculated for instantaneous, longitudinal velocities and next 
the proper frequency subrange of velocities is determined, and for that 
subrange the rate of energy dissipation � can be obtained (Kozio� 2012). The 
spectrum density function S(�) expresses kinetic energy of eddies for the 
frequency range  (�, � + d�)  and this function is not uniform versus fre-
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quency. This function takes the largest values for the frequencies of the av-
eraged motion, while the lowest values are reached for the largest frequen-
cies. The analysis of the spectrum density function involves, among others, 
the determination of the frequency subrange (inertial subrange), whose ex-
istence is assumed by the Kolmogoroff’s hypothesis, and where the local an-
isotropy hypothesis is also valid as well as the “–5/3” power law (Nikora 
1999). Such a subrange is called the inertial subrange of a constant energy 
stream, coming from all scales of eddies: from the largest eddies to the 
smallest ones. The determination of the inertial subranges enables to find 
turbulence scales and energy dissipation rates. The aforementioned values 
can be calculated by applying following formulas (Nikora et al. 1994):  

 2/3 2/3 5/3
1( ) ( ) ,S C U� � � ��  (3) 
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where  C1 = 0.48  is a constant (Monin and Yaglom 1975), � is the size of 
microeddies (Kolmogoroff’s microscale), and 	 is the molecular (kinematic) 
viscosity. Equations 3 and 4 are valid on the condition that the Taylor hy-
pothesis of “frozen turbulence” is applied. 

3. EXPERIMENTAL  SETUP  AND  PROCEDURE 
In this paper, an analysis of sizes of macro- and microeddies distributions in 
the channel, including all eight tests from two studies without and with the 
impact of floodplain trees, is presented (Fig. 1). Three measurements were 
conducted with the use of an electromagnetic meter (tests 1-3, Fig. 1a-c), and 
five measurements were continued with the use of the 10-MHz acoustic 
Doppler velocity meter (ADV) (tests 4-5.1, Fig. 1d-e). Results of the first 
study (tests 1-3) were reported by Kozio� (2000) and Rowi�ski et al. (2002), 
while partial results of the second study were reported by Kozio� (2008, 
2012) (tests 4-5), Czernuszenko et al. (2007) (test 4), and Mazurczyk (2007) 
(test 5). 

The experiments considered herein were carried out in the Hydraulic La-
boratory of the Department of Hydraulic Engineering, Faculty of Civil and 
Environmental Engineering at the Warsaw University of Life Sciences – 
SGGW. A straight open channel (16 m long and 2.10 m wide) with a sym-
metrically trapezoidal cross-section was used for the laboratory tests. The 
main channel width was 30 cm with a floodplain width of 60 cm. The banks 
were inclined at a slope of 1:1. The channel bed slope of the channel was 
0.5‰. Water discharge values were recorded with the use of the 540 mm di-
ameter circular weir.  A row of PCV pipes  was installed  in the upstream ap- 
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Fig. 1. Scheme of a laboratory cross-section for two considered studies. The first 
study: (a) test 1 in a channel with the smooth bed, (b) test 2 in a channel with the 
smooth bed of the main channel and rough floodplains, and (c) test 3 in a channel 
with the smooth bed of the main channel and rough floodplains vegetated with trees 
(0.1 × 0.1 m trees system). The second study: (d) tests 4, 4.1, and 4.2 in a channel 
with the smooth bed of the main channel and rough sloping banks of the main chan-
nel, rough floodplains, and (e) tests 5 and 5.1 in a channel with the smooth bed of 
the main channel and rough sloping banks of the main channel, rough floodplains 
vegetated with trees (0.2 × 0.2 m trees system). Explanations: 1 – pipes imitating 
trees, and 2 – wooden strips supporting the trees (dimensions in cm). 

proach channel reach to straighten the flow. During the experiments the fol-
lowing parameters were measured: water levels in the main channel and on 
the floodplains, velocities, water temperature, and water discharge. Before 
general measurements were started, some trial velocity measurements had 
been performed in a few cross-sections at distances of 4 and 12 m from the 
channel entrance. These tests showed that the Reynolds number was suffi-
ciently large, in order to create the state characterized by local isotropy and 
homogeneity and associated universal behaviour of statistical properties 
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(e.g., velocity, standard deviation, and skewness). The cross-section half way 
down of the channel length was selected for velocity measurements. Instan-
taneous longitudinal velocities were measured with two probes. 

In the first study, in tests 1, 2, and 3, instantaneous longitudinal veloci-
ties were measured with the use of the programmable electromagnetic liquid 
velocity meter manufactured by Delft Hydraulics. The accuracy of the meas-
urement of velocity is ±0.01 m/s. The measurements of instantaneous longi-
tudinal velocities were carried out at 48 points at 10 verticals (verticals 6-36 
and 39, Fig. 2). The time of velocity recording at each point was roughly 
40 min with a sampling interval of 5 Hz. The analysis of the velocity data 
showed that a sampling period slightly shorter than 27 min was enough to 
obtain fully steady statistical characteristics of the flow and, therefore, the 
time series of 8000 elements (corresponding to the time period of about 
26.7 min) were further elaborated. More detailed information about the 
methodology can be found in Rowi�ski et al. (2002). 

In the second study, in tests 4, 4.1, 4.2, 5, and 5.1, instantaneous longitu-
dinal velocities were measured with the use of a three-component acoustic 
Doppler velocity meter (ADV) manufactured by Sontek Inc. The ADV 
proved to yield a good description of the turbulence characteristics when cer-
tain conditions related to the flow itself and the configuration of the instru-
ment were satisfied. The measurements were conducted with the maximum 
frequency of 25 Hz in the velocity range of 0 to 1.0 m/s with an accuracy of 
0.25 cm/s. The measurements of instantaneous velocities were carried out at 
250 points at 23 verticals – six on each floodplain and eleven in the main 
channel (Fig. 2). The time of velocity recorded in several dozen points was 
roughly 20 min; it turned out that a sampling time, slightly shorter than 
6 min, is enough to obtain fully steady statistical characteristics of the flow 
and, therefore, a time series of 9000 elements (corresponding to the time pe-
riod of about 360 s) has been used subsequently. More detailed information 
about the methodology can be found in the paper by Czernuszenko et al. 
(2007). Before the second study measurements were started, some trial ve-
locity measurements had been performed by two probes in a few points in 
 

Fig. 2. Scheme of the experimental cross-section with the arrangement of measuring 
verticals (dimensions in cm). 
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the main channel and on the floodplains. The calculated values of velocity, 
standard deviations, skewness, and kurtosis coefficients were compared for 
two probes, and the comparison confirmed that the values obtained from the 
two instruments were similar. 

In the first study, in test 1, the surface of the channel bed was smooth 
(the smooth channel) and made of concrete. In tests 2 and 3 the floodplains 
were covered by cement mortar composed of terrazzo with grains of diame-
ter within the range from 0.5 to 1 cm. The values of an average Manning co-
efficient and absolute roughness of the channel surface were determined 
from the Manning’s equation and the Colebrook–White’s equation on the 
basis of the average velocity values of the flow measured in the main chan-
nel and on both the floodplains. For the smooth channel, Manning’s rough-
ness coefficient was equal to about  n = 0.011 m–1/3s, n = 0.018 m–1/3s  for the 
left rough surface of the floodplain, and 0.025 m–1/3s  for the right surface. 
The obtained roughness amounted to ks = 0.00005 m for the smooth surfaces, 
ks = 0.0074 m  for the rough surface of the left floodplain, and  ks = 0.0124 m 
for the rough surface of the right floodplain. In test 3, rigid emergent stems 
of riparian trees growing on the floodplains were modelled by aluminium 
pipes of 0.8 cm diameter, placed with both longitudinal and lateral spacings 
of 10 cm (100 stems per m2, Fig. 1c). The type of arrangement of stems is  
illustrated in Fig. 1. The stems simulate basically only the rigid stem of trees. 
There were 16 pipes in each of 161 cross-sections. 

In the second study (tests 4, 4.1, 4.2, 5, and 5.1), both banks of the main 
channel were covered by cement mortar composed with terrazzo with grains 
of diameter within the range 0.5 to 1 cm (Fig. 1d-e). In tests 5 and 5.1 rigid 
emergent stems of riparian trees growing on the floodplains were modelled  
 

Table 1  
The hydraulic parameters 

Parameter 
Test 

1 2 3 4 4.1 4.2 5 5.1 

Discharge Q [l/s] 69.3 50.0 38.9 95.2 81.1 61.5 65.7 58.9 

Depth in the main channel H [cm] 20.2 21.9 21.2 28.3 26.4 24.1 28.0 26.3 

Depth on the floodplain hf [cm] 5.2 5.9 5.2 12.3 10.4 8.1 12.0 10.3 

Relative depth  Dr = hf /H 0.26 0.27 0.24 0.43 0.39 0.34 0.43 0.39 

Vegetation on the floodplains – – Trees – – – Trees 

The sloping banks [–] 1:1 

The bed slope i [‰] 0.5 
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by aluminium pipes of 0.8 cm diameter, placed with both longitudinal and 
lateral spacings of 20 cm (25 stems per m2, Fig. 1e). There were 8 stems in 
tests 5 and 5.1 in 80 cross-sections. The hydraulic parameters of two studies 
are given in Table 1.  

4. RESULTS  AND  ANALYSIS 
4.1  Temporal scale of macroeddies in the stream 
The ranges of the calculated values of time macroscales on the floodplains 
and in the main channel for all analysed tests are given in Table 2. The cal-
culated Euler time-macroscale values ranged from 0.08 to 0.95 s on the 
floodplains without trees, while in the main channel they varied from 0.08 to 
1.97 s (Table 2). On the other hand, in scenarios with floodplain trees, the 
time-macroscale values ranged from 0.1 to 0.98 s on the floodplains, while 
in the main channel they ranged from 0.1 to 0.82 s (Table 2). In the main 
channel the largest values of time-macroscale were reached for a smooth bed 
(test 1), and the lowest were found for tests 5 and 5.1. Introducing rigid, 
emergent vegetation causes generation of wakes behind each stem; therefore, 
trees generated a decrease of time-macroscale in test 5, in comparison with 
test 4, both for the main channel and the floodplains. 

Table 2  
The calculated values of the macro time-scale of turbulence TE [s] 

Area Test 1 Test 2 Test 3 (trees) Test 4 
The left floodplains 0.15-0.62 0.25-0.95 0.30-0.98 0.14-0.59 
The main channel 0.10-1.97 0.23-0.76 0.50-0.82 0.15-0.96 
The right floodplains – – – 0.13-0.62 

Area Test 4.1 Test 4.2 Test 5 (trees) Test 5.1 (trees) 
The left floodplains 0.09-0.74 0.15-0.68 0.10-0.51 0.14-0.38 
The main channel 0.08-0.63 0.07-0.64 0.10-0.46 0.10-0.50 
The right floodplains 0.08-0.65 0.08-0.58 0.14-0.42 0.18-0.38 

 

4.2  Spatial longitudinal scales of macroeddies in the stream 

The calculated mean longitudinal sizes of macroeddies and relative sizes of 
macroeddies (L/h) related to the water depths h at location of y (Fig. 2) are 
presented in Table 3. 

Figure 3 illustrates the contour lines for the longitudinal relative sizes of 
macroeddies (L/h). The results show that for all tests with rough floodplains, 
the relative sizes of macroeddies are larger on the floodplains than in the 
main channel. The largest sizes appear on the floodplains in the interaction  
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Table 3  
The calculated longitudinal sizes of macroeddies L (spatial macro-scale) 

Area 
Test 1 Test 2 Test 3 (trees) Test 4 

L [cm] L/h L [cm] L/h L [cm] L/h L [cm] L/h 
The left floodplains 6-24 1.1-4.2 3-17 0.5-2.9 2-11 0.4-2.1 4-19 0.3-1.6 
The main channel 4-89 0.2-4.4 8-30 0.4-1.6 13-25 0.6-1.7 3-26 0.1-1.2 
The right flood plains – – – – – – 1-23 0.1-1.2 

Area 
Test 4.1 Test 4.2 Test 5 (trees) Test 5.1 (trees) 

L [cm] L/h L [cm] L/h L [cm] L/h L [cm] L/h 
The left floodplains 2-24 0.2-2.3 4-20 0.5-2.5 2-9 0.2-0.8 1-8 0.1-0.8 
The main channel 2-21 0.1-1.2 2-17 0.1-1.0 1-13 0.2-0.7 1-15 0.1-0.8 
The right floodplains 2-24 0.1-2.3 2-13 0.2-1.6 2-9 0.2-0.8 1-8 0.1-0.7 
 
zone, close to the main channel, and the smallest ones occur over the main 
channel bed. 

Figure 4 illustrates the changes of relative sizes of macroeddies (L/h) as 
a function of the relative depth z/h (z is the distance from the bed), at select-
ed measurement verticals on the floodplains and in the main channel. The 
distributions of longitudinal sizes of macroeddies in verticals are not similar 
within the whole channel cross-section. 

Macroeddies in the main channel 
For the smooth channel (test 1) the largest relative sizes of macroeddies were 
achieved for the main channel centreline (V39, Fig. 4), and the smallest size 
was reached in test 4, with the rough surface of main channel sloping banks 
and floodplains (Fig. 4) (Kozio� 2000). In the main channel in test 1, when 
for a relative depth of  z/h = 0.5, the largest relative sizes of macroeddies 
were equal to 4.4 times the stream depth (V39, Fig. 4). The increase of the 
roughness of the floodplains (test 2) and the main channel sloping banks 
(tests 4-4.2) resulted in a decrease of water velocity and also reduced the 
sizes of macroeddies. The increase of roughness on the floodplains in test 2 
resulted in the decrease in sizes of macroeddies at the bed and at the water 
surface only, but in the middle depth zone (0.25 < z/h < 0.75, V39, Fig. 4) it 
almost did not change and amounted to about one time stream depth. How-
ever, the increase of main channel sloping banks roughness in tests 4-4.2 re-
sulted in the decrease in sizes of macroeddies in the main channel to 0.5 of 
the stream depth (V39, Fig. 4). Floodplain trees (tests 3, 5, and 5.1) resulted 
in the decrease of water velocities in the main channel, which are identical in 
verticals for three tests (V39, Fig. 4); however, sizes of macroeddies almost 
did not change in the smooth main channel (tests 2-3, Fig. 3, V39 in Fig. 4),  
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Fig. 3. Contour lines for longitudinal relative sizes of macroeddies (L/h). 

but they decreased from  L/h = 0.6 (test 4) to 0.3 (test 5) in the main channel 
with rough banks. The comparison of the main channel to rough banks (tests 
5 and 5.1) shows that sizes of macroeddies are over three times larger in the 
smooth main channel (test 3, Fig. 3, V39 in Fig. 4). 
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Fig. 4. Example vertical distributions of longitudinal velocities and relative sizes of 
macroeddies on floodplains.  

Macroeddies over the sloping banks of the main channel 
The sizes of macroeddies are the largest nearby the floodplain over the slop-
ing banks of the main channel (Fig. 3, V30 in Fig. 4) and the smallest in the 
vertical located between the sloping bank and the main channel (Fig. 3). In 
the vertical located between the sloping bank and the bed of the main chan-
nel, the largest sizes of macroeddies occur in the smooth channel (test 1) and 
in the channel with rough floodplains (test 2), and the sizes are of the order 
of the stream depth (Fig. 3). The smallest sizes of macroeddies appeared in 
the channel with rough floodplains and rough sloping banks (tests 4-4.2), 
and they decreased downwards, towards the bed, from 1 to 0.1 times the 
stream depth (Fig. 3, V34 in Fig. 4). Over the sloping banks of the main 
channel close to the floodplains, where the greatest interaction between the 
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main channel and the floodplain exists, the largest sizes of macroeddies ap-
pear only in the smooth channel (test 1), and at the bed they reach 2 stream 
depths (Fig. 3, V30 in Fig. 4). The smallest sizes of macroeddies occur in the 
case of rough floodplains and rough sloping banks of the main channel (tests 
4-4.2), and here the size decreases downwards the bed from 1.2 to 0.1 times 
the stream depth (Fig. 3, V30 in Fig. 4). In the smooth channel, sizes of mac-
roeddies increase downwards the bed, and in the channel with rough flood-
plains they remain constant with depth (L/h = 1.5 approximately). Floodplain 
trees (tests 3, 5, and 5.1) resulted in a decrease of water velocity over smooth 
sloping banks of the main channel only above  z/h = 0.4, but over the rough 
sloping banks the velocity decreased in the whole depth (V34, Fig. 4). Sizes 
of macroeddies are the largest over the sloping banks of the main channel, 
close to the floodplain in case when the sloping banks are smooth (test 3). 
The farther from the floodplains, the smaller the impact of trees on sizes of 
macroeddies over the main channel sloping banks. 

Macroeddies on the floodplains 
On the floodplains, the largest relative sizes of macroeddies were achieved 
in the smooth channel, and reached 4 times the stream depth (Table 3, 
Fig. 4). The increase of the roughness of floodplains and the main channel 
sloping banks resulted in the lowest sizes of macroeddies in tests 4-4.2, 
which appear in a vertical near the bed and close to the sloping bank of the 
floodplain. The largest, relative sizes of macroeddies on the floodplain are 
observed at the floodplain/main channel interface. On both floodplains, sizes 
of macroeddies decreased downwards the bed, from 2.5 to 0.1 times the 
stream depth; however, close to the floodplain sloping banks the macroed-
dies were almost constant with depth, and are equal to one stream depth. 

Trees on the floodplains (tests 3, 5, and 5.1; Fig. 4) resulted in the rela-
tive scales of macroeddies’ values being more uniform. It is clear that the 
emergent vegetation generates turbulence along all verticals by creation of 
a wake behind a row of parallel rods. In other words, some large local gradi-
ents of a mean velocity exist behind the “trees”, thereby making the relative 
scales of macroeddies much smaller and the vertical distributions of 
macroeddies more uniform. In tests 5 and 5.1 on both floodplains, relative 
sizes of macroeddies are lower than one time the stream depth, ranging from 
0.1 to 0.8 of the stream depth. In some verticals, almost behind a tree, rela-
tive sizes of macroeddies slightly increase downwards the bed (V13, Fig. 4). 

In tests 3, 5, and 5.1, relative sizes of macroeddies were slightly different 
close to the floodplain sloping bank only, but in other areas of the channel 
cross-section, the macroeddies were several times larger in test 3 than in oth-
er cases. Lower relative sizes of macroeddies in tests 5 and 5.1 were 
achieved for rough main channel sloping banks and the two times smaller 
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number of floodplain trees. It can be concluded that a more significant influ-
ence on the decreasing macroeddies’ size is exerted by an increasing rough-
ness of the main channel than by 2 times smaller density of floodplain trees. 

Additional proof for this can be found in research by Nepf and Vivoni 
(2000), Carollo et al. (2005), and Mazurczyk (2007). Carollo et al. (2005) 
found that the increase of an absolute roughness resulted in a decrease in 
longitudinal macroeddies size. These findings were based on the gravel-
bottom channels research, considering a different grain size. However, Nepf 
and Vivoni (2000) and also Mazurczyk (2007) performed research on chan-
nels with emergent vegetation and proved that the increase of vegetation 
density considerably decreases sizes of macroeddies, so the decrease of the 
density should lead to an increase of the macroeddies size. A literature re-
view of laboratory and field measurement results (e.g., McQuivey et al. 
1971, Nikora et al. 1994, Nikora and Smart 1997, Mazurczyk 2007) proved 
that sizes of macroeddies usually ranged from 0.5 to 4 times the stream 
depth, so the results achieved in this paper are consistent with the research 
results by other authors. 

4.3  Spatial longitudinal scales of microeddies in the stream 

The analysis of the spectrum density function enabled us to determine an in-
ertial subrange and the subsequent determination of the energy dissipation 
rates (Eq. 3), and the sizes of Kolmogorov’s microeddies � (Eq. 4) were cal-
culated. Figure 5 presents the frequency spectra S(f) of instantaneous longi-
tudinal velocities in analysed tests. The presence of floodplain trees resulted 
in the decrease of values of the spectrum density function (e.g., comparing 
test 2 and 4 or 4 and 5, Fig. 5). 

Figure 6 presents vertical distribution of longitudinal velocities and lon-
gitudinal sizes of microeddies in tests 1, 2, and 4 for non-vegetated flood-
plains. The calculated values of microeddies are very small in comparison 
with the value of velocity (Fig. 6) and with the sizes of macroeddies L which 
most often are presented in relation to the water depth (Fig. 4). All calculated 
sizes of microeddies are in the order of decimal parts of a millimetre, and 
they vary from 0.13 to 0.44 mm. Most of calculated values do not vary sig-
nificantly in the channel, and they are approximately 0.2 mm, while the in-
crease of sloping banks roughness in the main channel resulted in a growth 
of microeddies size in the main channel that they reached, from 0.24 to 
0.44 mm in length (test 4, V39, Fig. 6b). It was concluded that the increase 
of the floodplain roughness and main channel sloping banks roughness did 
not result in vital changes of the microeddies size on the floodplain. Howev-
er, the increase of floodplain roughness and the increase of the main channel 
sloping banks roughness resulted in a growth of microeddies size in the main 
channel (Fig. 6b). 
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Fig. 5. Frequency spectra S(f) of instantaneous longitudinal velocities in tests 1-5 
(z is the distance from the bed). 

Figure 7 presents vertical distributions of longitudinal velocities and siz-
es of Kolmogoroff’s microeddies � in the compound channel with emergent 
vegetation on the floodplains (tests 3 and 5). Trees did not result in large 
changes of sizes of microeddies, and the calculated values are also very simi- 
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Fig. 6. Vertical distribution of longitudinal velocities and sizes of microeddies in 
tests 1, 2, and 4. 

Fig. 7. Distribution of longitudinal sizes of microeddies in tests 1-5. 

lar and range from 0.08 to 0.48 mm. In test 3, the sizes of microeddies did 
not change on the floodplain and in the main channel, but only in the interac-
tion zone, close to the surface that divides the main channel and the flood-
plain, the eddies disintegrated into structures of smaller sizes (V30, Fig. 7a). 
In test 5, floodplain trees contributed to the disintegration into structures of 
bigger sizes on the floodplain, bigger by about 50% in comparison with test 
3, but had no influence on the vertical distribution of sizes of microeddies 
(V19, Fig. 7b). However, in the plane dividing the main channel and the 
floodplain, the sizes of microeddies did not vary considerably, and in the test 
with floodplain trees, the sizes of microeddies did not change with depth 
(V30, Fig. 7b). Therefore, the sizes of microeddies are slightly bigger near 
the bed and smaller above the relative depth  z/h = 0.4  in test 5. In the main 
channel the sizes of microeddies almost did not change in test 5, but flood-
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plain trees resulted in changes of the vertical distribution of microeddies size 
(V39, Fig. 7b). The longest sizes of microeddies are at the relative depth  
z/h = 0.45. The sizes of microeddies are significantly bigger in the middle 
zone of the main channel (z/h = 0.3-0.7) than on the floodplain. 

Trees on the floodplains did not lead to considerable changes of sizes of 
microeddies, and usually their values were very similar. The analysed 
microscale was within the range from 0.1 to 10 mm. This statement is con-
sistent with the results achieved for free streams and near the wall regions 
(Czernuszenko and Lebiecki 1989, Nikora et al. 1994, Nikora and Smart 
1997, Mazurczyk 2007). 

5. CONCLUSIONS 
Investigations of the longitudinal sizes of macro- and microeddies, presented 
in the paper, are based on measurements of instantaneous velocities in a hy-
draulic laboratory in a compound trapezoidal channel with different rough-
ness conditions (smooth bed, rough bed) and with a trees system on the 
floodplains. The increase of a channel bottom roughness resulted in a con-
siderable decrease in longitudinal sizes of macroeddies in the whole channel. 
In case of rough floodplains and rough sloping banks of the main channel, 
sizes of macroeddies become larger on the floodplains than in the main 
channel; in verticals the size increased upwards the water surface on the 
floodplains and over the main channel sloping banks, but over the bed of the 
main channel it was almost constant with depth. In all tests with and without 
floodplain trees, the largest macroeddies appeared on the floodplain/main 
channel interface, and the lowest were found over the main channel bed. 
Floodplain trees resulted in a decrease in water velocity and sizes of mac-
roeddies; the most significant decrease took place on the floodplains, and the 
less significant concerns the main channel. Trees located in the active flow 
zone on the floodplains resulted in macroeddies disintegrating and signifi-
cant decreasing their size, but also contributed to their constant value versus 
depth. However, trees did not influence the values and vertical distribution 
of macroeddies over the main channel bed. More significant influence on 
sizes of macroeddies decreasing in the whole channel is exerted by the in-
crease of the main channel sloping banks roughness than the influence of 
twice decreased density of floodplain trees. 

The calculated values of sizes of microeddies varied within the ranges of 
0.08 to 0.48 mm. The changes of longitudinal sizes of microeddies on the 
floodplains were not influenced by the increase of floodplain roughness 
(test 2), the increase of main channel sloping banks roughness (test 4), or the 
presence of trees, but only for the smooth main channel (test 3). However, 
when the roughness of the floodplains and sloping banks of the main channel 
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were identical (test 5), the occurrence of trees resulted in disintegration of 
the sizes of macroeddies into bigger sizes of microeddies. The increase of 
the main channel sloping banks roughness (test 4) and the occurrence of 
trees (test 5) resulted in an increase of sizes of the microeddies in the main 
channel. The sizes of the microeddies are greater in the centreline of the 
main channel than on the floodplains, the smallest being in the main chan-
nel/floodplain interface. The calculated longitudinal sizes of microeddies 
were very small in comparison to the value of velocity (0.05-0.45 m/s) and 
to the scale of macroeddies which most often are presented in relation to the 
water depth. The values of the microeddies were in the order of decimal 
parts of a millimetre, and that is why it is difficult to draw conclusions about 
significant changes of their values as a result of an influence of bed rough-
ness and floodplain trees. 
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A b s t r a c t  

The Fisher–Shannon (FS) information plane, defined by the Fisher 
information measure (FIM) and the Shannon entropy power (NX), was 
robustly used to investigate the complex dynamics of eight monthly 
streamflow time series in Colombia. In the FS plane the streamflow  
series seem to aggregate into two different clusters corresponding to two 
different climatological regimes in Colombia. Our findings suggest the 
use of the statistical quantity defined by the FS information plane as  
a tool to discriminate among different hydrological regimes. 

Key words: Caribbean streamflow, Fisher information measure, Shan-
non entropy. 

1. INTRODUCTION 
The analysis of the time dynamics of a river streamflow has gained a great 
importance because it can be considered as the integral of the annual or  
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interannual climatic fluctuations, which characterize its basin. In fact, the  
literature dealing with river streamflows is mainly focused on the role of  
a river streamflow as a sort of climatic indicator to identify and characterize 
different climatic periods (Pekarova et al. 2003, Milliman et al. 2008).  
Indeed, the use of streamflow changes for detecting significant trends, iden-
tifying major oscillations periods, and determining relationships between 
hydrological responses and climatic forcings was performed by several au-
thors. Probst and Tardy (1987), analyzing the annual streamflow data of fifty 
major rivers distributed all around the world deduced that during the first 
half of the last century Europe and Asia were affected by a significant humid 
regime that affected Africa, North and South America in the last half of that 
century. Pekarova et al. (2003) analyzing many streamflows worldwide 
identified alternating phases of wet and dry periods and extreme cycles of 
high-low discharge with periods from years to tens of years. But Milliman et 
al. (2008) noted significant changes just in individual rivers and at regional 
levels. Some authors have also analyzed the relationship between streamflow 
of Colombian rivers and El Niño-Southern Oscillation (ENSO) phenomenon 
(Mesa et al. 1997, Restrepo and Kjerfve 2000, Gutiérrez and Dracup 2001, 
Restrepo et al. 2014). 

From all these studies it is possible to argue that investigating the time 
structure of streamflows was principally aimed at identifying and possibly 
quantifying climate-related long-term trends, cycles, scaling, or also 
anomalous patterns with respect to a certain background. 

Streamflows can be considered as the output of systems whose 
complexity can be measured by its organization and order. In order to get 
such a knowledge, we need to use appropriate methodological approaches.  

In the present paper, we investigate the time dynamics of eight stream-
flows measured by gauging stations located along the Caribbean plain of  
Colombia using the Fisher–Shannon (FS) method. The FS approach is based 
on the information content of the time series using the statistical measures of 
the Fisher information measure and the Shannon entropy (described in  
Section 2.2), and is a powerful statistical method to gain into insight the  
inner dynamics of a complex system. 

2.  DATA  AND  METHODS 
2.1 Hydrological data 

The Caribbean plain of Colombia is located in the northernmost South 
America. It extends from the Darien tropical rainforest in the Colombia–
Panama border, to the Peninsula de La Guajira in the east, and the slopes of 
the Cordillera de los Andes in the south (Fig. 1). It comprises extensive low-
lands with heights below 100 m, plateaus with heights between 200 and  
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Fig. 1. Caribbean plain of Colombia in northwest South America. Major topographic 
features, selected rivers and gauge stations: 1 – Sucío River, 2 – Mulatos River,  
3 – Sinú River, 4 – Magdalena River (Calamar), 5 – Fundación River, 6 – Frío  
River, 7 – Palomino River, and 8 – Ranchería River. 

                  Table 1 
Drainage basin, river length, headwater, and mean monthly streamflow  

of selected rivers in the Caribbean plain of Colombia.  

River 
Drainage  

basin  
[� 103 km2] 

River 
length
[km] 

Headwater 
 [m a.s.l.] 

Mean monthly 
streamflow  

[m3 s–1] 
 Andean Rivers 
Sucío 4.5 169 4080 278.5 
Mulatos 0.01 115 2120 4.6 
Sinú 14.7 415 3960 398.1 
Magdalena 257.4 1540 3650 6497.1 

 Sierra Nevada Rivers
Fundación  1.87 161 2586 28.2 
Frío  0.32  3975 13.8 
Palomino  0.68  4325 25.7 
Rancheria  4.23 151 3725 12.8 
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Table 2  
Name, location, and historic record period of studied discharge stations 

River Gage station 
Location 

Historic record Elevation 
[m a.s.l.] Longitude Latitude

Andean Rivers 
Sucio Mutata 132 76°26W 7°13N 1976-2010 
Mulatos Pueblo Bello 84 76°31W 8°12N 1977-2010 
Sinu Cotoca Abajo 5 75°51W 9°13N 1970-2010 

Magdalena Calamar 8 74°55W 10°15N 1941-2010 (Qmin) 
1969-2010 (Qmax) 

Sierra Nevada Rivers 
Fundacion Fundacion 55 74°11W 10°31N 1958-2010 
Frio Rio Frio 30 74°09W 10°34N 1967-2009 
Palomino Puente Carretera 30 73°34W 11°14N 1973-2010 
Rancheria Hacienda Guamito 76 72°37W 11°10N 1979-2007 
 
1000 m in the southwest (Serranías de Abibe, San Jerónimo, and Ayapel) 
and northeast (Serranía de Macuira), and one of the highest coastal moun-
tains of the world, named Sierra Nevada de Santa Marta, with heights up to 
5000 m. 

The Instituto de Hidrología, Meteorología y Estudios Ambientales –  
Colombia (IDEAM) provided monthly maximum and minimum streamflow  
data from the main rivers of the Caribbean plain of Colombia (Fig. 1). The 
selection of rivers and corresponding gauging stations was based on two 
important conditions: (1) the station is located close to the downstream part 
of the basin; and (2) its hydrological data record is longer than thirty years 
(see Tables 1 and 2 for the characteristics of the selected rivers). 

2.2 The Fisher–Shannon information plane  

The Fisher–Shannon (FS) information plane represents an efficient tool to 
investigate the complex temporal fluctuations of nonstationary signals. It is 
constructed with coordinate axes given by the Fisher information measure 
(FIM) and the Shannon entropy power (NX) that are both well known in the 
context of information theory. The FIM quantifies the amount of organiza-
tion or order in a system, while NX measures its degree of uncertainty or dis-
order. The FIM was developed by Fisher (1925) in the context of statistical 
estimation. Then, it was utilized for different aims. Frieden (1990) used the 
FIM to describe the evolution laws of physical systems. Martin et al. (1999, 
2001) applied it to characterize the temporal fluctuations of electroencepha-
lograms (EEG) and to detect significant dynamical changes. Complex geo-
physical and environmental phenomena, like volcano-related signals, 
earthquake-related electromagnetic signals, and atmospheric particulate mat-
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ter, benefited of the application of the FIM methodology to gain insight into 
their inner time dynamics and the mechanisms underlying their temporal 
fluctuations and to reveal precursory signatures of critical phenomena  
(Lovallo and Telesca 2011, Telesca and Lovallo 2011, Telesca et al. 2009, 
2010, 2011).  

Shannon entropy is used to quantify the uncertainty of the prediction of 
the outcome of a probabilistic event (Shannon 1948a, b); in fact, it is zero for 
deterministic events. For continuous distributions the Shannon entropy can 
take any real positive and negative value. In order to avoid the difficulty 
arising with negative information measures, the so-called Shannon power 
entropy NX (defined below) can be used instead of the Shannon entropy. 

Let f(x) be the probability density of a signal x, then its FIM I is given by 
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The two measures satisfy the so-called “isoperimetric inequality” 
INX  � D, where D is the dimension of the space (Esquivel et al. 2010). The 
isoperimetric inequality indicates that FIM and Shannon entropy power are 
linked to each other, and the so-called Fisher–Shannon (FS) information 
plane represents a tool for the characterization of signals. The product INX 
can also be employed as a statistical measure of complexity (Romera and 
Dehesa 2004), and for 1-dimensional space, the line INX  = 1 separates the 
FS plane in two parts, one allowed (INX  > 1), and the other not allowed  
(INX  < 1). 

The calculation of the FIM and the Shannon entropy depends on the 
calculation of the probability density function f(x) (pdf). The pdf can be 
estimated by means of the kernel density estimator technique (Devroye 
1987, Janicki and Weron 1994) that approximates the density function as: 
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with b the bandwidth, M the number of data, and K(u) the kernel function,  
a continuous non-negative and symmetric function satisfying the two follow-
ing conditions: 

 ( ) 0 and ( ) 1.K u K u du
��

��

� 	�  (5) 

In our study, we estimated the pdf f(x) by means of the algorithm 
developed by Troudi et al. (2008) combined with that developed in Raykar 
and Duraiswami (2006), that uses a Gaussian kernel with zero mean and unit 
variance:  
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3. RESULTS  AND  DISCUSSION 
We analyzed eight monthly streamflow time series recorded in Caribbean 
plains of Colombia. Figure 1 shows the geographical location of the gauging 
stations. Figure 2 shows the raw data. Selection was based on record length 
and location of the stations in order to cover a long range of years and a wide 
Colombian coast. Data cover the instrumental period, are proved to contain 
good quality measurements and correspond to different basins of Caribbean 
Colombia. We firstly applied the standard well-known power spectral densi-
ty analysis to detect periodicities. We can identify annual and seasonal oscil-
lations (as it was shown by the peaks in the power spectra) (Fig. 3 shows the 
power spectrum of Rancheria Qmin data as an example), which we removed 
before applying the Fisher–Shannon method. Having filtered out the annual 
and seasonal cycles and normalized the monthly maximum (Qmax,N) and min-
imum (Qmin,N) streamflows (in order to avoid any dependence on the real 
amount of water volume per second), for each site we constructed a residual 
time series as (Qmax,N + Qmin,N)/2   (Fig. 4). 

Figure 5 shows the Fisher–Shannon (FS) information plane: the y-axis 
represents the FIM and the x-axis represents the Shannon entropy power NX; 
each symbol represents a residual streamflow series. The analysis of the FS 
information plane allows to discriminate two clusters, the one comprising the 
north-eastern sites (Rancheria, Palomino, Frio, and Fundación) and the other 
comprising the south-western ones (Sucio, Sinu, and Magdalena); Mulatos, 
even though it belongs to the second group, in the FS plane is closer to the 
first group. The two clusters reflect the different hydrological conditions that 
characterize the Andean rivers and the Sierra Nevada ones: the Andean riv-
ers drain rather large basins, with Magdalena being the largest fluvial system 
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Fig. 2. Continued on the next page. 
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Fig. 2. Mean monthly maximum and minimum streamflows at the selected sites 
shown in Fig. 1.  

in the Caribbean plain; while the rivers of the Sierra Nevada de Santa Marta 
drain small mountainous basins (< 5000 km2) with steep gradients and 
limited alluvial floodplains. The Andean Mulatos river has a local pattern 
very likely influenced by the local orographic effects, with a small drainage 
basin that makes it closer to the Sierra Nevada cluster. 

The Fisher–Shannon analysis shows that the Andean rivers are character-
ized by lower FIM (higher NX) and the Sierra Nevada ones by higher FIM 
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Fig. 3. Power spectrum of Rancheria Qmin data. 

(lower NX). This indicates that the Andean rivers are featured by lower 
system organization and order, while the Sierra Nevada ones by lower 
system disorder and higher organization. Hence, the Andean rivers undergo 
a disordered regime, with no preference for any particular set of states, while 
the Sierra Nevada ones undergo an ordered regime, in which a particular set 
of states is preferred. In fact, since the fluvial systems of the Sierra Nevada 
have drainage areas smaller than 5000 km2 in mountainous zones, the 
topographical setting is a primary factor controlling streamflow variability.  
Instead, the Andean rivers, since they drain extensive plateaus or low-lying 
alluvial valleys, are subject to the coexistence of several controlling factors 
that enhance their disorder degree and lower their organization structure. For 
instance, the Magdalena river has a basin formed by 151 subcatchments,  
42 of which are second-order watersheds, several main tributaries, like  
Cauca river (second largest river in Colombia), and, furthermore, 
characterized by high tectonic activity, hillslopes commonly exceeding 45°, 
landslides, steep gradients, and high relief tributary basins (Restrepo and 
Restrepo 2005, Restrepo et al. 2006). Fath et al. (2003) asserted that the 
Shannon entropy can be considered as a measure of the degrees of freedom 
of a system; and, hence, a system with few degrees of freedom has a high 
 information content. In our case, the Sierra Nevada rivers, being less exten-
sive and with a basin smaller and more concentrated than those of Andean 
rivers, are characterized by streamflow time variability with a lower number 
of degrees of freedom and high information content, as clearly indicated by  
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Fig. 4. Residual time series given by the average between the filtered normalized 
monthly maximum and minimum streamflows at the selected sites shown in Fig. 1. 
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the FS information plane. As it can be argued, such a number of streamflow 
controlling factors, larger for the Andean rivers than Sierra Nevada ones, 
may organize and order the streamflow data, as indicated by the significantly 
different FIM and Shannon entropy power values. 

4. CONCLUSIONS 
We analyzed eight monthly streamflow time series recorded in Caribbean 
plain of Colombia by using the Fisher–Shannon statistical method. The 
streamflow time series aggregate into two different clusters: one corresponds 
to Andean Rivers Group (except of Mulatos) and the other corresponding to 
the Sierra Nevada Group. The Andean Group is characterized by higher 
Shannon entropy power and lower FIM with respect to the Sierra Nevada 
Group. This indicates that the Sierra Nevada rivers are featured by higher 
organization and order than the Andean rivers that, on the contrary, are char-
acterized by greater disorder and uncertainty. A connection between these 
dynamical properties and the particular characteristics of the topography and 
drainage area of the two groups was suggested. 
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A b s t r a c t  

While it is well-known that texture can be used to classify very 
high resolution (VHR) data, the limits of its applicability have not been 
unequivocally specified. This study examines whether it is possible to 
divide satellite images into two classes associated with “low” and “high” 
texture values in the initial stage of processing VHR images. This ap-
proach can be effectively used in object-oriented classification. Based on 
the panchromatic channel of KOMPSAT-2 images from five areas of 
Europe, datasets with down-sampled pixel resolutions of 1, 2, 4, 8, and 
16 m were prepared. These images were processed using different texture 
analysis techniques in order to discriminate between basic land cover 
classes. Results were assessed using the normalized feature space dis-
tance expressed by the Jeffries–Matusita distance. The best results were 
observed for images with the highest resolution processed by the Lapla-
cian filter. Our research shows that a classification approach based on the 
idea of “low” and “high” textures can be effectively applied to panchro-
matic data with a resolution of 8 m or higher. 

Key words: object-oriented classification, land cover classification, tex-
ture, Laplacian filter. 
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1. INTRODUCTION 
Texture is expressed by the frequency of tonal values (brightness or colour) 
of neighbouring points of an image and is one of the most important features 
for the interpretation of data gathered through remote sensing. In visual clas-
sification, texture is as important as the tone, shape, and size of the identified 
object. This is also the case in automatic classification, which is based on the 
digital numbers of pixels that make up an image (Tuceryan and Jain 1999). 
Image processing systems for the interpretation of satellite data have func-
tions for the calculation of texture parameters such as: variance, contrast, en-
tropy, homogeneity or correlation. The spatial extent of the analyses is 
determined by the size of the moving window. Computations are usually 
performed on square windows of 3 × 3 or 5 × 5 pixels and the resulting value 
is output to a layer that corresponds to the position of the window’s central 
pixel. 

More complex calculations are based on the Grey Level Co-occurrence 
Matrix (GLCM). With this method, texture can be determined not only with-
in a pre-defined window, but also for an object of any shape. The first step is 
to make the co-occurrence matrix symmetrical around the diagonal. Then it 
is normalized and at this point it represents the probability of occurrence of 
data values. Next, it is processed in order to describe the texture of the object 
(Hall-Beyer 2000). Based on the GLCM, Haralick et al. (1973) proposed 14 
features for image classification. Another method of determining texture is 
to use image filtration methods. Although these are usually based on the 
moving window technique, their goal is not specifically to measure texture 
but rather to increase and highlight it. There are many different high pass 
and edge detection filters (including adaptive statistical filters) that can be 
used for this purpose. Similarly, filters that smooth the image by removing 
anomalies can be applied to highlight textural features. 

Texture plays a particularly important role in object-oriented algorithms 
(Blaschke 2010). In contrast to traditional pixel-based approaches, these al-
gorithms work at the level of entire objects rather than individual pixels. Ob-
jects are formed through a segmentation process that groups pixels that meet 
given similarity conditions. Objects can be then analysed on the basis of 
a variety of distinctive features, including texture. The computation of the 
texture of the area identified as the object is based on spectral channels pro-
cessed by texture functions or filters. Haralic functions are implemented in 
object-oriented software such as eCognition (eCognition Developer 2011) 
and are often used despite very time-consuming calculations. Texture is ap-
plied not only for class identification but also as an additional data source for 
image segmentation (Ryherd and Woodcock 1996, Hofmann et al. 1998, Hu 
et al. 2005). 
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Textural features are mainly applied in order to identify built-up areas on 
VHR satellite images. GLCM parameters are used to discriminate urban and 
non-urban areas and to extract urban areas from other land cover classes (De 
Martinao et al. 2003, Morales et al. 2003, Puissant et al. 2005, Wang et al. 
2003, He et al. 2005, Su et al. 2008, Lewinski and Bochenek 2009). Kit et 
al. (2012) used VHR satellite images to identify informal settlements. De 
Kok (2012) proposed the simulation of a large 49 × 49 Laplacian filter for 
testing neighbourhood contrast in order to enhance the detection of artificial 
areas. Esch et al. (2010) provide examples of urban classification based on 
the analysis of the texture of synthetic aperture radar (SAR) images. 
Berberoglu et al. (2007) assessed usefulness of texture measures for maxi-
mum likelihood and artificial neural networks classification routines. They 
tested texture measures calculated for three different windows (3 × 3, 5 × 5, 
7 × 7) over the Landsat TM image of Mediterranean area. Textural analysis is 
not only useful for typical land cover classification; other examples are for-
est biomass estimation (Eckert 2012) or the classification of sub-Antarctic 
vegetation (Murray et al. 2010). 

The algorithm proposed by De Kok and Wezyk (2008) was based on the 
hypothesis that it is possible to divide an image into so-called “low” and 
“high” textures from calculations based on high-resolution panchromatic 
channels. Low texture values are associated with agricultural land and bodies 
of water. Other land cover classes (primarily various species of forests and 
built-up areas) are characterized by higher texture. The strategy is based on 
a sequential classification – from general to more detailed. The division into 
two textural groups is very helpful because the algorithm can be targeted at 
the initial stage of the classification. In general, it can be assumed that once 
all the water bodies have been identified, agricultural land (the most com-
plex land cover class) will be “automatically” recognized because it belongs 
to the rest of the “low” texture area. Other land cover classes belong to high 
texture areas and are classified in separate processes. A simplified work-flow 
is presented in Fig. 1. 

A threshold value between low and high textures can be defined interac-
tively using designated sets of training fields for agricultural areas, water 
bodies, forests, and buildings. De Kok and Wezyk (2008) proposed using the 
distribution of histogram quantiles to express the threshold value. Similarly, 
Nussbaum et al. (2006) developed statistical tools to determine the threshold 
(the crossing point) between the distributions of textures in sets of training 
fields. 

The idea of initializing the classification using “low” and “high” textures 
was implemented in the SATChMo-K2 algorithm. The algorithm was devel-
oped as one of the Core Mapping Services of the Geoland2 project 
SATChMo (Seasonal and Annual Change Monitoring). The Area Frame Sam- 
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Fig. 1. Land cover classification work-flow based on assumptions of “low” and 
“high” texture. 

pling Europe (AFS Europe) subproject generated generic maps of land cover. 
This approach was designed for the classification of KOMPSAT-2 and 
FORMOSAT-2 VHR satellite images (Lewinski et al. 2014). Texture was 
calculated based on panchromatic channels processed by sigma filters. The 
algorithm has also been used to generate land cover maps based on other 
VHR datasets (Ikonos, QuickBird, and SPOT). The use of texture as a basic 
classifier made it possible to achieve similar results irrespective of the sea-
son (spring, summer or autumn) and to use the same classification features 
for images of similar European regions.  

The project ran extensive experiments. Seven teams classified the basic 
land cover classes of more than 120 images scattered across Europe. This 
work showed that the classification approach is sensitive to spatial resolu-
tion. Both KOMPSAT-2 and FORMOSAT-2 images belong to the group of 
VHR data, but the spatial resolution of KOMPSAT-2 (PAN – 1 m, MS – 
4 m) is four times better than that of FORMOSAT-2 (PAN – 2 m, MS – 
8 m); it is therefore easier to divide KOMPSAT-2 images into “low” and 
“high” textures. Moreover, the effectiveness of the algorithm depended on 
the geographic area. The most difficult area to classify was Southern Europe, 
especially Spain. This was mainly due to dispersed vegetation, and not sea-
sonal differences.  

The work of the SATChMo team forms the basis for the study described 
here. The initial texture-based classification was a crucial step and more in-
sight is needed into the correct selection of textural parameters. Parameter 
selection mainly depends on the sensor resolution and the geographic loca-
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tion. The aim of this study was therefore to determine whether it would be 
possible to use the “low” and “high” texture classification approach for the 
panchromatic images of different spatial resolution. 

2. SATELLITE  DATA  AND  TEXTURE  PREPROCESSING 
The work was performed using KOMPSAT-2 satellite images provided by 
the European Space Agency (ESA), which were intended for land cover 
classification in the context of the SATChMo project. Five images were se-
lected from over one hundred datasets, scattered across Europe. They in-
cluded typical types of land cover found in central, northern, and southern 
Europe. Analyses were performed on a subset of panchromatic data defined 
for each image. The selected images are specified in Table 1 and shown in 
Fig. 2. The Spanish image was representative of the Mediterranean coun-
tries; it was included because of the difficulty of classifying this type of land 
cover. The selected image subsets do not have an equal area. This is because 
we were trying to find image fragments that included all types of land cover. 

Table 1  
Selected subsets of satellite images 

No. Satellite data Date of  
acquisition 

R
es

ol
ut

io
n 

of
 P

A
N

 d
at

a 

Coordinates  
of a subset  

(centre) �, � 
Country Area 

[km2] 

1 KOMPSAT-2 10 Sep 2009 1 m 52°10� 18.6� N 
17°24� 02.8� E 

Poland 85.5 

2 KOMPSAT-2 19 Sep 2009 1 m 53°44� 31.8� N 
 8°40� 20.0� E 

Germany 73.0 

3 KOMPSAT-2 9 Aug 2009 1 m 63°40� 25.5� N 
26°31� 30.3� E 

Finland 83.0 

4 KOMPSAT-2 21 Jul 2009 1 m 45°05� 55.2� N 
 0°46� 12.0� W 

France 70.8 

5 KOMPSAT-2 26 Aug 2009 1 m 43°19� 41.3� N 
 4°06� 55.6� W 

Spain 91.7 

 

Lower-resolution images were simulated using the 1 m resolution pan-
chromatic channel of KOMPSAT-2. We applied the “degradation” function 
of the ERDAS Imagine software and generated images with pixel sizes of 2, 
4, 8, and 16 m. Using this technique, a panchromatic dataset of 1-16 m reso-
lution was collected for each test area. Figure 3 shows subsets at resolutions 
of 1 and 8 m. 
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Fig. 2. Selected subsets of satellite images: (a) France, (b) Finland, (c) Spain, 
(d) Germany, and (e) Poland. 

(a)                                                                (b) 

Fig. 3. Panchromatic channel of KOMPSAT-2 image at 1 m (a) and 8 m (b) resolu-
tion (German test site). 
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In order to obtain textural information, panchromatic channels were pro-
cessed using six image texture analysis techniques: the PanBF transfor-
mation, the sum of two Lee Sigma filters, the Sobel filter, the Laplacian 
filter, Gray-Level Co-occurrence Matrix (GLCM) homogeneity, and GLCM 
entropy. These functions were selected because they are the most useful for 
land cover classification based on the SATChMo-K2 algorithm. 

The PanBF transformation was proposed by Wezyk and De Kok (2006). 
It is the ratio of panchromatic data and the sum of two edge-detection images 
processed inside a 3 × 3 moving window by the Lee Sigma filter: 

 PANPanBF ,
LeeSigma LeeSigma_n

�
�

 (1) 

where PanBF is the PanBF transformation, PAN is panchromatic data, Lee-
Sigma is panchromatic data processed using the Lee Sigma filter, Lee-
Sigma_n  is inversed (negative) panchromatic data processed using the Lee 
Sigma filter. 

The Lee Sigma filter first computes a mean and standard deviation for 
a given window. Next the number of pixels that satisfy the criteria defined 
by the sigma value is tested and the output is calculated based on this value 
(Jensen 1996).  

The second feature texture test also used the Lee Sigma filter. This is 
a sum of two Lee Sigma filters and it was applied in the SATChMo-K2 algo-
rithm. eCognition software was used to calculate the sum of Lee Sigma fil-
ters with “dark” and “bright” options (eCognition Developer 2011). Edge 
detection was performed inside a moving 3 × 3 window for dark and bright 
objects, respectively. Results were similar to LeeSigma and LeeSigma_n. 

 Sum_Sigma LeeSigma(dark) LeeSigma(bright) ,� �  (2) 

where Sum_Sigma is the sum of Lee Sigma filters, LeeSigma is panchro-
matic data processed using eCognition’s Lee Sigma filter with “dark” and 
“bright” options. 

The Sobel filter is an edge detection filter. The output value is computed 
based on two 3 × 3 kernels (Jain 1989): 

 2 2Sobel ,X Y� �  (3) 

where X and Y represent the convolution mask: 

 
1 0 1 1 2 1
2 0 2 0 0 0
1 0 1 1 2 1

X Y
�

� � �
� � � �

. (4) 
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Laplacian filters were designed for edge enhancement (Jensen 1996). 
Image processing is based on elements of the convolution mask. The 3 × 3 
mask that was applied is presented below:  

 
0 1 0

Laplacian mask 1 4 1 .
0 1 0

�
� � �

�
 (5) 

GLCM texture functions were proposed by Haralick et al. (1973) and 
they are regularly used in object-oriented classification. Homogeneity and 
entropy were selected from among the various GLCM functions because 
they are not well correlated. The calculation consists of two steps. First, the 
co-occurrence matrix is defined based on the pixels that make up the object, 
and then this matrix is transformed using the following expressions:��

 
� �

,
2,

Homogenity ,
1

n i j
i j

c

i j
�

� �
�  (6) 

 � �, ,.
Entropy *log ,n

i j i ji j
C C��  (7) 

where C is the co-occurrence matrix; n, i, and j are the dimensions and ele-
ments of the matrix C. 

Two examples of texture images are presented in Fig. 4. They were ob-
tained from the image subsets shown in Fig. 3 with resolutions of 1 and 8 m, 
processed by a Laplacian filter. 

(a)                                                                (b) 

Fig. 4. Panchromatic channel processed by a Laplacian 3 × 3 filter; 1 m (a) and 8 m 
(b) resolution (German test site). 
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3. CLASS  SEPARATION 
The aim of the analysis was to determine the ability of the various texture 
measurement functions to define the threshold between “low” and “high” 
texture. The functions were tested on panchromatic data at different resolu-
tions. For each of the images, training sets of four basic land cover classes 
were selected: water bodies, agricultural areas, forest and built-up areas. 
Next, we calculated separation measures between land cover classes based 
on texture. It is usually assumed that “water” and “agricultural areas” are as-
sociated with low values of texture while “forest” and “built-up areas” are 
associated with high values. For the Spanish image, a new class called 
“shrubland” was included in the analysis in order to represent the dispersed 
vegetation that occurs in the South of Europe.  

Analyses were based on an object-oriented classification and the objects 
to be analysed were defined in the segmentation process. The segmentation 
procedure depends on the type of data (its spectral, spatial, and radiometric 
resolution) and the Earth’s land cover structure. As segmentation defines the 
shapes of objects, it strongly influences the classification results. A “chess-
board” segmentation was applied; this was both to avoid the complex pro-
cess of finding optimal segmentation parameters for each case and also to 
minimize the impact of segmentation on the final results. Consequently, each 
image was divided into a square object measuring 128 × 128 m. Next, objects 
that were completely filled with one of the chosen land cover classes were 
selected as training sets. This process was made possible by the results of the 
land cover classification performed in the context of the SATChMo project. 

The extent of class discrimination was determined using the Jeffries–
Matusita (J-M) distance. The J-M distance is a widely-used measure for fea-
ture selection. Calculations were based on the Bhattacharyya distance, which 
was defined assuming that the distributions of the analysed classes were 
Gaussian. Jensen (1996) provides the following formulas: 
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where Bhatcd is the Bhattacharyya distance between classes c and d, Mc and 
Md are the means of classes c and d, Vc and Vd are the covariance matrices of 
classes c and d. 

 � �BhatJM 2 1 ,cd
cd e� �  (9) 

where JMcd is the Jeffries–Matusita distance between classes c and d. 
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The spectral separability can be described by the squared J-M distance 
and in this case the values are squared to range between 0 and 2. 

4. RESULTS 
Our work aimed to determine the possibility of dividing images into “low” 
and “high” texture values. We calculated the J-M distance between pairs of 
land cover (LC) classes: water, agricultural areas, forest, and built-up areas. 
Five test sites in Poland, Germany, Finland, France, and Spain were ana-
lysed. For each site, six textures obtained from panchromatic data with reso-
lution 1, 2, 4, 8, and 16 m were analysed. Results were obtained for a total of 
150 cases. The full set of results for the German test image is presented in 
Tables 2-6. These tables show the J-M distances for different image resolu-
tions. Columns represent texture features, while rows list pairs of land cover 
classes. Similar results were obtained for test sites in Poland, Finland, and 
France. The results were a little different for the Spanish test site, and they 
are presented in Tables 7-11. 

We assumed that two classes were completely separate if the squared 
J-M distance was 2, while a value of 1.4 or less indicated potential overlap-
ping of classes (Intergraph 1999). Thomas et al. (2003) defined good and 
poor separability for squared J-M distances as > 1.9 and < 1.0, respectively. 
We assumed that it was possible to define the threshold between “low” and 
“high” texture if the value was over 1.7, and these values are marked bold in 
the tables that follow. 

In Tables 12-16 the squared J-M distances are calculated for the com-
bined classes: (i) “water bodies” and “agricultural areas”, and (ii) “forest” 
and “built-up areas”. Information about the separation of overlapping classes 
is particularly important from the point of view of the definition of the 
threshold between low and high texture. Like the previous tables, results are 
divided according to spatial resolution (1, 2, 4, 8, and 16 m), and values over 
1.7 are highlighted in bold. 

As expected, the most promising results – indicating the ability to divide 
an image into low and high textures – were obtained with a resolution of 1 m 
(Table 12). This classification was possible for images from Poland, Germa-
ny, Finland, and France. Almost identical results were obtained using La-
place and Sum_Sigma filtration. Sobel filtering made it possible to obtain 
slightly better results for images from Germany and Finland, slightly worse 
for Poland and much worse for France. However, for the Spanish image the 
J-M distances indicated that distinguishing between low and high texture 
was impossible. 

The results shown in Table 13 for a 2 m resolution are similar to those 
shown previously. The Sum_Sigma and Laplace filters performed best, 
while  the  Sobel  filter  did not  perform  as well.  Other transformation tech- 
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Table 2 
PAN data – 1 m, Germany. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.78 1.91 1.96 1.91 1.24 1.78 
forest/built-up 0.14 0.09 0.22 0.09 1.26 0.56 
built-up/water 2.00 2.00 2.00 2.00 1.94 2.00 
agriculture/built-up 1.72 1.97 1.99 1.97 0.71 1.74 
forest/water 2.00 2.00 2.00 2.00 1.99 2.00 
agriculture/water 1.34 2.00 2.00 2.00 0.46 1.58 

Table 3 
PAN data – 2 m, Germany. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.69 1.95 1.95 1.94 1.37 1.75 
forest/built-up 0.18 0.11 0.82 0.14 1.13 0.15 
built-up/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/built-up 1.63 1.99 2.00 1.98 0.92 1.77 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 1.00 2.00 2.00 2.00 0.43 1.56 

Table 4 
PAN data – 4 m, Germany. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.62 1.92 1.54 1.89 1.50 1.64 
forest/built-up 0.03 0.84 1.78 0.98 0.70 0.77 
built-up/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/built-up 1.61 2.00 2.00 1.99 1.24 1.80 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 1.34 2.00 1.97 2.00 0.39 1.32 



S. LEWI�SKI  et al. 
 

558

Table 5 
PAN data – 8 m, Germany. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity

GLCM  
entropy 

agriculture/forest 1.42 1.33 0.39 1.17 1.49 1.25 
forest/built-up 0.53 1.72 1.68 1.77 0.01 1.46 
built-up/water 2.00 2.00 2.00 2.00 1.98 2.00 
agriculture/built-up 1.56 1.99 1.93 1.99 1.46 1.80 
forest/water 2.00 1.99 1.68 1.98 1.98 2.00 
agriculture/water 1.26 1.93 1.38 1.91 0.41 0.78 

Table 6 
PAN data – 16 m, Germany. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 0.70 0.33 0.09 0.24 1.08 0.58 
forest/built-up 0.58 1.56 0.71 1.55 0.64 1.14 
built-up/water 2.00 2.00 1.73 2.00 1.92 2.00 
agriculture/built-up 1.27 1.85 0.50 1.81 1.48 1.54 
forest/water 2.00 1.49 0.77 1.54 1.87 1.97 
agriculture/water 0.50 1.20 0.36 1.18 0.50 0.30 

Table 7 
PAN data – 1 m, Spain. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.93 1.97 1.95 1.97 1.89 1.72 
forest/built-up 1.41 1.01 1.00 1.02 0.96 1.30 
built-up/water 1.68 1.98 1.99 1.99 1.03 1.70 
agriculture/built-up 0.86 1.84 1.79 1.84 0.59 0.79 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 1.70 2.00 2.00 2.00 1.30 1.49 
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Table 8 
PAN data – 2 m, Spain. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3x3 Sobel Sum_ 

Sigma 
GLCM 
Homo-
geneity 

GLCM  
Entropy 

agriculture/forest 1.86 1.97 1.81 1.96 1.89 1.73 
forest/built-up 1.57 1.02 0.99 1.07 1.06 1.41 
built-up/water 1.64 1.99 1.99 1.99 1.19 1.70 
agriculture/built-up 0.92 1.83 1.78 1.84 0.69 0.83 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 1.15 2.00 2.00 2.00 1.20 1.35 

Table 9 
PAN data – 4 m, Spain. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.75 1.92 1.36 1.90 1.85 1.63 
forest/built-up 1.57 1.00 1.18 1.04 1.24 1.56 
built-up/water 1.69 1.99 2.00 1.99 1.34 1.68 
agriculture/built-up 1.02 1.81 1.83 1.83 0.83 0.87 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 0.96 2.00 2.00 2.00 0.90 0.91 

Table 10 
PAN data – 8 m, Spain. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 1.53 1.78 1.09 1.77 1.66 1.51 
forest/built-up 1.40 1.03 1.34 1.09 1.27 1.63 
built-up/water 1.60 1.99 2.00 2.00 1.33 1.65 
agriculture/built-up 1.04 1.85 1.80 1.87 0.89 1.06 
forest/water 2.00 2.00 2.00 2.00 2.00 2.00 
agriculture/water 0.66 2.00 1.99 2.00 0.66 0.48 
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Table 11 
PAN data – 16 m, Spain. Squared J-M distance between basic LC classes 

Land cover classes 

Texture functions 

PanBF Laplace 
3 × 3 Sobel Sum_

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

agriculture/forest 0.87 1.62 0.45 1.58 0.86 1.12 
forest/built-up 1.19 1.22 1.22 1.22 1.14 1.53 
built-up/water 1.60 2.00 1.99 2.00 1.26 1.58 
agriculture/built-up 0.82 1.91 1.47 1.89 0.73 1.22 
forest/water 2.00 2.00 2.00 2.00 1.99 2.00 
agriculture/water 0.38 2.00 1.85 2.00 0.41 0.57 

Table 12 
PAN data – 1 m. Squared J-M distance between the combined classes:  

(i) “water” and “agriculture areas”, and (ii) “forest” and “built-up areas” 

Country 

Texture functions 

PanBF Laplace
3 × 3 Sobel Sum_ 

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

Poland 1.90 1.92 1.92 1.92 1.38 1.83 
Germany 1.74 1.92 1.96 1.92 0.91 1.72 
Finland 1.59 1.91 1.95 1.91 1.05 1.54 
France 1.84 1.82 1.79 1.81 0.95 1.73 
Spain 1.60 1.63 1.62 1.62 1.18 1.35 

Table 13 
PAN data – 2 m. Squared J-M distance between the combined classes: 

(i) “water” and “agriculture areas”, and (ii) “forest” and “built-up areas” 

Country 

Texture functions 

PanBF Laplace
3 × 3 Sobel Sum_ 

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

Poland 1.81 1.92 1.82 1.91 1.44 1.78 
Germany 1.65 1.95 1.92 1.95 1.10 1.72 
Finland 1.57 1.95 1.87 1.95 1.15 1.54 
France 1.73 1.81 1.68 1.77 1.06 1.68 
Spain 1.61 1.64 1.48 1.60 1.06 1.38 
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Table 14 
PAN data – 4 m. Squared J-M distance between the combined classes:  

(i) “water” and “agriculture areas”, and (ii) “forest” and “built-up areas” 

Country 

Texture functions 

PanBF Laplace
3 × 3 Sobel Sum_ 

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

Poland 1.60 1.84 1.22 1.79 1.51 1.48 
Germany 1.61 1.89 1.32 1.84 1.36 1.61 
Finland 1.60 1.80 1.18 1.77 1.45 1.44 
France 1.57 1.75 1.38 1.67 1.25 1.61 
Spain 1.60 1.60 1.13 1.54 1.03 1.48 

Table 15 
PAN data – 8 m. Squared J-M distance between the combined classes:  

(i) “water” and “agriculture areas”, and (ii) “forest” and “built-up areas” 

Country 

Texture functions 

PanBF Laplace
3 × 3 Sobel Sum_ 

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

Poland 1.27 1.21 0.25 1.09 1.34 0.76 
Germany 1.40 1.14 0.57 1.03 1.47 1.23 
Finland 1.40 1.03 0.54 0.97 1.59 1.23 
France 1.32 1.65 1.18 1.56 1.25 1.56 
Spain 1.45 1.45 0.93 1.43 1.10 1.57 

Table 16 
PAN data – 16 m. Squared J-M distance between the combined classes:  
(i) “water” and “agriculture areas”, and (ii) “forest” and “built-up areas” 

Country 

Texture functions 

PanBF Laplace
3 × 3 Sobel Sum_ 

Sigma 
GLCM 
homo-
geneity 

GLCM  
entropy 

Poland 0.39 0.33 0.02 0.24 0.77 0.15 
Germany 0.75 0.52 0.03 0.45 1.08 0.64 
Finland 1.06 0.54 0.17 0.49 1.51 1.11 
France 0.94 1.41 0.91 1.37 0.96 1.36 
Spain 1.26 1.26 0.56 1.23 1.09 1.53 
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niques decreased the ability to distinguish land types. As before, in the case 
of the image from Spain, the division into low and high texture was impossi-
ble. 

The results for the 4 m resolution are presented in Table 14. By far the 
best results were obtained for the Laplace filter followed by the Lee Sigma. 
In the case of France the J-M distance obtained from the Lee Sigma filter 
was below the accepted threshold of 1.7. As before, the Spanish image could 
not be analysed, and a further increase in pixel size to 8 m, followed by 
16 m, resulted in a complete lack of distinction (see Tables 15 and 16, re-
spectively). 

The results of the analysis of the images from Poland, Germany, and Fin-
land were similar although none were as good as the image from France. As 
we have highlighted, the worst results were obtained for Spain. Therefore, 
we argue that a classification approach based on low and high texture can be 
applied in Northern, Central, and Eastern Europe. However, this approach is 
not effective in Southern Europe because the land cover structure is differ-
ent. 

Figure 5 illustrates the distinction between land cover classes based on 
German test site images processed by a Laplacian 3 × 3 filter. The training 
sets are represented by the corresponding normal distributions. In the case of 
the 1 m resolution (Fig. 5a), the values for “water bodies” and “agricultural 
areas” completely overlap. The same is seen for “forest” and “built-up are-
as”. We can therefore assume that a threshold between low and high texture 
can be defined at a value of about 45. In the case of images with a resolution 
of 8 m (Fig. 5b), such a division is not possible, because “agricultural areas” 
overlap with “forest” and (unlike at 1 m resolution) it is impossible to divide  
 

(a)                                                                     (b) 

Fig. 5. Graphical analyses of the separation of land cover classes (German test site) 
at 1 m (a) and 8 m (b) resolutions. 
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(a)                                                                     (b) 

Fig. 6. Graphical analyses of the separation of land cover classes (Spanish test site) 
at 1 m (a) and 8 m (b) resolutions. 

the image into two parts. Figure 6 shows the distribution of classes in Spain, 
and highlights the marked presence of the “shrubland” land cover class. This 
class occurs frequently in the South of Europe and must be taken into ac-
count in the classification process. “Shrubland” overlaps with “water bod-
ies”, “agricultural areas”, “forest”, and large parts of “built-up areas”. The 
result is that an unequivocal division into low and high texture is impossible. 

5. CONCLUSIONS 
The basic division into low and high textures in the initial stage of the classi-
fication procedure enables a qualitative comparison of features. The feature 
space distances were calculated from the J-M distance between pairs of land 
cover classes: water bodies, agricultural areas, forest, built-up areas, and 
shrubland (dispersed vegetation). These classes were selected as the best rep-
resentatives of low and high texture. An evaluation of the quality of results 
was performed at an early stage of the classification process, which helped to 
accurately trace the exact relationships between land cover classes. 

Texture values depend on the function used, the spatial resolution of the 
image (pixel size) and the size of the land cover feature. We assumed that in 
the European context the size of land cover objects at the test sites were 
comparable. Any differences were primarily due to the density of vegetation 
and construction. Although similar results were obtained for the sites located 
in Poland, Germany, Finland, and France, the results from the Spanish test 
site were different.  

Of the six texture feature functions we analysed, the best results were ob-
tained with the Laplacian 3 × 3 filter, followed by the Sum of Lee Sigma and 
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PanBF functions. These texture functions made it possible to separate “water 
bodies” and “agricultural areas” from “forest” and “built-up areas”. Much 
poorer results were obtained using GLCM homogeneity and entropy.  

The classification approach based on low and high texture can be applied 
to panchromatic images with resolutions of 1, 2, and 4 m. The correctness of 
results decreases as the pixel size increases. Because of this, the classifica-
tion should not be attempted on images with a resolution equal to or higher 
than 8 m. For such large pixels the threshold cannot be defined properly be-
cause the basic land cover classes cannot be properly distinguished. 

The results from the Spanish site show that when land cover classes rep-
resenting low and high texture overlap, it is practically impossible to divide 
them. This can be due to landscape features such as vegetation, topography, 
and climate. Even at a 1 m resolution, the distribution of “forest” that is not 
overlapped by “built-up areas” is misclassified as “agriculture”. In addition 
to these areas, a highly dispersed “shrubland” class occurs. This class fully 
overlaps with both “agricultural areas” and “forest”, which makes it difficult 
to perform a proper classification. Therefore, algorithms based on low and 
high texture can be used successfully mainly in Northern, Central, and East-
ern Europe. Applying the technique to satellite images of Southern Europe is 
problematic if dispersed vegetation dominates, or if it affects the classifica-
tion results. 
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A b s t r a c t  

A technique to estimate mass erosion rate of surface soil during 
landing of the Apollo Lunar Module (LM) and total mass ejected due to 
the rocket plume interaction is proposed and tested. The erosion rate is 
proportional to the product of the second moment of the lofted particle 
size distribution N(D), and third moment of the normalized soil size dis-
tribution S(D), divided by the integral of S(D)�D2/v(D), where D is parti-
cle diameter and v(D) is the vertical component of particle velocity. The 
second moment of N(D) is estimated by optical extinction analysis of the 
Apollo cockpit video. Because of the similarity between mass erosion 
rate of soil as measured by optical extinction and rainfall rate as meas-
ured by radar reflectivity, traditional NWS radar/rainfall correlation 
methodology can be applied to the lunar soil case where various S(D) 
models are assumed corresponding to specific lunar sites. 

Key words: Mie scattering, efficiency factor for extinction, particle size 
distribution, mass erosion rate, shear stress, shape factor. 
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1. INTRODUCTION 
Previous work has focused on particle trajectory analysis and computational 
fluid dynamics (CFD) simulations of rocket plume interactions with the lu-
nar surface (Morris et al. 2011, Immer et al. 2011a, Lane et al. 2010). An 
important component that may be missing from a pure trajectory simulation 
is intensity of dust dispersal, or more precisely, the “soil mass erosion rate”. 
In previous work, an erosion rate was estimated from the optical extinction 
of a few ideal image features (Immer et al. 2011b, Metzger et al. 2010). The 
drawback of those methods is the limited data that is available for analysis, 
usually only a few frames from an entire landing video. Recently a new ap-
proach was taken, following the methodology used by the National Weather 
Service (NWS) in measuring rainfall intensity (hydrometeor mass accumula-
tion and intensity rate) using Weather Surveillance Radar (Wexler and Atlas 
1963, Rosenfeld et al. 1993). 

The key to this approach is to assume a particle size distribution. Even 
though it may appear to be a risky assumption, this methodology has been in 
operational use by the NWS since the advent of weather radar. Part of this 
methodology relies on a strategy of substituting appropriate drop size distri-
bution (DSD) functions for specific meteorological regimes (tropical, conti-
nental, etc.). This is then similar to substituting different soil size distribu- 
tions for various areas on the lunar surface where surface operations and 
landings are planned, such as highlands, mare, and permanently shadowed 
craters (highland and mare samples were returned by Apollo missions, but 
return of permanently shadowed craters samples will be a goal of some fu-
ture missions). Once the erosion rate is determined for a specific rocket en-
gine, it can then be used to correlate those predictions with CFD simulations 
which also predict surface shear stress due to the rocket plume interaction 
with the surface (Metzger et al. 2011).Note that CFD simulations are needed 
to navigate from engine design specifications to predictions of surface shear 
stress predictions and dispersed particle velocities. 

Another result of this study is that it becomes obvious that optical extinc-
tion due to scattering of light from hydrometeors can be used to estimate 
rainfall rate, just as microwave radar may be used to measure soil erosion 
rate (Lane et al. 2014b). This resemblance is a consequence of the similarity 
of size range of the particle distributions of hydrometeors and lunar soil and 
the fact that the index of refraction which determines the details of electro-
magnetic scattering is similar. Before this equivalence is taken too far how-
ever, it must be recognized that 10 cm weather radar does not detect fog size 
particles, which are comparable in size to the smallest lunar dust particles 
that may contribute to soil erosion. Therefore, to measure dust particles ef-
fectively, millimetre wave radar would need to be utilized to correctly quan-
tify this analogy. 
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2. MASS  EROSION  RATE 
Measuring lunar soil erosion rate m�  from optical extinction � during a rock- 
et landing is analogous to measuring terrestrial rainfall rate R using NWS ra-
dar reflectivity Z. The similarity in both cases is the dependence on some 
knowledge of the particle size distribution functions, N(D). For weather ra-
dar, the quantity of interest R is usually reported in mm h–1. For soil erosion, 
the quantity of interest m�  is measured in units of kg s–1

 m–2. Note that the 
product of rainfall rate and water density also has units of kg s–1

 m–2. 
The weather radar Z-R relation is a simple power-law and correlates 

measured reflectivity Z and rainfall rate R using two parameters, a and b (see 
Fig. 1). Radar reflectivity Z is the sixth moment of the DSD. By parameteriz-
ing and fitting N(D) so that its integral is a Gamma Function, �(D), equa-
tions for Z and R can be combined to form a power law of the form: 

  ,bZ a R�  (1) 

where a and b are related to the parameters that describe the drop size distri-
bution and drop terminal velocity functions. For operational use, these pa-
rameters are determined empirically from weather radar data and networks 
of rain gauges. Note that the size distribution curves shown in the right hand 
side of Figs. 1 and 2 are for illustration only and do not depict actual size 
distributions. 

Similarly, the soil erosion rate m�  is found by integrating the product of 
the particle mass and velocity times the size distribution N(D). The optical 
extinction is found from the second moment of the size distribution (Atlas 
1953). Shipley et al. (1974) demonstrated empirically that optical extinction 
has a power law relationship with the rainfall rate and therefore with the sus-
pended hydrometeor mass when the drop size parameter  x � �D/� >> 1, 
where � is the illumination wavelength. This condition applies to particles 
such as lunar dust when  D >> �/�. 

Fig. 1. Radar measurement of rainfall rate is affected by the local DSD, N(D). 
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Fig. 2. Optical measurement of dust erosion rate is affected by the local soil size dis-
tribution S(D). Note that A and B are found from S(D) associated with soil properties 
at a specific region on the lunar surface, as well as the properties of the gas exiting 
the rocket nozzle used to generate v(D), based on the specific engine design. 

At this point the similarity diverges since the size distribution N(D) is the 
lofted distribution of particles and in the lunar soil case is an unknown. Rain-
fall DSDs can be measured directly using ground based or aircraft based 
disdrometers. However, the normalized soil size distribution S(D) can be 
measured (using lunar samples returned to Earth) and is related to N(D) and 
the CFD simulated particle velocity v(D) according to: 

 

0

( ) ( )( ) .
( ) ( ) 

v D  N DS D
v D N D dD

��

	
 (2) 

Now the relationship between optical extinction � and mass erosion rate m�  
can be approximated by a power-law, analogous to the hydrometeor case of 
Eq. 1: 
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where the parameters A and B are found using the soil size distribution S(D) 
associated with soil properties at a specific region on the lunar surface, as 
well as the properties of the gas exiting the rocket nozzle used to generate 
v(D), based on the specific engine design. 

Calculation of soil mass erosion from optical extinction can be approxi-
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where M2(t) is the second moment of the lofted size distribution, which is in-
directly measured by video camera analysis. A DSD moment is defined as: 

 
0

( )  .x
xM D N D dD

�

� 	  (5) 

The bulk density of lunar soil �L is approximated as 3100 kg m–3. S(D) is the 
normalized soil size distribution as measured by an image analysis based 
particle size analyzer, particle sieves, or some equivalent method. The pa-
rameter � is a geometry factor accounting for the divergence of the dust 
ejecta, spreading radially outwards from the nozzle centerline. It can be 
shown that  � � 2  using a simple model of the dust ejection pattern (see Ap-
pendix A). For the case of zero divergence, such as terrestrial rainfall, � = 1. 

The particle shape factor s(f) is a function of the particle aspect ratio 
f = rb/ra , where ra is the short radius and rb is the long radius. In the idealized 
case of the “prolate spheroid”, all quantities involving D are computed as 
usual with a diameter  D = (ra

2 rb)1/3 = ra f 1/3. The shape factor for particles 
modeled as a prolate spheroid with aspect ratio f is  s(f) = (� + 2(f – 1))/ 
(� f 2/3) (see Appendix B). 

The optical extinction factor 
 is related to the second moment as  

 = (�/4) Qe M2, where Qe is the scattering efficiency factor for extinction 
(Berg et al. 2011). In general, Qe is a function of the size parameter x and, 
for a narrowband fixed spectrum of light, it can be approximated as a func-
tion of only particle size D. As shown by van de Hulst (1957), the minimum 
size factor x that determines the boundary between classical and Mie scatter-
ing is a function of refractive index of the scattering particle. The larger the 
refractive index n, the smaller the threshold value of x. In the case of hydro-
meteor scatterers, n = 1.33, so classical scattering with  Qe = 2  applies to 
drop sizes for  x > 6, and for a spectrum centered about green light 
(�G = 532 nm), D > 6�G /�. Therefore, visible light can be used to measure 
the extinction factor of hydrometeors greater than 1 �m using a constant 
Qe = 2. In this case, the second moment of the size distribution is related to 
the extinction factor 
 by a factor of 2/�. The same is true in the case of lu-
nar dust particles, with the exception of a larger index of refraction. In the 
lunar dust case with  n = 1.75 (ignoring the small imaginary component), 
Fig. 24 of van de Hulst (1957) shows  x > 3, so that  Qe = 2  can be used 
down to a particle size of 0.5 �m, again using the visible light spectrum cen-
tered about �G. 

The soil size distribution S(D) for Apollo 11 sample 10084 and Apollo 
17 sample 70051 are shown to have a peak around 0.030 �m (Metzger et al. 
2010). This would seem to violate the assumption  x > 3  and  Qe = 2. How-
ever, it is not the peak of S(D) that is relevant to the issue of Qe, it is the 
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moments of the soil size distributions as expressed by the numerator and de-
nominator of the right side of Eq. 4. It can be shown that the peaks occur 
around  D = 30 �m, well within the assumption that  x > 3  and  Qe = 2. 

2.1 Extinction factor and effective radius of erosion 
Figure 3 shows the time dependence of the LM cockpit video frame se-
quence for the final 60 s of descent and for 60 s after landing and engine 
cutoff. The dotted line represents the video frame number at 12 fps rate, 
while the line with open circles plots the LM height according to the voice 
recording of altitude radar callout. The upper black line is the histogram av-
erage of each video frame, while the lower green line is the corresponding 
standard deviation. The histogram plots of Figs. 18 and 19 (Appendix C) 
show a bimodal characteristic. Crater shadows and a low sun illumination 
angle produce the low end histogram peak (dark shadows) while the high 
end peak is due to everything else. Dust in the image has the effect of forc-
ing these two peaks together. This process is revealed primarily by a reduc-
tion of the standard deviation, caused by the peaks converging as the dust 
cloud density increases. Region A of Fig. 3 can be used as a reference since 
it is a clear image of a typical surface scene. Other regions are described in 
Table 1. 

Reiterating from the last section,  
 = �QeM2/4, where Qe is the scatter-
ing efficiency, assumed to be equal to 2. The second moment in Eq. 4 is then 
the product of the measured extinction factor and 2/�. The extinction factor 

 can be estimated from the Apollo videos by adding dust to a clear refer-
ence image (before dust appears) and comparing to the dusty image of inter-
est. By matching histograms of the two images, the extinction factor can be 
estimated. The details of the histogram matching method (HMM) (Lane and 
 

Fig. 3. Histogram parameters for the final 60 s of descent and for 60 s landing and 
after engine shutoff. 
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Table 1  
Description of regions in Figure 3 

A: Frame 2962. Images in this region can be used 
as a histogram reference. The variation of the his-
togram average and standard deviation is minimal 
during this segment of the video. Frames showing 
unusually large dark craters need to be excluded 
from the reference baseline. 

B: Frame 3111. Images in this region of the video 
are good candidates for the histogram matching 
method (HMM), described in Appendix C. 

C: Frame 3404. Images in this region are not suit-
able for the HMM. Manual selection of extinction 
parameters is done in this region by trial-and-error, 
comparing the dust treated image visually. 

D: Frame 3647. Images in this region experience a 
total blackout due to LM shadows on the top of the 
dust cloud. As the dust cloud settles the shadow 
quickly disappears. This region is not useable for 
extracting extinction information due to the effect 
of the LM shadows. 

E: Frame 3713. As the dust cloud height decreas-
es, the LM shadows fade. A smaller amount of 
dust persists for at least another 30 s. 

F: Frame 4004. The dust in this region is clearing 
at a slow rate, indicative of levitation due to effects 
such as electrostatic repulsion or escaping rocket 
exhaust gas previously forced into the regolith. 
The mechanism of the dust levitation is an area of 
current research. 

G: Frame 4311. The dust has cleared in this re-
gion. Variations of the histogram average or stand-
ard deviation are due to camera noise and/or noise 
introduced during the image digitization process. 
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Metzger 2014a) are discussed in Appendix C. HMM is more than just adjust-
ing contrast and brightness of the images. The dust erosion angle (� � 3�  for 
Apollo 12) and radius of erosion is used to apply different amounts of con-
trast-brightness equalization to strips across the image, rotated to align with 
the horizon (and the dust cloud top). By iteratively adjusting the optical ex-
tinction factor 
 and radius of erosion a0 and comparing the histogram aver-
ages and standard deviations, a best fit a0 and 
 are found. It may be feasible 
to estimate a dust erosion angle � using HMM, an area of possible future 
work. 

The total mass ejected (total mass displaced) is Eq. 4 integrated over ve-
hicle descent time and over the area where soil is eroded: 

 
0 ( )0 0
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a t
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where a0(t) is the radius on the surface, referenced to the engine nozzle cen-
terline, where erosion is taking place. The assumption inherent in Eq. 6 is 
that erosion is uniform over a circle of radius a0(t) and zero outside of that 
circle. An estimate of a0(t) for the Apollo 12 LM is shown in Fig. 4, which is 
an output of the HMM algorithm. Note that in this and all previous discus-
sions of S(D) and its moments, it has been assumed that the particle size dis-
tribution is homogeneous over the extent of measurement, i.e., within a 
circle of radius a0(t), and all temporal effects due to engine LM altitude and 
thrust occur instantaneously over this spatial extent. 

Fig. 4. Apollo 12 optical extinction estimate using histogram matching method. The 
time intervals correspond to the voice callouts of LM pilot, Alan Bean. 
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The erosion rate should actually vary with the state of the gas flowing 
across the soil, including its shear stress, rarefaction, and turbulence; it 
should also vary with saltation, including the downward flux of larger parti-
cles that are too heavy to be carried away by the gas as well as smaller parti-
cles that are scattered back down from the entrained cloud via particle colli-
sions. Examination of the sandblasting effects on Surveyor III has shown 
that the downward flux of scattered particles is significant (Immer et al. 
2011a) and discrete element computer simulations show the important but 
largely unexplored role of mid-flight particle scattering in enhancing erosion 
rate (Berger et al. 2013). Influence of the gas upon erosion rate should be 
greatest in an annular region around the vehicle (Roberts 1963) while the in-
fluence of saltation may be greater then another annulus with larger radius 
since particles travel downrange before striking the surface. Thus the net 
erosion rate may be somewhat more uniform and spread over a broader re-
gion than if gas effects alone are considered. The details of erosion physics, 
especially in lunar rocket exhaust conditions, are not yet well understood, so 
a constant erosion over a finite area assumed, as it is the simplest model and 
therefore a sensible first step. 

2.2 Particle velocity function 
Single particle trajectory modelling, based on CFD simulations of the Apollo 
LM engine and the lunar environment (Lane et al. 2010), yield a particle ve-
locity function which can be described by the empirical fit shown in Eq. 7, 
analogous to the hydrometeor terminal velocity formulas used in meteorol-
ogy: 
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where  b0 = 0.2964,  b1 = –0.225,  b2 = 0.1954,  b3 = 5,  b4 = 4.343, c0 = 2.212, 
and  c1 = 3.53 (h and D in meters). Equation 7 is plotted in Fig. 5. For every 
point in {h, D} space, a distribution of particle velocities is computed from 
the particle trajectory code using an equivalent Monte Carlo distribution of 
initial particle trajectory starting points, height above the surface and hori-
zontal distance from the engine nozzle centerline. 

The fit given by of Eq. 7 and Fig. 5 represents a maximum value of par-
ticle velocities, where particles originate near the outside rim of the rocket 
nozzle. The area in the upper left of Fig. 5 represents the region of {h, D} 
where particles do not lift from the surface due to an insufficient lifting 
force. Since u(h, D) is a maximum velocity, the velocity in Eq. 4 at each  
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Fig. 5. Maximum particle velocity, u(h, D) [m s–1]. 

time step is replaced with a reduced value of Eq. 7,  v(D) = � sin� u(h, D), 
where � is the plume propelled dust angle, equal to approximately 3 degrees 
(Immer et al. 2011b), where  � � 1.  

Because of the distribution of particle velocities for a given h and D, the 
maximum values originate near the engine nozzle. Since the erosion area 
within r < a0 (where r is the radial distance from the engine nozzle center-
line) is much greater for slower velocities, then it is reasonable to expect � to 
be much smaller than 1. The curve fits in Fig. 6 are of the form V(r) =  
v0 + v1 exp(–r/�), which to first order are assumed to be independent of h and 
D. The parameter � can be estimated from the weighted area integral of the 
particle speed profile (see Fig. 6) as a function of r: 
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where  R1 = 0.9 m  and  R2 = 8.0 m  are limits of the CFD particle trajectory 
(CFD-PT) simulations. Note that the data points along the horizontal axis are 
the specific values of r used in the CFD-PT simulations. Performing this in-
tegral for the two curve fits in Fig. 6 results in  � = 0.147  for the upper curve 
and  � = 0.130  for the lower curve. Since the value of � does not change 
significantly for D or h, a value of  � = 1/8  is used as an approximation 
throughout the descent and erosion analysis. 
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Fig. 6. Particle speed as a function of its radial starting distance from the nozzle cen-
ter of the Apollo LM descent engine, for two example values of h and D. 

2.3 Particle size distribution 
The particle size fraction of the lunar soil at the Apollo 12 site is modeled as 
a combination of two power law functions by fitting Apollo 11 and 17 soil 
sample data, as well as JSC-1a simulant (Metzger et al. 2010): 
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where: 1
1 1( ) ( / ) ,BS D D D�  2

2 2( ) ( / ) ,BS D D D�  and 3
3( ) ( / ) 1Bw D D D� � . The 

fitting constants in Eq. 9 are: D1 = 4.090 � 10–7
 m, B1 = 1.8, D2 = 9.507 � 10–6

 m, 
B2 = 5.6,  D3 = 2.5 � 10–8 m, and  B3 = 18. Note that all units are kept in si 
units even though the numbers are more aesthetically pleasing in microme-
ters. The reason for doing this is to minimize confusion in the integrals in-
volving S(D). 
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2.4 A justification for Eq. 4 
Rather than derive Eq. 4 directly, it can be worked in reverse to yield a fa-
miliar result in the meteorological case. If this is shown to be true for hy-
drometeors, then it follows that a particle distribution composed of granular 
material and dust should follow similar rules of behavior under similar 
forces. 

Rainfall rate R m s–1 is equal to /m 
� , where 
  is the density of water. 
With this substitution, and substitution of Eq. 2 for S(D), Eq. 4 becomes: 
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For  � = 1, Eq. 10 is a familiar result for computing rainfall rate in terms of 
the drop size distribution. 

3. INTREPID  EROSION  ANALYSIS 
Equation 4 computes mass erosion at each time step, with the data from 
Figs. 4, 5, and 7, using  � = 1/8,  � = 2, and  f = 1. Table 2 summarizes these 
results. The sum of the eroded soil at each time step in the right column of 
Table 2 yields the total mass eroded. As can be seen from this table, the ma-
jority of the mass weighted erosion takes place in the last 20 s. The total 
eroded mass, using the parameter values chosen, equals 2594 kg. Table 3 
compares the present result with previous work. 

 

 
 
 
 

 
 

 

 

 
Fig. 7. Lunar regolith particle size 
fraction S(D), estimated for Apollo 
12 site using fit from Eq. 9, based 
on samples 10084 (Apollo 11) and 
70051 (Apollo 17). 
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Table 2  
The kth time step corresponds to the cockpit voice recording of altitude 

tk 
[s] 

hk 
[m] 

M2k 
[m–1] 

a0k 
[m] 

km�  
[kg s–1 m-2] 

km� [kg] 
from Eq. 11 

         0 1.83 8.91 5.0 1.26 644.4260 
–6.5 5.49 4.58 7.0 0.395 462.3470 

–14.1 9.45 2.55 12.0 0.133 373.4560 
–20.3 12.80 1.40 17.0 0.0542 403.7720 
–28.5 14.00 1.12 20.0 0.0392 167.5450 
–31.9 15.20 0.891 28.0 0.0282 208.2450 
–34.9 19.20 0.637 25.0 0.0140 101.8150 
–38.6 21.30 0.297 43.5 0.00521 96.0130 
–41.7 24.40 0.206 54.0 0.00260 90.4892 
–45.5 29.30 0.211 54.0 0.00165 78.4725 
–50.7 36.60 0.171 68.0 0.000734 55.4542 

 

Table 3  
Comparison of total mass erosion estimates for Apollo landings 

Reference Apollo mission Total mass erosion [kg] 

Scott (1975)* Apollo 12 4500 to 6400 
Metzger et al. (2008) Apollo 12 2400 
Metzger et al. (2010) Apollo average 1200 

present work:  
0

10
T k

k
 m m

��

� ��  Apollo 12 2600 

*)from Metzger et al. (2011) – interpretations of data reported by Scott (1975) 

The total regolith transported from its initial resting position by erosion 
induced by the Apollo LM rocket engine, is estimated by integrating the 
mass erosion rates from Table 2 over surface area and time. Note that  t = 0 
is the surface “contact time” when the LM is approximately 1.5 m above the 
surface and the descent engine is turned off. Based on fall time in lunar grav-
ity, the LM continues to descend for up to an additional 1.3 s. The index k 
corresponding to entries in Table 2 ascend from bottom to top. The total 
eroded mass can be approximated by linear interpolation of km�  and a0k at 
each kth point: 
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  (11) 

The computed value of  mT � 2600 kg, and as shown in Table 3, is well 
within the range of other estimates of Apollo 12 total mass erosion. 

The LM landing profile shown in Fig. 8 can be compared to Table 2 and 
Fig. 3. The appearance of dust and erosion begins at an altitude of about 
40 m, which is approximately 65 m from the landing site. Figure 9 shows 
a view of the landing site towards the south with Surveyor Crater to the left 
and possible surface scouring due to plume interaction, just to the left of the 
engine nozzle. The area of possible soil removal is shown as a discolored re-
gion, slightly browner than the greyer regolith surrounding it. Using simple 
image scaling, it is possible to roughly estimate the crater contour that is 
highlighted by the discoloration.  

Figure 10a shows the results of a crude photogrammetry analysis of the 
scouring depth. The offset of the deep part of the crater is unusual and may 
indicate a burst of thrust just before touchdown, or a pre-existing depression 
in the surface. The lack of a large dug-out directly beneath the engine nozzle 
could be explained by the combination of a small horizontal velocity, a slight 
LM tilt, and engine shutoff at 1.5 m altitude (point of “contact”). For com-
parison, the crater from the Table 2 data is shown in the Fig. 10b. The ero-
sion picture from the optical extinction model is much shallower and greater 
in extent than the photogrammetry derived crater analysis. 

Fig. 8. Landing profile of Apollo 12 LM, Intrepid, showing Surveyor 3 landing site. 
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Fig. 9. View towards the south with Surveyor Crater to the left and possible scouring 
crater to the left of the engine nozzle (note area of discoloration).  

Fig. 10: (a) Crater profile based on crude photogrammetric measurements of the In-
trepid landing site; (b) Contour map of erosion based on mass erosion from optical 
extinction measurements. 

(a) 

 

 

 

 

 

(b) 
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The size and depth of the predicted erosion depth (Fig. 10b) is too small 
to measure photographically (maximum depth is less than 2 cm). It must be 
pointed out that the cratering diagrammed in Fig. 10a is at best a hazardous 
guess since the previous elevation of the soil is unknown, and it is extremely 
difficult to get a quantifiable measurement of depth, even though multiple 
high resolution photographs are publically available at NASA Apollo mis-
sion archives. If the actual soil was eroded in the same fashion as the model 
suggests, that erosion might only be visible from a bird’s eye view which 
might appear as a change in brightness of the surface in a large radius around 
the landing sit. This effect, known as “blast zone brightening”, has been ob-
served and as yet lacks a concrete explanation (Clegg et al. 2014). 

Another outcome of this study is that optical extinction due to scattering 
of light from hydrometeors can be used to estimate rainfall rate (Lane et al. 
2014b, Atlas 1953), just as microwave radar may be used to measure soil 
erosion rate. This connection is a consequence of the similarity of size range 
of the particle distributions of hydrometeors and lunar soil and the fact that 
the index of refraction which determines the details of electromagnetic scat-
tering is similar. Before this equivalence is taken too far, however, it must be 
recognized that 10 cm weather radar does not detect fog size particles, which 
are comparable in size to the smallest lunar dust particles that may contribute 
to soil erosion. Therefore, to measure dust particles effectively, millimeter 
wave radar would need to be utilized to correctly complete this analogy. 

4. EROSION  RATE  VERSUS  SHEAR  STRESS 
Shear stress   is computed from the CFD output as a post process and is 
equal to the product of the dynamic viscosity ! and the vertical gradient of 
the radial component of the plume gas velocity vr. This can be expressed in 
terms of gas temperature using Sutherland’s formula (Smits and Dussauge 
2006): 

 
� �

0
0

0

( , ) ,
( , )

C r
z r

C

T T vT r zv
T zT r z T

 ! !
� "

� # � � �
"�

 (12) 

where  !0 = 1.83 � 10–5 kg m–1 s–1,  T0 = 291.2 K,  TC = 120 K, and T(r, z) is 
the gas temperature at a distance r from the nozzle centerline and a distance z 
above the surface. With this definition, shear stress has units N m–2. Fig-
ure 11 shows the average shear stress computed by Eq. 12 for four engine 
heights above the surface (open squares), by averaging the shear stress over 
the radial distance, similar to the particle velocity averaging of Eq. 8: 
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The dotted line in Fig. 11 is an exponential fit of these data points, as a func-
tion of LM height h(t). The mass erosion rate ( ( ))m h t�  from Table 2, as de-
fined by the model of Eq. 4 (open circles), is also an average value over the 
area of constant radius 0 ( ( ))a h t . By fitting both the average shear stress to 
Eq. 13 and average erosion rate to exponentials as a function of h(t) to Eq. 4, 
the erosion rate can be expressed as a function of shear stress by eliminating 
h(t): 
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where  m0 = 2.20,   0 = 6.21,  � = 0.123,  and  $ = 0.309. The final relation-
ship, based on this data, is: 

  2.52 1 2( ) 0.0222 kg s m .m t  � ���  (15) 

Fig. 11. Averaged shear stress and mass erosion rate as a function of h(t). 
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5. SUMMARY 
A method for estimating lunar soil erosion rate due to plume impingement of 
the Apollo 12 Lunar Module Intrepid during its descent to the lunar surface 
has been presented. The observables are optical extinction and particle size 
distributions of soil samples returned from the lunar surface. The optical ex-
tinction is measured between the camera mounted inside of the cockpit win-
dow and the lunar surface during landing. CFD analysis of the Apollo LM 
descent engine, as well as particle trajectory analysis based on the CFD 
simulations, provides the remainder of the necessary data. 

The CFD simulations provide a key piece of information: the velocity 
profile of particles as a function of starting distance from the engine nozzle, 
size of the particle, and height of the lander from the surface. Note that there 
may at times be some confusion as to what is defined as height above the 
surface: camera, engine nozzle, or landing pads. In this paper, height h(t) 
when used in a quantifiable analysis, is defined as the height of the engine 
nozzle opening to the surface, which is generally half a meter or less after 
landing. At other times height may refer to altitude of the landing pads. 

Taking an approach similar to the problem of estimating rainfall rate 
from weather radar, Eq. 4 was presented as the solution to the problem of es-
timating soil erosion rate from optical extinction measurements (see Fig. 12). 
In both cases, the particle velocities must be known, as well as the par- 
 

Fig. 12. Optical extinction 
 versus soil mass erosion rate ,m�  showing power law fit. 
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ticle size distributions. Quantifying the particle velocity function is in some 
sense the most difficult part of the problem for both lunar plume bservations 
and weather radar estimation of rainfall. For this reason, the velocity func-
tion is likely the source of greatest error. More advanced coupled gas-
particle flow simulations should be able to provide an improved velocity 
function.  

5.1  Estimating mass erosion rate from optical extinction 
Equation 3 is used to estimate mass erosion rate from measurements of opti-
cal extinction once A and B are known. The A and B parameters should cor-
respond to a particular engine design with a corresponding total vehicle mass 
M and surface gravity g, which implies a nominal thrust  T = M g  for a slow 
descent or hovering. The A and B also correspond to a specific soil type 
characterized by a size distribution S(D). 
The following summarizes the key points in determining A and B for the first 
time: 

1. For various values of measured extinction factor 
, corresponding val-
ues of mass erosion rate are computed using Eq. 4. These point pairs 
can be plotted on a log-log graph with a straight line fit to the scatter 
plot, providing the A and B parameters, as demonstrated in Fig. 12. 
A method to determine 
 from descent videos using histogram match-
ing has been described, as a special case. 

2. The velocity v(D) in Eq. 4 is computed from a CFD based empirical 
function u(h, D), such as the velocity model given by Eq. 7. Then  
v(D) = � sin � u(h, D)  where �  is the angle of the dust sheet relative to 
horizontal. 

3. �  is part of the velocity model and corresponds to the ratio of mean  
velocity to the maximum velocity. In the example given by Eq. 8,  
� � 1/8. It is assumed that �  is a constant of the engine design and has 
no dependencies on S(D). 

4. The symbol � in Eq. 4 is a geometrical value relating the dispersion of 
the dust to view angle along the optical extinction path. In Appendix A, 
this is shown to be a constant � 2. Based on the arguments given in Ap-
pendix A, � should not vary much from this approximate value of 2 
under varying conditions of engine design or soil type. 

5. s(f) in Eq. 4 is an extinction shape factor which, according to the argu-
ments given in Appendix B, can be approximated by a sphere with 
s(f) = 1, with less than 10% error for an ellipsoid when f < 3. 
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5.2  Image analysis and optical extinction 
The details of the optical extinction model and data analysis of the Apollo 
LM video have been deferred to Appendix C in order to avoid obscuring the 
details and significance of Eq. 4 in estimating soil erosion rates. The optical 
extinction model described in Appendix C assumes from the start that the 
erosion rate is uniform over an area defined by radius a0, which is a function 
of lander height. The primary influence of optical extinction as measured by 
a reduction of brightness of the surface and increase in brightness of the dust 
cloud, is the spatial dust geometry. In this model, erosion is uniform over 

2
0�a  but diverges radially from all points on the surface within  r � a0.  No 

erosion occurs for  r > a0.  The underlying assumption of HMM is that by 
matching the average and standard deviation of the histogram of a reference 
image to the histogram of a processed image (modified by brightness and 
contrast equalization), the optical extinction factor can be deduced. Even 
though the results seem promising, the accuracy of the HMM output parame-
ters have not been quantified. This is a possible area of future work. 

5.3  Erosion rate as a function of shear stress 
A relationship between soil erosion rate and shear stress as computed from 
specific engine design characteristics is highly desirable. The value of this 
relationship is that the total plume/erosion effects of engine design on any 
surface can be predicted. To this end, an empirical relationship was estab-
lished between shear stress as determined by CFD simulation and erosion 
rate estimated by optical extinction measurements for the case of the Apollo 
12 LM. The extension of these results to other engine designs for landing on 
any celestial body lacking an atmosphere, such as the Earth’s moon or aster-
oids, can be used within the limits of this analysis. The result of the pre-
dicted Apollo 12 ( )m  �  relation, as shown by Eq. 15, shows an approximate 
5/2 power dependence of erosion rate on shear stress. Since the value of the 
exponent is one of the two parameters in the relationship, it is subject to sen-
sitivity of the data measurement and analysis, as well as model assumptions. 
It is in fact not terribly difficult to force a linear relation (as previously be-
lieved) by substituting different values of the optical extinction data that are 
within credible limits of measurement error. 

Equation 15 is an empirical relation for mass erosion rate m�  as a func-
tion of shear stress  . Previous work concluded that the relationship should 
be a linear one of the form: 

 � �1( ) ,cm t c %  �� ��  (16) 
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where  c is the threshold shear stress associated with a saltation velocity 
threshold. The inverse proportionality constant c has units of velocity. Equa-
tion 16 with  % = 1  is the form predicted by Roberts (1963). Also, experi-
ments at KSC revealed that mass erosion was proportional to the dynamic 
pressure of the jet leaving the pipe, i.e., 
 v 

2, times the area of the pipe. That 
is also equivalent to the total thrust. It is also equal to momentum flux, 
which agrees with Roberts that erosion is a momentum-driven process, not 
an energy-driven process. According to Roberts’ plume analysis theory, 
shear stress everywhere on the surface is proportional to thrust of the rocket, 
indirectly implying that the relationship is linear (% = 1). Haehnel and Dade 
(2008) conducted experiments where they directly measured shear stress and 
erosion rate locally everywhere on the surface. Erosion rate and shear stress 
were found to be linearly related through a global pair of constants,  c and %, 
with  % = 1. 

However, complexities of the lunar case that the above three efforts do 
not account for include: saltation due to particles scattering out of the cloud 
back down to the surface, rarefaction effects, and turbulence effects, which 
are different in rarefied or transitional flow than in continuum flow and have 
never been adequately studied. Turbulence is not modeled in the existing 
rarefied/transitional gas flow codes. Therefore, it is not unreasonable that in 
the lunar environment the actual value of % may be a non-integer, as indi-
cated by the result shown in Eq. 15. 

Acknowledgmen t s .  We gratefully acknowledge support from 
NASA’s Lunar Advanced Science and Exploration Research (LASER) pro-
gram, grant NNH10ZDA001N. 

A p p e n d i x  A  

Erosion model geometry 

To quantify the effect of erosion flux divergence, shown as grey arrows 
originating from the surface under the rocket plume in Fig. 13, Eq. 4 (� = 1  
describes the non-divergent case) can be applied to a small differential of 
erosion jkm� . The camera image is then affected by the optical extinction oc-
curring over a small distance ljk along ray j due to jkm� : 

 1
2  ,

jk k jkM = m�& �  (A1) 
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Fig. 13. Schematic diagram of erosion model geometry, leading to  � = 2  in Eq. 4. 

where 2 jk
M  is the optical extinction described by the second moment of the 

size distribution at path differential ljk along ray j; &k is the collection of all 
other terms on the right hand side of Eq. 4, characterized by velocity distri-
bution modeled of Eq. 7.  

The “first model assumption” is: 

 ,k
jk k

j
m m

r



�� �  (A2) 

which approximates the flux divergence as constrained to the shallow grey 
conical surface shown as arrows in Fig. 13. The total optical extinction along 
ray j is then: 

 2 2 .
j jk

jk

k j

l
M M

L
� �  (A3) 

Substituting Eqs. A1 and A2 into A3, and letting  ljk = Lj/n: 

 1
2

1 .
j

k
k k

jk
M m

n r

�� &� �  (A4) 

The “second model assumption” is to set all km�  equal, corresponding to 
constant erosion over radius a0. The “third model assumption” is to set all �k 
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equal, which is in the spirit of Eq. 8 where the radial dependence of particle 
velocity is modeled as a constant. Then Eq. A4 becomes: 

 1
2 0 0

1 .
j

k

k j

M m
n r


�� & ��  (A5) 

The radial distance 
k in Eq. A5 can be replaced by k rj/n : 

 1 1
2 0 0 2 0 02

1 1lim  .
2j jnk

M m k M m
n

� �

'�
� & ' &�� �  (A6) 

Comparing Eq. A6 to Eq. 4, � = 2. Note that this is not likely a funda-
mental physical principle, but is more than likely a consequence of this sim-
ple model and its set of assumptions. 

A p p e n d i x  B  

Calculation of particle shape factor for spheroid 

A rudimentary particle shape model, one level of improvement over a spher- 
ical particle, is the spheroid, described by aspect ratio  f = rb/ra . If  f > 1, the 
particle is a “prolate spheroid”. If  f < 1, the particle is an “oblate spheroid”. 
And of course when  f = 1  it is a sphere. The volume weighted diameter is  
D = 2ra f 1/3. Figure 14 shows a prolate spheroid with  f = 2.5. The surface of  
 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Prolate spheroid with 
aspect ratio  f = rb/ra = 2.5. 
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the spheroid can be represented by a Cartesian vector P, which is a function 
of parametric angles u and v (similar to spherical coordinate angles �  and �): 
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The average area A  of a randomly oriented spheroid can be found by in-
tegrating over all values of the randomly projected major axis rb, where the 
projection is a sinusoidal function with limits between ra and rb: 

 � � � �
�

2 2

0

1 ( 1)sin  � 2( 1)  .a aA r f d f r� �� � � � � �	  (B2) 

The shape factor s(f) can then be equated to A , normalized by the volume 
weighted cross-section of the spheroid: 

 
� �2 2/31/3

� 2( 1)( ) .
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A fs f
fr f

� �
� �  (B3) 

This result is valid for both the prolate and oblate cases. Figure 15 is a plot 
of s(f) for f ranging from 0.2 to 5. Note that in the case of  f = 2.5, s(f) = 1.06, 
which will decrease the erosion rate of Eq. 4 by approximately 6%. 

Fig. 15. Shape factor s(f) used in Eq. 4, described by Eq. B3. 
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A p p e n d i x  C  

Histogram matching method 

Characterizing dust plumes on the moon’s surface during a rocket landing is 
imperative to the success of future operations on the moon or any other ce-
lestial body with a dusty or soil surface (including cold surfaces covered by 
frozen gas ice crystals, such as the moons of the outer planets). The most 
practical method of characterizing the dust clouds is to analyze video or still 
camera images of the dust illuminated by the sun or on-board light sources 
(such as lasers). The method described below was used to characterize the 
dust plumes from the Apollo 12 landing. 

In this context, the histogram matching method (HMM) is an image pro-
cessing technique for determining dust optical density in Apollo landing vid-
eos. The software implementation of HMM creates a greyscale image 
histogram and calculates the histogram mean and standard deviation, which 
is then used to match dusty and clear images for the purpose of estimating an 
effective optical density and optical extinction factor 
. A dust thickness 
model, based on the tilt of the camera and increasing height of the dust layer 
towards the top of the image, is used to account for the distance light travels 
through the dust. 

Previous methods relied on comparing specific features in clear versus 
dusty images, which severely limited ability to analyze video frames. This 
method compares the statistical nature of a clear image to the statistical na-
ture of a dusty image, assuming that the average scene’s description (as 
characterized by an image histogram) due to surface reflectance and sun an-
gle is invariant throughout the frame sequence. This assumption fails when 
shadows show up on the scene, which is evident in the last 20 s of the land-
ing descent. In the last 20 s, the error minimization of the histogram match-
ing is by-passed and the matching is done manually by visually comparing 
images. 

The output of the HMM algorithm is a modified image, where “dust” has 
been added (mode 1) or removed (mode 0). The output image pixel ijp/  is 
computed from the input image pixel pij: 
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where 
 is the optical extinction factor of the dust and p0 is a fitting parame-
ter associated with the dynamic range of the image (ideally  p0 = 255  for an 
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8-bit image). The factor of two in the extinction term is the result of light re-
flecting off of the lunar surface back to the camera. The exponent term with-
out the factor of two corresponds to light scattered back to the camera from 
the dust cloud. The distance x in Eq. C1 is the effective optical-dust path 
length model along the camera view ray through the dust cloud, correspond-
ing to each ij image pixel in the image. It is equal to the physical path length 
xD of the dust for  r � a0, where r is the radial distance from the engine noz-
zle centerline and a0 is a parameter. For  r > a0, the effective path length is xD 
scaled by the radial dispersion factor: 
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where F is the focal length of the camera (F = 10 mm), d is the pixel width 
(d � 15 �m), �  is the dust angle relative to horizontal (� � 3�), � is the cam-
era angle relative to vertical (� = 33�), lc = 1.2 m  is the camera offset dis-
tance from the nozzle center line, and h is height of the LM above the 
surface. The variable q is the vertical distance in the image in pixel units 
from the ij pixel to a horizontal centerline in the rotated camera view: 

 � � � �1 1
2 2cos  sin ,q = j N   i M0 0� � �  (C4) 

where 0  is the camera rotation angle about the camera axis (0 � –33�), i is 
the horizontal pixel index, j is the vertical pixel index, N is the total number 
of horizontal pixels, and M is the total number of vertical pixels. 
Figure 16a shows frame F3077 (h = 34 m) of the cockpit video camera. Fig-
ure 16b displays a map of the same field of view for this frame, showing the 
effective optical-dust path length model, Eq. C2, which is based on the tilt of 
the camera and increasing depth of the dust layer towards the top of the im-
age. The horizontal and vertical axes of the plot are in pixel units. The con-
tours are graded in increments of 0.3 m, starting with the minimum x = 0.3 m  
at the bottom (purple) to a maximum x = 3.0 m  at the top (red). 

Figure 17 is a similar image set, occurring 38.8 s later at an LM altitude 
of h = 11 m. The contours are graded in increments of 0.017 m, starting with 
the minimum  x = 0.1 m  at the bottom (purple) to a maximum  x = 0.25 m  
near the center (red). Note that the video frame numbers F3077 (Fig. 16) and 
F3543 (Fig. 17) correspond to a constant frame rate of 12 fps. 
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(a)                                                   (b) 

Fig. 16. Dust depth model: (a) video camera frame (F3077) with LM altitude  
h = 34 m, (b) effective camera dust length x with radius  a0 = 46 m. 

(a)                                                    (b) 

Fig. 17. Dust depth model: (a) video camera frame (F3543) with LM altitude 
h = 11 m, (b) effective dust depth with radius  a0 = 6.5 m. 

The HMM algorithm processes two input images, pixel by pixel. The 
first input image is represented by pixel pij as shown by Eq. C1. A reference 
image is represented by qij. For mode = 0, the HHM algorithm applies the 
transformation described by Eq. C1 to the input image pij (frame with dust), 
creating an output image ijp/  (artificially removed dust), as shown in Fig. 18. 
The reference image qij (no dust) is then compared to ijp/  and by matching 
the average and standard deviation of the their histograms, the parameters 
, 
p0, and a0 are found. Figure 19 shows a similar example for mode = 1. 
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Fig. 18. HMM algorithm example for mode = 0: (a) image pij, (b) output image ,ijp/  
(c) reference image qij , and (d) histograms for the three images. 

Fig. 19. HMM algorithm example for mode = 1: (a) input image pij, (b) output image 
,ijp/  (c) reference image qij , and (d) histograms. 
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Glossary of symbols 

Symbol Description Standard units si units 

N(D) lofted particle size distribution !m–1 m–3 m–1 m–3 
D particle diameter !m m 
S(D) normalized soil size distribution,

   empirical fit 
!m–1 m–1 

S1(D) component of S(D) fit – – 
S2(D) component of S(D) fit – – 
w(D) component of S(D) fit – – 
D1 … D3, 
B1 … B3 

fitting constants in particle size 
   fraction model S(D) 

    !m 
dimensionless 

    m 
dimensionless 

v(D) vertical component of particle  
   velocity 

m s–1 m s–1 

R rainfall rate mm h–1 m s–1 
Z radar reflectivity mm6 m–3 m3 
a and b parameters of Z-R, Eq. 1 – – 
A and B parameters of 
- m� , Eq. 3 – – 
m�  lunar soil erosion rate kg s–1 m–2 kg s–1 m–2 
�(D) Gamma Function of D – – 
� wavelength of light nm m 
�L bulk density of lunar soil g cm–3 kg m–3 
Mx xth moment of size distribution mmx m–3 mx–3 
� geometry factor in Eq. 4 dimensionless dimensionless 
s(f) particle shape factor dimensionless dimensionless 

 optical extinction factor !m2 m–3 m–1 
x particle size parameter dimensionless dimensionless 
ra, rb short and long radius of particle 

   ellipsoid, respectively 
!m m 

f particle shape factor, ra / rb dimensionless dimensionless 
Qe scattering efficiency factor for 

   extinction 
dimensionless dimensionless 

n refractive index dimensionless dimensionless 
a0(t) ideal radius of surface erosion  

   as a function of time t 
m m 

h(t) nozzle opening distance from  
   surface as a function of time t 

m m 

to be continued 
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Glossary of symbols   (continuation) 

Symbol Description Standard units Si units 

mT total mass ejected (total mass  
   displaced) 

MT = 1000 kg kg 

u(h, D) CFD based particle maximum  
   speed model  

m s–1 m s–1 

b0 … b4, 
c0, c1 

empirical fitting constants  
   in CFD particle speed model 

– – 

� mean CFD particle speed  
   compared to maximum 

dimensionless dimensionless 

V(r) particle speed fit, r is the  
   trajectory starting point (radial
   distance from nozzle center) 

m s–1 m s–1 

R1, R2 min. and max. CFD domain  
   distance for determining � 

m m 

v0, v1, � fitting constants in V(r) fit m s–1, m s–1, m m s–1, m s–1, m 
  CFD derived shear stress N m–2 N m–2 
! plume gas dynamic viscosity kg m–1 s–1 kg m–1 s–1 
T(r, z) CFD gas temperature, r from  

   nozzle center, z above surface 
K K 

vr radial component of the plume  
   gas velocity 

m s–1 m s–1 

T0, TC, !0 constants in Sutherland’s formula 
    for shear stress 

– – 

( )h  CFD shear stress at surface,  
   averaged over radial distance,  
   versus engine height 

N m–2 N m–2 

�0, � shear stress fitting parameters,  
   Eq. 13 

N m–2 , m–1 N m–2 , m–1 

m0, � erosion rate fitting parameters,  
   Eq. 13 

kg , m–1 kg , m–1 

c, �c, % parameters in theoretical shear  
   stress model 

m s–1, N m–2 m s–1, N m–2, 
dimensionless 
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