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A b s t r a c t

Finite version of Random Domino Automaton – a recently proposed

toy model of earthquakes – is investigated in detail. Respective set of equa-

tions describing stationary state of the FRDA is derived and compared with

infinite case. It is shown that for a system of large size, these equations

are coincident with RDA equations. We demonstrate a non-existence of ex-

act equations for size N ≥ 5 and propose appropriate approximations, the

quality of which is studied in examples obtained within the framework of

Markov chains.

We derive several exact formulas describing properties of the automa-

ton, including time aspects. In particular, a way to achieve a quasi-periodic

like behaviour of RDA is presented. Thus, based on the same microscopic

rule – which produces exponential and inverse-power like distributions – we

extend applicability of the model to quasi-periodic phenomena.

Key words: stochastic cellular automaton, avalanches, cellular automata –
exact solutions, toy model of earthquakes, Markov chains.

1. INTRODUCTION

The Random Domino Automaton (Białecki and Czechowski 2013, 2014) is a
stochastic cellular automaton with avalanches. It was introduced as a toy model
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of earthquakes, but can be also regarded as an substantial extension of 1-D
forest-fire model proposed by Drossel and Schwabl (1992), see also Drossel
et al. (1993) and Malamud et al. (1998).

A remarkable feature of the RDA is the explicit one-to-one relation be-
tween details of the dynamical rules of the automaton (represented by rebound
parameters μi/ν defined in cited article and also below) and the produced
stationary distribution ni of clusters of size i, which implies a distribution of
avalanches. It has already been shown how to reconstruct details of the “micro-
scopic” dynamics from the observed “macroscopic” behaviour of the system
(Białecki and Czechowski 2013, Białecki 2013).

As a field of application of RDA we studied a possibility of constructing
the Ito equation from a given time series and – in a broader sense – applicabil-
ity of Ito equation as a model of natural phenomena. For RDA – which plays
a role of a fully controlled stochastic natural phenomenon – the relevant Ito
equation can be constructed in two ways: derived directly from equations of
RDA and by a histogram method from time series generated by RDA. Then
these two results are compared and investigated in Czechowski and Białecki
(2012a,b).

Note that the set of equations of the RDA in a special limit case reduces to
the recurrence, which leads to known integer sequence – the Motzkin numbers,
which establishes a new, remarkable link between the combinatorial object and
the stochastic cellular automaton (Białecki 2012).

In the present paper a finite version of Random Domino Automaton is
investigated. The mathematical formulation in finite case is precise and the
presented results clarify which formulas are exact and allow to estimate ap-
proximations we impose in infinite case presented in Białecki and Czechowski
(2013). We also show, that equations of finite RDA can reproduce results
of Białecki and Czechowski (2013), when the size N of the system is in-
creasing and distributions satisfy an additional assumption ( ni → 0 for
large i).

On the other hand, a time evolution of Finite RDA can exhibit a periodic-
like behaviour (the assumption ni → 0 for large i is violated), which is a novel
property. Thus, based on the same microscopic rules, depending on a choice of
parameters of the model, a wide range of properties is possible to obtain. In
particular, such behaviour is interesting in the context of recurrence parame-
ters of earthquakes, see, e.g., Weatherley (2006) and Parsons (2008). For other
simple periodic-like models, see Tejedor et al. (2008) and Vazquez-Prada et al.
(2002).

The finite case makes an opportunity to employ Markov chains techniques
to analyse RDA. Investigating the automaton in Markov chains framework we
arrive at several novel conclusions, in particular related to expected waiting
times for some specified behaviour.
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This article completes and substantially extends previous studies of RDA
on the level of mathematical structure. We analyse properties of the automaton,
including those related to time evolution, as a preparation for further prospective
comparisons with natural phenomena, including earthquakes. An application of
the model to the universal distribution of recurrence time for earthquakes is the
topic of the forthcoming paper.

The plan of the article is as follows. In Section 2 we define the finite RDA
and in Section 3 we present respective equations for finite RDA. In Section 4 we
will specify them for some chosen cases. In Section 5 we will shortly describe
Markov chains setting and describe time aspects of FRDA. Several examples are
presented in Section 6. The last Section 7 contains conclusions and remarks.
In the Appendix we show non existence of exact equations for RDA of size
N ≥ 5.

2. FINITE RDA

The rules for Finite Random Domino Automaton (Białecki and Czechowski
2013) are as follows. We assume:
• space is 1-dimensional and discrete – consists of N cells;
• periodic boundary conditions (the last cell is adjacent to the first one);
• cell may be in one of two states: empty or occupied by a single ball;
• time is discrete and in each time step an incoming ball hits one arbitrarily
chosen cell (each cell is equally probable).

The state of the automaton changes according to the following rule:
• if the chosen cell is empty, it becomes occupied with probability ν; with
probability (1 − ν) the incoming ball is rebounded and the state remains un-
changed;
• if the chosen cell is occupied, the incoming ball provokes an avalanche with
probability μ (it removes balls from hit cell and from all adjacent cells); with
probability (1 − μ) the incoming ball is rebounded and the state remains un-
changed.

The parameter ν is assumed to be a constant but the parameter μ is al-
lowed to be a function of size of the hit cluster. The way in which the prob-
ability of removing a cluster depends on its size strongly influences evolution
of the system and leads to various interesting properties, as presented in the
following sections. We note in advance that in fact there is only one effective
parameter μ/ν which affects properties of the automaton. Changing of μ and
ν proportionally in a sense corresponds to a rescaling of time unit.

A diagram shown below presents an automaton of size N = 12, with
three clusters (of size 1, 2, and 4) in time t. An incoming ball provokes an
relaxation of the size 2 – the size of an avalanche is equal to the number of cells
changing their state. Thus in time t+1 there are two clusters (of size 1 and 4).
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↓•
time = t ↪→ • • • • • • • ←↩

time = t+ 1 ↪→ • • • ↓ ↓ • • ←↩
• •

Denote by ni, i = 1, . . . , N, the number of clusters of length i, and by n0
i ,

i = 1, . . . , N the number of empty clusters of length i. Due to periodic bound-
ary conditions, the number of clusters is equal to the number of empty clusters
in the lattice if two cases are excluded – when the lattice is full (single cluster of
size N) and when the lattice is empty (single empty cluster of size N). Hence
for

nR =

N−1∑
i=1

ni , and n0
R =

N−1∑
i=1

n0
i (1)

we have
nR = n0

R . (2)

The density ρ of the system is defined as

ρ =
1

N

N∑
i=1

nii . (3)

In this article we investigate a stationary state of the automaton and hence the
variables ni, nR, ρ and others are expected values and do not depend on time.

3. EQUATIONS FOR FINITE RDA

In this section we derive equations describing stationary state of finite RDA.
The general idea of the reasoning presented below is: the gain and loss terms
balance one another.

3.1 Balance of density ρ

The density ρ may increase only if an empty cell becomes occupied, and the
gain per one time step is 1/N. It happens with probability ∼ ν(1−ρ). Density
losses are realized by avalanches and may be of various size. The effective loss
is a product of the size i of the avalanche and probability of its appearance
μi(nii)/N. Any size i contribute, hence the balance of ρ reads

ν(1− ρ) =
1

N

N∑
i=1

μinii
2 . (4)
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We emphasise, the above result is exact – no correlations were neglected. Its
form is directly analogous to the respective formula in Białecki and Czechowski
(2013).

3.2 Balance of the total number of clusters
Gain. A new cluster (can be of size 1 only) can be created in the interior of
empty cluster of size ≥ 3.

↪→ · · · | • | |
(i−2) cells = interior︷ ︸︸ ︷

| · · · · · · | |︸ ︷︷ ︸
i

| • | · · · ←↩

If the empty cluster is of size N, then each cell is in interior. Summing up
contributions for all empty clusters, the probability is

∼
N−1∑
i=3

ν

(
i− 2

i

)
n0
i i

N
+ νn0

N , (5)

which can take a form (for N ≥ 3 )

∼ ν(1− ρ)− 2ν
nR

N
+ ν

n0
1

N
. (6)

Loss. Two ways contribute: joining a cluster with another one and removing a
cluster due to avalanche.

Joining of two clusters can occur if there exists an empty cluster of length 1
between them. The exception is when the empty 1-cluster is the only one empty
cluster, and the system consists of a single cluster of length N − 1. Hence, the
probability of joining two clusters is

∼ ν

(
n0
1

N
− nN−1

)
. (7)

The probability of avalanche is just

∼
N∑
i=1

μi
nii

N
. (8)

By gathering these terms one obtains equation for the balance of the total
number of clusters n

N(1− ρ)−
N∑
i=1

μi

ν
nii+ nN−1 = 2nR . (9)

Again we emphasise that the above result is exact – no correlations were
neglected. The finite size of the system is reflected by the appearance of
(2nR − nN−1) instead of 2n in the respective formula in Białecki and
Czechowski (2013).
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3.3 Balance of ni s
Loss. There are two modes.
(a) Enlarging – an empty cluster on the edge of an i-cluster becomes occupied.
There are two such empty clusters except for the case when system contains a
single cluster of length N − 1. Hence, the respective rates are

∼2ν
ni

N
i = 1, . . . , N − 2 , (10)

∼ν
nN−1

N
i = N − 1 . (11)

(b) Relaxation rate for any i = 1, . . . , N is given by

∼ μi
ini

N
. (12)

Gain. Again, there are two modes.
(a) Enlarging. For N ≥ 3, there are the following rates depending on the size
i of the cluster

∼ν(1− ρ)− 2ν
nR

N
+ ν

n0
1

N , i = 1 , (13)

∼ 2ν
ni−1

N
αE
i−1 , 2 ≤ i ≤ N − 1 , (14)

∼ν
nN−1

N
, i = N , (15)

where αE(i) is a probability that the size of empty cluster adjacent to the
i-cluster is bigger than 1. It is clear that

αE
N−2 = 1 and αE

N−1 = 0 . (16)

Formula 15 does not have a factor 2, because there is only one empty cluster
(of size 1).
(b) Merger of two clusters up to the cluster of size i. Two clusters: one of size
k ∈ {1, 2, . . . , (i − 2)} and the other of size ((i − 1) − k) will be combined
if the ball fills an empty cell between them.

↪→ · · · | |
k︷ ︸︸ ︷

• | · · · | • | |
(i−1−k)︷ ︸︸ ︷

• | • | · · · | •︸ ︷︷ ︸
i

| | · · · ←↩

The probability is proportional to the number of empty 1-clusters between
k-cluster and (i− 1− k)-cluster,

∼ ν
n0
1

N
γE
i 3 ≤ i ≤ N − 1 , (17)



PROPERTIES OF A CA MODEL OF EARTHQUAKES 929

where γEi is a probability of such merger. For i = N there is a single cluster
in the lattice (there are no two clusters to merge) – filling the gap between ends
of (N − 1)-cluster is already considered in (a).

By gathering the terms, one obtains

n1 =
1

μ1

ν + 2

(
N(1− ρ)− 2nR + n0

1

)
, (18)

n2 =
1

2μ2

ν + 2
2n1α

E
1 , (19)

ni =
1

μi

ν i+ 2

(
2ni−1α

E
i−1 + n0

1γ
E
i

)
, (20)

nN−1 =
1

μN−1

ν (N − 1) + 1

(
2nN−2 + n0

1γ
E
N−1

)
, (21)

nN =
1

μN

ν N
nN−1 , (22)

where 3 ≤ i ≤ (N − 2).
The last Eq. 22 has a simple explanation. The state with all cells being

occupied (corresponding to nN ) can be achieved only from the state with a
single empty cell (corresponding to nN−1) with probability ν(1/N). On the
other hand, the automaton leaves the state with all cells being occupied with
probability μN .

Note that Eqs. 18 and 22 are exact. Correlations in the systems reflect an
appearence of multipliers αE

i and γEi . Their values depend on possible con-
figurations of states of the automaton. As shown in the Appendix, for N ≥ 5
exact formulas for αE

i and γEi as functions of ni s do not exist. Hence, it is
necessary to propose approximated formulas.

A mean field type approximation for αE
i is

αE
i ≈ αA

i =

(
1− n0

1∑N−i
k=1 n0

k

)
. (23)

For a given cluster of size i, the probability of the appearance of an empty
cluster of size 1 is calculated as proportional to the number of empty 1-clusters
divided by the sum of the numbers of all empty clusters with size not exceeding
N − 1, because there is no room for larger.

When merger of two clusters up to a cluster of size i is considered, the
room denoted by A is of size (N − 2− (i− 1− k)) and the room denoted by
B is of size (N − 2− k) – see a diagram below.

↪→
A︷ ︸︸ ︷

· · · |︸︷︷︸
B

| • | · · · | •︸ ︷︷ ︸
k

| |
(i−1−k)︷ ︸︸ ︷

• | • | · · · | • |
A︷︸︸︷

| · · ·︸ ︷︷ ︸
B

←↩
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Hence a mean field type approximation for γEi is of the form

γE
i ≈ γA

i =

i−2∑
k=1

(
nk∑N−(i−1−k+2)

j=1 nj

· ni−1−k∑N−(k+2)
j=1 nj

)
. (24)

It is also instructive to consider another approximation

γE
i ≈ γAR

i =

i−2∑
k=1

(
nk

nR
· ni−1−k

nR

)
. (25)

Section 6 contains quantitative estimation of proposed approximations. Com-
parison of this approximation with exact results for small sizes N is discussed
in Section 7.

3.4 Correspondence to a limit N −→ ∞
In the paper Białecki and Czechowski (2013) an assumption of independence
of clusters was considered. To have it adequate, it is required that there are
no limitations in space, like those encountered when formulas 23 and 24 were
considered. For systems that are large enough, i.e., when N −→ ∞, an empty
cluster adjacent to a given i-cluster can be of any size, and thus

αE
i ≈ α =

(
1− n0

1∑∞
k=1 n

0
k

)
=

(
1− n0

1

n

)
. (26)

This is consistent with the requirement that ni −→ 0 when i −→ ∞, which
is required to have moments of the ni s convergent. Similarly,

γE
i ≈ γ(i) =

i−2∑
k=1

(nk

n
· ni−1−k

n

)
. (27)

These formulas substituted into 18-20 give the respective set of equations con-
sidered in Białecki and Czechowski (2013). The same reasoning can be applied
to balance equations. The form of Eq. 4 is left unchanged under the limit. For
Eq. 9, (2nR−nN−1) −→ 2n, and it becomes of the form presented in Białecki
and Czechowski (2013).

4. SPECIAL CASES

For a fixed form of the rebound parameters the equations describing the au-
tomaton can be written in more specific form, in particular the balance Eqs. 4
and 9, as well as formulas for average cluster size

〈i〉 =
∑N

i=1 nii∑N
i=1 ni

=
Nρ

nR + nN
(28)
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and average avalanche size

〈w〉 =
∑N

i=1 μinii
2∑N

i=1 μinii
. (29)

We emphasize, these formulas are exact – correlations are encountered. We
consider three special cases investigated in detail and illustrated by examples
below.

� μ = const.

For μ = const. and ν = const. Eq. 4 is of the form

(1− ρ) =
1

N

μ

ν

N∑
i=1

nii
2. (30)

and Eq. 9

N(1− ρ(1 +
μ

ν
)) + nN−1 = 2nR. (31)

Also formulas for 〈i〉 and 〈w〉 are simplified only a little.

� μ(i) = δ/i where θ = δ/ν = const.

Equation 4 is of the form
(1− ρ) = θρ, (32)

hence the density is given by remarkably neat (end exact) formula

ρ =
1

1 + θ
. (33)

Note that there is no dependence on the size of the system N ; for N −→ ∞
it remains the same.

Equation 9 can be written as

N
θ

1 + θ
= (2 + θ)nR, (34)

where we use Eqs. 22 and 33. Hence the formula for nR is of the form

nR = N
θ

(θ + 1)(θ + 2)
(35)

in direct analogy with n in N −→ ∞ case (Białecki and Czechowski 2013).
Thus, nR plays the role of n, as indicated also in balance of n1 Eq. 18. The
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formula for n is

n = nR + nN = N
θ(1 + ε)

(θ + 1)(θ + 2)
where ε =

nN

nR
. (36)

The average cluster size is given by

〈i〉 = 1

1 + ε

(
1 +

2

θ

)
. (37)

The average avalanche size is equal to the average cluster size

〈w〉 = 〈i〉 , (38)

because each cluster has the same probability to be removed from the lattice.
The above formulas are exact (include correlations) and posses well defined

limit when N −→ ∞ (which imply ε −→ 0). Note also that variables ρ and
nR depend on single parameter θ. Formulas with dependence on θ can be
rewritten as functions of density ρ.

� μ(i) = η/i2 and χ = σ/ν = const.

Equation 4 is of the form

N(1− ρ) = χ(nR + nN ) . (39)

Equation 9 can be written as

N(1− ρ) = 2nR − χ
1

N
nN + χ

N∑
i=1

ni

i
(40)

where Eq. 22 is used, namely nN−1 = χ 1
N nN .

The average cluster size is

〈i〉 = χ
ρ

1− ρ
, (41)

and the average avalanche size is

〈w〉 = 1(
1 + σ

N

)− (1− σ) 2χ
, (42)

where
σ =

nN

nR + nN
=

ε

ε+ 1
. (43)

Note that also these formulas are exact.
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5. FINITE RDA AS A MARKOV CHAIN

5.1 General settings
Finite Random Domino Automaton is a Markov chain, hence we use the re-
spective framework to compute examples in an exact way and derive several
important formulas for time aspects of the evolution of the system.

In general, for the lattice of size N there are 2N states, because each of
N cells may be empty or occupied. For N = 4, an exemplary state is

↪→ | | • | | • | ←↩

where the assumed periodic boundary conditions are depicted by hook-arrows.
For periodic boundary conditions it is irrelevant to distinguish between

states which differ by a translation only. Hence, for example, we consider the
following states equivalent:

↪→ | | • | | • | • | ←↩ ≡ ↪→ | • | | • | | • | ←↩

Thus the states ai are defined up to translational equivalence (see Tables 1
and 2). The label numbers are assigned to the states, as shown in tables. Further
reduction of the number of states using reflections can be done, but it is not very
efficient procedure. We do not perform it, keeping symmetrical states separate.
They deliver a simple computational check – their probabilities are necessarily
equal.

Such space of states for the finite random domino automaton is irreducible,
aperiodic and recurrent. The transition matrix P is defined by

[P]ij = probability of transition ai −→ aj (44)

For N = 3 the transition matrix is of the form

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

1− ν ν 0 0
μ1

3
1− μ1

3
− 2ν

3

2ν

3
0

2μ2

3
0 1− 2μ2

3
− ν

3

ν

3

μ3 0 0 1− μ3

⎞
⎟⎟⎟⎟⎟⎟⎠ (45)

T a b l e 1

States for the size of the lattice N = 3

State number Example Multiplicity Contributing to

1 ↪→ | | | | ←↩ 1 n0
3

2 ↪→ | | | • | ←↩ 3 n1, n
0
2

3 ↪→ | | • | • | ←↩ 3 n2, n
0
1

4 ↪→ | • | • | • | ←↩ 1 n3
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T a b l e 2

States for the size of the lattice N = 5

State number Example Multiplicity Contributing to

1 ↪→ | | | | | | ←↩ 1 n0
5

2 ↪→ | | | | | • | ←↩ 5 n1, n
0
4

3 ↪→ | | | | • | • | ←↩ 5 n2, n
0
3

4 ↪→ | | | • | | • | ←↩ 5 n1, n
0
1, n

0
2

5 ↪→ | | | • | • | • | ←↩ 5 n2, n
0
2

6 ↪→ | | • | | • | • | ←↩ 5 n1, n2, n
0
1

7 ↪→ | | • | • | • | • | ←↩ 5 n4, n
0
1

8 ↪→ | • | • | • | • | • | ←↩ 1 n5

where entries are found from analysis of transition probability of all possible
states ai (see Table 1).

For N = 5 the transition matrix P is

1

5

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

5−5ν 5ν 0 0 0 0 0 0

μ1 5−μ1−4ν 2ν 2ν 0 0 0 0

2μ2 0 5−2μ2−3ν 0 2ν ν 0 0

0 2μ1 0 5−2μ1−3ν ν 2ν 0 0

3μ3 0 0 0 5−3μ3−2ν 0 2ν 0

0 2μ2 μ1 0 0 5−2μ2−μ1−2ν 2ν 0

4μ4 0 0 0 0 0 5−4μ4−ν ν

5μ5 0 0 0 0 0 0 5−5μ5

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(46)

The stationary distribution is given by

v · P = v. (47)

The number of states increase rapidly with N : for N = 6 there are 14
states, for N = 7 there are 20 states, and for N = 10 there are 108 states.
The number of states for any N is bigger than 2N/N, because translational
symmetry of states is at most N, but there are always states with smaller sym-
metry, like empty state and fully occupied state. Thus practical usage of Markov
chain settings for calculations is rather limited without a systematic procedure
of obtaining a transition matrix P, which is generally nontrivial. This is one of
the reasons for developing more handy framework presented in Białecki and
Czechowski (2013) and here. On the other hand, the framework of Markov
chains is very handy in order to investigate various properties of the system,
as presented below.
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5.2 Expected time of return
As the system evolves, it hits a given state many times. Here we consider ex-
pected value of the time of return from state with density ρ = 0 to itself and
next from the state with ρ = 1 to itself. Starting from state 1 (state with ρ = 0)
the next state (different from state 1) contains a single 1-cluster only. This state
– denoted by label 2 – has density ρ = 1/N. Expected time for this change is
1/ν.

Let τi be the expected time to hit state 1 starting in state i. Then τ1 = 0
and for i = 1

τi = E(time to hit 1 | start in i)

= 1 +
∑
k

pikE(1|k) = 1 +
∑
k

pikτk , (48)

where E(1|k) = E(time to hit 1 | start in k). After solving this system of equa-
tions, the return time is

t1→1 = 1/ν + τ2. (49)

Similarly, for state with ρ = 1 (state L) the next state (different from
state L) is the empty state (with ρ = 0) and

tL→L = 1/μN + τ̂1 , (50)

where τ̂1 is the expected time to hit state L starting in state 1. The respective
equation to determine τ̂i for i = L reads

τ̂i = 1 +
∑
k

pik τ̂k , (51)

and obviously τ̂L = 0. Note that the expected time tL→L is equal to expected
time of return from state 1 to state 1 through state L :

tL→L = t1→L→1 . (52)

The expected time between two consecutive avalanches is

tav =
〈w〉+ 1

1− Pr
, (53)

where Pr is the probability that the incoming ball is rebounded both form
empty or occupied cell (see Table 3):

Pr = (1− ρ)(1− ν) +
1

N

N∑
i=1

nii(1− μi) . (54)
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Note that (1 − Pr) is equal to the sum of the probabilities of triggering an
avalanche and the probability that an empty cell becomes occupied, hence

Pr +
1

N

N∑
i=1

μinii+ (1− ρ)ν = 1 . (55)

Formula 53 can be derived as follows. In time between two consecutive
avalanches, on average, (tav(1−Pr)−1) cells become occupied in the system
– it receives one ball per a time step, part of them are rebounded and one ball
triggers the avalanche. An avalanche is reducing the number of occupied cells
by 〈w〉 . These two quantities compensate for each other, giving 53.

On the other hand, the expected time between two consecutive avalanches
is equal to the inverse of the probability of triggering an avalanche

tav =

(
1

N

N∑
i=1

μinii

)−1

. (56)

Both expressions given in 53 and 56 are equal to each other.

5.3 Frequency distribution of avalanches
The probability of states obtained from condition 47 allows to determine the
distribution of frequency of avalanches. The frequency fi of the avalanche of
size i is given by the sum of products of probabilities vk of state k and re-
spective transition probability pkj to the appropriate states j for all states that
transition k −→ j produce the avalanche of size i.

For example, for N = 5, as can be seen in Table 2, transitions 2 −→ 1,
4 −→ 2, and 6 −→ 3 result in an avalanche of size 1, transitions 3 −→ 1 and
6 −→ 2 give an avalanche of size 2, transition 5 −→ 1 of size 3, 7 −→ 1

T a b l e 3

Probabilities of all four possibilities occurring

in a single time step during evolution of the automaton

Probability of Value

rebound – occupied cell 1
N

∑N
i=1 nii(1− μi)

rebound – empty cell (1− ρ)(1− ν)

occupation of empty cell (1− ρ)ν

trigerring an avalanche 1
N

∑N
i=1 μinii
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of size 4, and 8 −→ 1 of size 5. Hence

f1 = v2μ1/5 + v42μ1/5 + v6μ1/5 , (57)

f2 = v32μ2/5 + v62μ2/5 , (58)

f3 = v53μ3/5 , (59)

f4 = v74μ4/5 , (60)

f5 = v8μ5 , (61)

where respective pkj are taken from transition matrix 46.
The average time ti between two avalanches of size i is given by

ti = 1/fi , (62)

in particular, for a maximum size N

tL→L = tN . (63)

The average time between (any) consecutive avalanches given by formula
56 may be also calculated as

tav =

(
N∑
i=1

t−1
i

)−1

, (64)

because the probability of an avalanche of any size is just a sum of probabili-
ties of all possible avalanches. In this way one can calculate also average time
between any two consecutive avalanches of prescribed size – for example, size
4 and 5 (or any other subset of possible sizes).

6. EXAMPLES

Below we present several examples to illustrate properties of finite RDA as well
as to demonstrate application of the schemes outlined above.

� N = 3

This is the simplest non-trivial, warm-up example. For N = 3 the general re-
sults – i.e., for arbitrary μ1, μ2, μ3, and ν – can be calculated explicitly. Us-
age of equations 18-22 leads to exact results as presented below (see Appendix).
The same can be also obtained from Markov chains framework. Equations 4, 9,
and 22 give

n1 = 3

(
μ2

ν
+

1

2

)
/D , (65)

n2 = 3/D , (66)

n3 =

(
ν

μ3

)
/D , (67)
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where

D =
11

2
+

μ1

2ν
+ 5

μ2

ν
+

μ1μ2

ν2
+

ν

μ3
.

From inspecting of Table 1 it is evident that n0
1 = n2, n0

2 = n1, and n0
3 =

1− n1 − n2 − n3 (all posibilities sum up to 1), hence

n0
3 =

(
1 +

μ1

2ν
+ 2

μ2

ν
+

μ1μ2

ν2

)
/D. (68)

General formulas for expected times of return are

t1→1 =
1

ν

(
1 +

2ν2 + 9μ3ν + 6μ2μ3

μ3(μ1 + 2ν)(2μ2 + ν)

)
, (69)

tL→L =
1

ν

(
ν

μ3
+

11

2
+

μ1

2ν
+ 5

μ2

ν
+

μ1μ2

ν2

)
. (70)

The ratio tL→L/t1→1 is

tL→L/t1→1 =
1

2

(μ1

ν
+ 2

)(
2μ2

ν
+ 1

)
. (71)

Note that it does not depend on μ3. If the probability of triggering an avalanche
of size 1 and 2 is small comparing to the probability of occupation of an empty
cell (i.e., μ1/ν ≈ 0 and μ2/ν ≈ 0) then tL→L ≈ t1→1. The next stage af-
ter the lattice is fully occupied is the empty state; hence, if these two average
waiting times are comparable, then they occur with comparable frequency. That
means quasi-periodic like behaviour of the system: within average time 11/2ν
the lattice become fully occupied, then the triggering of an avalanche of maxi-
mal size N occurs with average waiting time 1/μ3. The same can be observed
for bigger sizes N.

Figure 1 and Table 4 present examples of three types of dependence of re-
bound parameters on size i of clusters considered in Section 4, each having the
same density ρ = 1/2 (with 8 digits accuracy). To obtain this density we put for
these three cases μ/ν = 0.444118 ( μ = 0.444118, ν = 1 ), θ = 1 ( δ = 1,
ν = 1), and χ = 2.113440690 ( η = 1, ν = 1/2.113440690), respectively.
As seen from Fig. 1 it is possible to obtain flat distribution for μi = δ/i – on
that background, differences between the cases are clearly visible: μi = const.
discriminate the existence of large clusters fostering large avalanches; the op-
posite is for μi = σ/i2. Average cluster size and avalanche size data presented
in Table 4 confirms this conclusion.

� N = 5

For N = 5 it is impossible to write down exact equations 18-22 depending
on values of ni s only – see Appendix for details. The case can be solved as a
Markov process, but obtained general formulas are relatively complicated.
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−0.66
−0.64
−0.62
−0.60
−0.58
−0.56
−0.54

Fig. 1. Plot of the Log10 of ni s (left) and n0
i s (right) versus i for N = 3 in three

cases: μi = const. (dashed line), μi = δ/i (solid line), and μi = σ/i2 (dotted line).

Rebound parameters are chosen to have density ρ = 1/2 in all cases (see main text for

respective values).

T a b l e 4

Average cluster size 〈i〉 and average avalanche size 〈w〉
for three different rebound parameters

μi = const. μi = δ/i μi = σ/i2

〈i〉 1.9281668 2 2.1134407

〈w〉 2.2516538 2 1.7226121

Note: density ρ = 1/2, the size of the lattice N = 3.

In this example we investigate properties of the system with density ρ =
1/4. Figure 2 and Table 5 compare results in three cases: μ/ν = 16257/10000
the density ρ = 0.2500003184, for θ = 3 the density ρ = 0.25 exactly, and
χ = 5.95682 gives the density ρ = 0.2500004527.

General expressions for return times t1→1 and tL→L as well as their ratio
are relatively complex. Note that the return times – except of the dependence on

1 2 3 4 5

−2

−1

1 2 3 4 5
−1.0
−0.9
−0.8
−0.7
−0.6
−0.5
−0.4

Fig. 2. Plot of the Log10 of ni s (left) and n0
i s (right) versus i for N = 5 in three

cases: μi = const. (dashed line), μi = δ/i (solid line), and μi = σ/i2 (dotted line).

Rebound parameters are chosen to have density ρ = 1/4 in all cases (see main text for

respective values).



M. BIAŁECKI940

T a b l e 5

Average cluster size 〈i〉 and average avalanche size 〈w〉
for three different rebound parameters

μi = const. μi = δ/i μi = σ/i2

〈i〉 1.427017126 1.632218845 1.985611461

〈w〉 1.845355789 1.632218845 1.41360643

Note: density ρ = 1/4, the size of the lattice N = 5.

t – are proportional to 1/ν. Below we specify the ratio tL→L/t1→1 in three
cases: for μi = const., where t = μ/ν, it is equal to

24t6 + 154t5 + 413t4 + 586t3 + 467t2 + 182t+ 24

24t2 + 54t+ 24
, (72)

for μi = δ/i, where δ = const. and t = δ/ν, it is equal to

4t6 + 40t5 + 169t4 + 395t3 + 550t2 + 432t+ 144

56t2 + 192t+ 144
, (73)

and for μi = σ/i2, where σ = const. and t = σ/ν, is

2t6 + 39t5 + 304t4 + 1232t3 + 2840t2 + 3744t+ 2304

496t2 + 2208t+ 2304
. (74)

In each case the ratio is a rational function of t, which is equal to 1 for t = 0
and asymptotically ∼ t4 for t −→ ∞. A generalisation of this observation is
a conjecture formulated in Section 7. A comparison of these ratios is presented
in left part of Fig. 3.

0 2 4 6 8 10
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0 2 4 6 8 10

1
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1e+5
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Fig. 3. Ratio of return times tL→L/t1→1 for N = 5 (left) and N = 7 (right) for

three cases: μi = const. (blue line on the top), μi = δ/i (red line in the middle), and

μi = η/i2 (green line on the bottom). Parameter t is equal to μ/ν, δ/ν , and η/ν ,

respectively.
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T a b l e 6

Coefficient R = tL→L/t1→1

for three different rebound parameters (see main text for details)

μi = const. μi = δ/i μi = σ/i2

R = tL→L/t1→1 ≈ 52.212 ≈ 35.441 ≈ 34.801

Note: density for all cases ρ = 1/4, the size of the lattice N = 5.

Table 6 shows that for the cases discussed above with average density ρ =
1/4 the highest value of R is for μi = const. and the smallest for μi = σ/i2

(not much different from the value for μi = δ/i).
Average waiting times ti for an avalanche of size i can be also found, but

are long. The average time between any two consecutive avalanches is

tav =
4t5 + 48t4 + 237t3 + 603t2 + 762t+ 360

νt(4t4 + 36t3 + 121t2 + 168t+ 72)
, (75)

where t = δ/ν. All these quantities are proportional to 1/ν. Figure 4 in the
left panel presents waiting times ti in for fixed density ρ = 1/4 in three cases
mentioned above. There are no big differences both in character of dependence
of ti on i and also values of tav do not differ much: for μi = const. average
time is tav ≈ 24.60, for μi = δ/i it is ≈ 21.76 , and for μi = σ/i2 it is
≈ 18.85. (Choosing parameters to have density ρ = 1/4 we put ν = 1/10
for all cases.)

Average waiting times ti, i = 1, . . . , 5 in the case μi = δ/i for various
densities are shown in the right panel of Fig. 4. For small densities the maximal
waiting time ti is for i = 5, while for larger densities the maximum is for

1 2 3 4 5
1.5

2.0

2.5

3.0

1 2 3 4 5

2

3

4

Fig. 4: (left) Plot of Log10 of ti s versus i for three rebound parameters for fixed

density ρ = 1/4 for N = 5. Three cases: μi = const. (dashed line), μi = δ/i
(solid line), and μi = σ/i2 (dotted line). Rebound parameters are chosen to have

density ρ = 1/4 in all cases (see main text for respective values); (right) plot of Log10
of ti s versus i for various densities for rebound parameter of the form μi = δ/i for

N = 5. Densities are chosen as 1
10 ,

1
4 ,

1
2 ,

3
4 ,

9
10 ; thinner line corresponds to smaller

density.
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i = 3. Average waiting times range from ≈ 13.57 for ρ = 1/10 through
≈ 21.76, ≈ 50.22, ≈ 145.01 for densities 1/4, 1/2, 3/4 , respectively, up
to ≈ 441.60 for density ρ = 9/10. (Again ν = 1/10 for all cases.)

� N = 7

For N = 7 we investigate properties of the system with the density ρ = 3/4.
Parameters are chosen as follows: μ = 1, ν = 173024/10000 gives the den-
sity ρ = 0.7500001621, θ = 1/3 gives ρ = 3/4 exactly, and μ = 1,
ν := 1000000/1578886 gives ρ = 0.7500002817. Distributions of clusters
are presented in Fig. 5 and average cluster and avalanche sizes in Table 7. Again
differences in distributions ni are not big, but average avalanche size differs
significantly between considered cases.

The novel property visible in the figure is that the highest probability is for
the cluster of maximal size i = N. Thus, the system prefers merging clusters
for high density.

A comparison of the ratios of return times R = tL→L/t1→1 is presented
in the right panel of Fig. 3, while formulas are presented in the Appendix. In
each case the ratio is a rational function of t, which is equal to 1 for t = 0 and

1 2 3 4 5 6 7

−1.0

−0.5

1 2 3 4 5 6 7

−1.6
−1.4
−1.2
−1.0
−0.8
−0.6
−0.4

Fig. 5. Plot of the Log10 of ni s (left) and n0
i s (right) versus i for N = 7 in three

cases: μi = const. (dashed line), μi = δ/i (solid line), and μi = σ/i2 (dotted line).

Rebound parameters are chosen to have density ρ = 3/4 in all cases (see main text for

respective values).

T a b l e 7

Average cluster size 〈i〉 and average avalanche size 〈w〉
for three different rebound parameters

μi = const. μi = δ/i μi = σ/i2

〈i〉 4.274328495 4.385371765 4.736665115

〈w〉 5.767461682 4.385371765 2.671314107

Note: density ρ = 3/4, the size of the lattice N = 7.
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T a b l e 8

Coefficient R = tL→L/t1→1

for three different rebound parameters (see main text for details)

μi = const. μi = δ/i μi = σ/i2

R = tL→L/t1→1 ≈ 1.4844 ≈ 1.6887 ≈ 2.7001

Note: density for all cases ρ = 3/4, the size of the lattice N = 7.

asymptotically ∼ t6 for t −→ ∞, which supports a conjecture formulated in
Section 7. Table 8 shows that for the cases discussed above, with average density
ρ = 3/4, the highest value of the ratio R is for μi = δ/i and the smallest for
μi = const. (which does not differ much from the value for μi = δ/i). This
is an opposite order comparing to the case with ρ = 1/5 for N = 5 consid-
ered above. Thus, for higher densities the automaton prefers more periodic-like
behaviour when it is relatively easier to trigger large avalanches.

The size N = 7 is big enough to notice how the actual density of the sys-
tem (possible values are 0, 17 ,

2
7 ,

3
7 ,

4
7 ,

5
7 ,

6
7 , 1) is distributed for various average

densities. Results are shown in Fig. 6. For small densities, like ρ = 0.2, the
maximum is for small i, that means that large densities and large avalanches
are rare. Then, when the density increases, the bell-like shape distribution ap-
pears and its maximum is shifted to the bigger values. Next, for densities like

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.1

0.2

0.3

0.4

0.5

Fig. 6. Probability distributions of actual density of the system for the case μi/ν =
θ/i for various average densities of 0.2 (dashed line), 0.4 (solid line), 0.5 (thick

dashed line), 0.6 (solid line), 0.8 (dashed line) – the respective parameters are

θ = 4, 3
2 , 1,

2
3 ,

1
4 . Smaller average density corresponds to the higher probability rate for

density equal to 0, i.e., starts from the top on the left side (and to the lower probability

rate for density equal to 1). The size of the system is N = 7.
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0.6 or bigger, the maximum probability is for biggest possible size i = N and
the most probable state is that with ρ = 1. To achieve large average density,
the system must spend a substantial time being fully occupied. The evolution
of such a system consists of two phases: filing up and waiting for avalanche
of maximal size, as is described above while discussing the times of return for
N = 3.

For N = 500 and constant parameters μ = ν = 1, numerical experiments
show that the density fits a Gaussian distribution Białecki and Czechowski
(2010).

� N = 10

In the example with the biggest N presented here we investigate in several
cases an influence of correlations and compare exact results with proposed ap-
proximations for αA

i , γAi and γAR
i . On the other hand, size N = 10 requires

relatively complex calculations – the transition matrix is of size 108×108 and
has about 1000 non-zero entries.

The size N = 10 is the smallest with states which consist of the same
clusters, but in essentially different order. (For smaller N states with different
order of clusters were equivalent with respect to reflections.) Namely, the state

↪→ | | • | | • | | • | • | | • | • | ←↩

and the state

↪→ | | • | | • | • | | • | | • | • | ←↩

In this subsection we consider also the relative difference between probabili-
ties of these two states, namely Δ = (p88 − 2p89)/p88 for various rebound
parameters as a measure of adequacy of independence of clusters assumption.
The multiplier 2 in the above formula is necessary because the multiplicity of
state 89 is equal to five, and the multiplicity of the state 88 is equal to ten. This
quantity reflects the dependence of respective probabilities on specific order of
clusters in the system. We assume there is no such dependence in order to write
down approximations αA

i , γAi and γAR
i .

Other quantities analysed in examples below are
αE

1 −αA
1

αE
1

, αE
4 −αA

4

αE
4

, γE
5 −γA

5

γE
5

,
γE
5 −γAR

5

γE
5

, γE
9 −γA

9

γE
9

and
γE
9 −γAR

9

γE
9

. These quantities measure the quality of approx-

imation formulas for i = 1 and 4 for α coefficients, and for i = 5 and 9
for γ coefficients – just to test approximations for n2 – the first approximate
equation, n5 – the middle one, and n9 the last one (those for n1 and n10

are exact). A formula for exact value of αE
4 , obtained from detailed analysis of

states of the automaton, is presented in Appendix.
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Cases with constants equal to 1

As a first set we consider three cases with the minimal possible rebounds factors,
i.e., we put all constants equal to 1. Cases with μi = 1, μi = 1/i and μi =
1/i2 with ν = 1 are presented in Fig. 7 and Table 9.

2 4 6 8 10

−3

−2

−1

0

2 4 6 8 10
−2.25
−2.00
−1.75
−1.50
−1.25
−1.00
−0.75
−0.50
−0.25

Fig. 7. Plot of the Log10 of ni s (left) and n0
i (right) for N = 10 in three cases:

μi = const. (dashed line), μi = δ/i (solid line), and μi = σ/i2 (dotted line).

T a b l e 9

Three cases: μ = 1, δ = 1, and σ = 1 (and always ν = 1)
for the size of the lattice N = 10

μi = 1 μi = 1/i μi = 1/i2

ρ 0.3076370614 0.5 0.8822697788

〈i〉 1.5985438 2.872872532 7.493995763

〈w〉 2.250583644 2.872872532 3.725820785
p88 − 2p89

p88
0.00865 0.01899 0.01868

αE
1 − αA

1

αE
1

0.00909 0.066784 0.19468

αE
4 − αA

4

αE
4

0.08795 0.07428 0.09239

γE
5 − γA

5

γE
5

−0.01141 −0.28676 −0.89662

γE
5 − γAR

5

γE
5

−0.00110 −0.06842 −0.13292

γE
9 − γA

9

γE
9

0.35717 0.29878 0.17045

γE
9 − γAR

9

γE
9

0.48970 0.62573 0.71428

t1→1 18.51 25.59 96.28

tL→L/t1→1 379.61 5.2988 1.4606
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Three different rebound parameter types result in various average den-
sity values, and hence different distributions. In all cases, the assumption of
independence of clusters is well satisfied; the respective error Δ does not
exceed 2%. An approximation for αE

4 is less than 10% for all cases, but
αE
1 strongly depends on the case (in fact it depends on density, as will be

seen below). Approximation formulas for γE perform in diversified way –
γAR is better for mid i terms, while γA is better for big i terms. Never-
theless, both cases provide rather roughly appropriate values. These exam-
ples also suggest that for higher densities the system exhibits a periodic-like
evolution.

Large densities
In order to investigate evolution of the system with high average density (and
strong deviations in actual density) we consider case μ = const. with μ1 =
1/100 and ν = 1, which gives the density ρ ≈ 0.91, and case δ/i with
μ1 = 4673077001/5 ∗ 1010 ≈ 0.093 and ν = 1 to obtain the same density
(with 10 digits accuracy) for comparison. Also we consider case of σ/i2 with
μ1 = 1/10 and ν = 1 which gives the density ρ ≈ 0.99. The results are
presented in Fig. 8 and Table 10.

Plots of respective distributions for μi ∼ 1/i and μi ∼ 1 are overlap-
ping each other. For relatively small size N = 10, fixing the average density
of the system strongly determines distributions, making the dependence on re-
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Fig. 8. Plot of the Log10 of ni s and n0
i versus Log10(i) for N = 10 in two cases:

μi = const. (solid line) and μi = δ/i (dashed line) – upper panels, and in case

μi = δ/i2 – lower panels.
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T a b l e 10

Three cases with “large” ρ for the size of the lattice N = 10
(see main text for details)

μi ∼ 1 μi ∼ 1/i μi ∼ 1/i2

ρ 0.9145269069 0.9145269069 0.9897960692

〈i〉 7.764600567 7.805017612 9.700144892

〈w〉 9.346154002 7.805017612 8.33021261
p88 − 2p89

p88
0.00161 0.00464 0.00191

αE
1 − αA

1

αE
1

0.30898 0.28421 0.31377

αE
4 − αA

4

αE
4

−0.01511 0.01520 0.00330

γE
5 − γA

5

γE
5

−0.96763 −0.93825 −1.05131

γE
5 − γAR

5

γE
5

−0.15298 −0.14354 −0.14789

γE
9 − γA

9

γE
9

0.42749 0.39218 0.38965

γE
9 − γAR

9

γE
9

0.80211 0.78888 0.80019

t1→1 119.18 123.60a 1002.44

tL→L/t1→1 1.1066 1.1339 1.0277

a) The system stays in fully occupied state 1/μ10 ≈ 107, 5, which is

longer than 100 as in μ = const. case (previous column). The re-

spective average times for filling up the lattice are ≈ 19 and ≈ 16.

bound parameters not essential. Their influence becomes more visible for larger
sizes N of the lattice. In the case of high densities, the system just spend much
of it’s time being fully occupied.

For high densities, the assumption of independence of clusters is well satis-
fied; the respective error Δ does not exceed 0.5%. An approximation for αE

4
is fairly good (≈ 1.5% or less), but αE

1 has only accuracy ≈ 30%. Approx-
imation formula for γAR is much better for mid i terms (though giving only
≈ 15% accuracy), while γA is better for large i terms (≈ 40%). Thus, for
high density cases the proposed set of equations for ni s does not reproduce
actual distribution. Note, however, that there are other exact equations valid for
any density.
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Fig. 9. Plot of the Log10 of ni s and n0
i for N = 10 in case μi = const. – upper

line, and in two cases: μi = δ/i (solid line), and μi = δ/i2 (dashed line) – lower line.

The parameter tL→L/t1→1 for μi ∼ 1/i case is bigger than for μi ∼ 1
case (both cases have the same “big” density), which agrees with the results for
N = 7 with ρ = 3/4 presented in Table 8.

Small densities
To present system behaviour in small average density we choose μ1 = 1 and
ν = 1/10 for case μ = const. – it gives density ρ ≈ 0.08. Then for the
remaining two cases we have the same density ρ ≈ 0.01 (with 10 digits accu-
racy), with the following parameters: μ1 = 1 and ν = 50000000/4798952601
≈ 0.01 – for case δ/i, and μ1 = 1 and ν = 1/100 for case σ/i2. The results
are presented in Fig. 9 and Table 11.

For small densities assumption of independence of clusters is well satisfied.
In general, all proposed approximations are fairly good. An approximation for
αE
4 is the worst; its accuracy is only ≈ 15%. As previously, approximation

formula for γA is better than γAR for large i terms, but it appears that for
mid i terms both formulas give almost the same values (because ni s decrease
rapidly). Thus, for small densities the set of equations for ni s can be used to
reproduce the actual distribution.

It is very improbable to find the lattice fully occupied for small average
densities, which is reflected in high values of the parameter R = tL→L/t1→1.
The parameter R for μi ∼ 1/i case is bigger than its for μi ∼ 1/i2 case (both
cases have the same “small” density), which agrees with the results for N = 5
with ρ = 1/4 presented in Table 6.
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T a b l e 11

Three cases with “small” ρ for the size of the lattice N = 10
(see main text for details)

μi ∼ 1 μi ∼ 1/i μi ∼ 1/i2

ρ 0.0779280356 0.01031150521 0.01031150521

〈i〉 1.09149321 1.02083788 1.041894016

〈w〉 1.183235221 1.02083788 1.020408163
p88 − 2p89

p88
6.9231 ∗ 10−5 6.4609 ∗ 10−4 3.5663 ∗ 10−3

αE
1 − αA

1

αE
1

1.7483 ∗ 10−5 2.7693 ∗ 10−7 1.0585 ∗ 10−6

αE
4 − αA

4

αE
4

0.14229 0.16313 0.16274

γE
5 − γA

5

γE
5

0.0009069 0.0020519158 0.0040100

γE
5 − γAR

5

γE
5

0.0009101 0.0020519262 0.0040124

γE
9 − γA

9

γE
9

0.09615 0.01473 0.00606

γE
9 − γAR

9

γE
9

0.12138 0.02356 0.03305

t1→1 22.32 106.35 110.57

tL→L/t1→1 2220903488.0 1.666292752 · 1014 9971770329.0

∼ 2 · 1010 ∼ 2 · 1014 ∼ 1 · 1011

7. CONCLUSIONS

In this article we investigated in detail a finite version of one-dimensional non-
equilibrium dynamical system – Random Domino Automaton. It is a simple,
slowly driven system with avalanches. The advantage of RDA (comparing to
Drossel-Schwabl model) is the dependence of rebound parameters on the size
of a cluster. This crucial extension allows for producing a wider class of distribu-
tions by the automaton, as well as leads to several exact formulas. Exponential
type and inverse-power type distributions of clusters were studied in Białecki
and Czechowski (2013); the present work examines also V-shape distributions
and quasi-periodic like behavior.

Detailed analysis of finite RDA, including finite size effects, extends and
explains the previously obtained results for RDA. Moreover, we also analyzed
approximations made when deriving equations for the stationary state of the
automaton. This allows for the following conclusions.
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The balance of ρ Eq. 4 and the balance of N Eq. 9 are exact – their
forms incorporate all correlations present in the system. The first one has a
form independent of the size of the lattice N, thus it is exactly the same as
for RDA. The second one contains correction for finite size effect, namely a
term (2nR − nN−1), which replaces the term 2n for RDA. When nN−1 and
nN are negligible, these two terms coincide. For finite RDA, balance of ni s
Eqs. 18-22 contains two extra equations, for i = N−1 and i = N, comparing
to the those for RDA. The first (for n1) and the last (for nN ) are exact. Note
that all those equations are written for rebound parameter μ = μ(i) being a
function of cluster size and ν being a constant.

The most remarkable special case is when μ = δ/i, when any cluster
has the same probability to be removed as an avalanche independently of its
size i. It appears that the system depends on a single parameter θ = δ/ν, or
equivalently, due to neat exact formula (Eq. 33)

ρ =
1

1 + θ
,

the properties of the system may be characterized by the value of the average
density. Note that the above expression does not depends on the size N, and is
the same as for RDA. This specialization leads to more neat formulas, like the
equation for nR (Eq. 35)

nR = N
θ

(θ + 1)(θ + 2)
.

Note again that it has the same form as for RDA, except that n is replaced by
nR ( n = nR + nN ). Summarizing, the model allows to derive a number of
explicit dependencies, as shown in Sections 3 and 4.

The Random Domino Automaton defines a discrete time Markov process
of order 1 and, in principle, may be solved exactly. However, it turns out that
computations are fairly complex and exact formulas are long. Also, the exact
numerical values are in the form of large numbers – in every considered example
(N = 3, 4, 5, 6, 7, 10) significantly large prime numbers were encountered.
For example, for the simplest possible rebound parameters ( μ = 1 and ν = 1)
the exact value of denominators of probabilities of states for N = 10 is a
65-digit integer. Its prime factorization contains a 56-digit integer, which cannot
be simplified with numerators.

Nevertheless, Markov chains framework leads to interesting results con-
cerning analysis of times of recurrence for specific states. A return time to the
state with density ρ = 1 (Eq. 50)

tL→L = 1/μN + τ̂1 ,
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consists of two parts: waiting of fully occupied lattice for triggering a maxi-
mal avalanche and “loading” time, when the lattice is filled up, respectively. If
the average density of the system is small, the second time is very long. The
formula is more interesting for systems with relatively large average density,
when the “loading” time is comparable to waiting time for triggering the largest
avalanche. Such a system exhibits a periodic like behavior. Dividing the waiting
time tL→L by the waiting time t1→1 (given by Eq. 49) one has the following
measure of quasi-periodicity

R = tL→L/t1→1 = t1→L→1/t1→1 .

If R = 1 then the system is periodic.
Several considered examples lead to the following conjecture concerning

the coefficient R.
Conjecture. The ratio of return times tL−→L/t1−→1 as a function of t being
the ratio of constants from rebound parameters ( μ/ν, δ/ν, σ/ν) are rational
functions of t, f(t) = tL−→L/t1−→1 with the following properties for any
size N of the system

f(t = 0) = 1 , (76)

lim
t→∞

f(t)

tN−1
= const . (77)

The conjecture relates the size of the system N with asymptotic behavior of
ratio of waiting times.

There are large fluctuations (variations of actual density) during the evolu-
tion of systems with relatively large average densities. If the system is likely to
achieve a fully occupied state, the next state is an empty state, and the varia-
tions in density are maximal. Nevertheless, some parameters of stationary state
(more precisely, statistically stationary state) satisfy exact equations, as shown
above. For large average densities, the system fluctuates within the whole possi-
ble range, and cannot be thought of as having approximately stationary values
during the evolution. This aspect is easy to be overlooked (see Paczuski and
Bak 1993).

It is argued in the Appendix that no exact equations for ni s exist for the
size N ≥ 5. Thus, to have compact equations for ni s, some approximation
formulas are proposed. The first general conclusion from the examples is that
the approximations are acceptable for small densities, but for large densities the
errors are substantial. The main reason is that for large densities correlations
become more important and fluctuations makes actual values of the parame-
ters substantially different from their stationary values, which are present in the
formulas. These properties are particularly severe for small sizes of the system,
where every avalanche changes the actual density considerably.
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T a b l e 12

Comparison of αE
1 with αA

1 for N = 3, 4, 5, 6, 7 and 10
for parameters μ = 1 and ν = 1

N αE
1 = 2n2

n1
αA
1 =

(
1− n0

1

nR

)
αE

1 −αA
1

αE
1

ρ

3 1.33(3) 0.6 0.55 ≈ 0.3462

4 0.66(6) ≈ 0.6316 ≈ 0.053 0.32(32)

5 ≈ 0.6829 ≈ 0.6565 ≈ 0.039 ≈ 0.3139

6 ≈ 0.685296 ≈ 0.669232 ≈ 0.023 ≈ 0.3102

7 ≈ 0.685523 ≈ 0.675066 ≈ 0.015 ≈ 0.3086

10 ≈ 0.685436 ≈ 0.679205a ≈ 0.0091 ≈ 0.3076

4000 ≈ 0.677 ≈ 0.677 – ≈ 0.3076

a) (1− n0
1/n) ≈ 0.679229

Note: The last line presents value of αA
1 for N = 4000 obtained from sim-

ulations and equations (respectively) in Białecki and Czechowski (2013).

Table 12 presents a dependence of a relative error of αE
1 with respect to

αA
1 on size N of the system. For larger N the accuracy of approximation is

growing, which corresponds well with the remark in the last paragraph.
It can be noticed from the distributions of ni s of examples presented above

that all ni s except of the last two (namely nN−1 and nN ) are placed on one
“regular” curve, while the last two deviate from it. It may be regarded as a
(correction of) finite size effect. Also in the respective set of Eqs. 18-22, the
last two (for i − N − 1 and i = N) have a form different from the previous
ones. Thus, neglecting the size restriction, which in fact ignores the last two
equations, is justified when the deviations of the last two ni s from the “regular”
curve are not big. That happens for small densities.

It appears also that for index i in his middle range of values an approxima-
tion formula γAR works better than γA, in spite of the fact that it looks to be
more rough approximation. For distribution of ni s vanishing rapidly (i.e., for
small densities) both give comparable results.

All this justifies the form of equations for ni s presented in Białecki and
Czechowski (2013) as valid for small densities. A detailed examination of the
RDA for large densities requires further investigations.

This article explores properties of FRDA in order prepare to modeling of
real data. In this context, among others, formulas for waiting times can be used.
We ephasize also a formula 53

tav =
〈w〉+ 1

1− Pr
,
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which relates the measure of scattering (dissipation) of balls Pr with the av-
erage size of avalanche 〈w〉 and average time between any two consecutive
avalanches tav, which are a priori measurable quantities.

The Random Domino Automaton proved to be a stochastic dynamical sys-
tem with interesting mathematical structure. It may be viewed as extension of
Drossel-Schwabl model, and we showed that this is a substantial generalization
with a wide range of novel properties. We expect it can also be applied to nat-
ural phenomena, including earthquakes and forest-fires. This is our aim for the
future work.

A p p e n d i x

Exact equations for N = 3, 4 and their non-existence for N ≥ 5

For arbitrary size N, there are four exact equations: balance of ρ – Eq. 4,
balance of n – Eq. 9, for n1 – Eq. 18, and for nN – Eq. 22.

Size N = 3. Equation for n2 is of the form 21, namely

n2 =
1

2μ1

ν + 1
(2n1α

E
1 + n0

1γ
E
2 ) .

In this case the only companion to single one-cluster is an empty two-cluster
(see state 2 in Table 1), hence

αE
1 = 1 and γE2 = 0 .

Thus, we arrived at the exact form of the equation for n2.
Size N = 4. All states of the automaton (other states differ by shifts are iden-
tified) and their labels are presented in Table 13. Equation for n2 is of the
form 19

n2 =
2

2μ2

ν + 2
n1α

E
1 ,

where to αE contributes only state 2, not state 4. Hence

αE
1 =

p2
p2 + 2p4

=

(
1− 2p4

n1

)
=

(
1− n0

1 − n3

n1

)
,



M. BIAŁECKI954

T a b l e 13

States for the size of the lattice N = 4

State number Example Multiplicity Contributing to

1 ↪→ | | | | | ←↩ 1 n0
4

2 ↪→ | | | | • | ←↩ 4 n1, n
0
3

3 ↪→ | | | • | • | ←↩ 4 n3, n
0
2

4 ↪→ | | • | | • | ←↩ 2 n1, n
0
1

5 ↪→ | | • | • | • | ←↩ 4 n3, n
0
1

6 ↪→ | • | • | • | • | ←↩ 1 n4

where pi is probability of state i. Thus αE
1 is expressed as function of ni s

and n0
1. The equation for n3 is of the form 21

n3 =
1

3μ3

ν + 1

(
2n2α

E
2 + n0

1γ
E
3

)
.

In this case
αE
2 = 1,

because only state 3 contributes. The state 4 (and not state 5) contributes to
γE3 , therefore

γE3 =
2p4

2p4 + p5
=

(
1− p5

n0
1

)
=

(
1− n3

n0
1

)
.

This completes the task of writing exact equations for N = 4.
Size N = 5. States and their labels are presented in Table 2. In this case, the
coefficients are as follows

αE
2 =

p2 + p4
n1

, γE3 =
p4 − p6 − n4

n0
1

,

αE
3 =

p3
n2

, γE4 =
p6 − p4 − n4

n0
1

.

Summing up the probabilities contributing to n0
1, n1 and n2 one obtains

n0
1 = p4 + 2p6 + n4 , (78)

n1 = p2 + 2p4 + p6 , (79)

n2 = p3 + p6 . (80)
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The set cannot be solved for p2, p3, p4, p6. Since there are no more equations
for those coefficients, respective α s and γ s cannot be expressed as functions
of ni s only in an exact manner.
Sizes bigger than 5. An argument for non-existence of exact set of Eqs. 18-22,
i.e., non-existence of exact formulas for αE

i s and γEi s as functions of ni s and
n0
1 is based on the same impossibility of solving equations as presented above.

An increase of size of a grid N by 1 results in an increase of the set
of n1, n2, . . . by one and much bigger increase of the number of states.
An analog of the set of Eqs. 78-80 will contain much more probabilities of
states p1, p2, . . . , on the right hand side – there will be more states containing
1-clusters, 2-clusters and so on, and contributing to n1, n2, . . . , respectively.
Thus, it is impossible to express those probabilities of states as functions of
n0
1, n1, n2, . . . only. As a consequence, there are no general exact formulas for

αE
i s and γEi .
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A b s t r a c t  

We describe an algorithm for rapidly computing the surface dis-
placements induced by a general polygonal load on a layered, isotropic, 
elastic half-space. The arbitrary surface pressure field is discretized using 
a large number, n, of equally-sized circular loading elements. The prob-
lem is to compute the displacement at a large number, m, of points (or 
stations) distributed over the surface. The essence of our technique is to 
reorganize all but a computationally insignificant part of this calculation 
into an equivalent problem: compute the displacements due to a single 
circular loading element at a total of m n stations (where m n is the prod-
uct m � n). We solve this “parallel” problem at high computational speed 
by utilizing the sparse evaluation and massive interpolation (SEMI) 
method. Because the product m n that arises in our parallel problem is 
normally very large, we take maximum possible advantage of the accel-
eration achieved by the SEMI algorithm. 

Key words: surface loading, elastic response, isotropic, layered half-
space. 
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1. INTRODUCTION 
The elastic response to surface loading has interested mathematicians, scien-
tists and engineers for more than a century (Boussinesq 1885, Lamb 1901, 
Terazawa 1916, Love 1929). Interest in this topic within the Earth sciences 
has rapidly expanded in the last decade, following the widespread recogni-
tion that geodetic measurements can be used to observe oscillations of the 
Earth’s surface that are driven by seasonal changes in the mass loads im-
posed on the solid Earth by the atmosphere, the hydrosphere and the 
cryosphere (Heki 2001, Blewitt et al. 2001, Van Dam et al. 2001, Dong et 
al. 2002). The elastic response to these environmental loading cycles is de-
veloped at global (Blewitt et al. 2001), regional (Heki 2001, Davis et al. 
2004, Bevis et al. 2012) and local scales (Bevis et al. 2004, 2005). The near-
field response to concentrated loads is influenced by shallow elastic structure 
which is highly variable in continental crust, particularly in the vertical di-
rection (Bevis et al. 2004, 2005; Mooney et al. 1998). The layered, elastic 
half-space provides a useful mathematical framework for modeling Earth’s 
instantaneous response to loading cycles when these loads are imposed over 
apertures which are small compared to the radius of the planet. The emerg-
ing use of continuous GPS networks to sense changes in ice mass within ac-
tive ice sheets (e.g., Hager 1991, Khan et al. 2007, Bevis et al. 2009, 2012) 
constitutes an important class of application. 

Typically, the Earth’s elastic response to changing surface loads of re-
gional extent is computed using spectral methods (e.g., Sasgen et al. 2005) 
and a global Earth structure model such as PREM (Dziewonski and Ander-
son 1981). The vertical resolution of whole Earth models like PREM is lim-
ited, especially near the surface. Indeed, PREM does not distinguish between 
the oceans and continents, let alone account for the rapid vertical variations 
in elastic moduli that frequently occur in the upper few kilometers of conti-
nental crust (Mooney et al. 1998). Bevis et al. (2004, 2005) argued that the 
near-field response to surface load changes is sensitive to the details of shal-
low elastic structure. This sensitivity could complicate (at least locally) the 
agenda of using crustal motion geodesy to gauge ice mass changes. We will 
illustrate this possibility by considering the elastic rebound associated with 
ice mass changes in Greenland. It is easier to include thin crustal layers in 
the Cartesian framework of Pan et al. (2007) (and this paper) than it is to do 
so in a spectral model implemented for a spherical Earth, since the latter ap-
proach would require harmonic expansions of very high degree to achieve 
the necessary radial resolution. 

This paper is the sequel to the paper by Pan et al. (2007), in which we 
developed a precise numerical solution for the surface displacements pro-
duced by a uniform circular load imposed on the surface of a layered, elastic 
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half-space. This solution is computationally expensive, and so we also de-
veloped the sparse evaluation and massive interpolation (SEMI) method, 
which provides an approximate solution for the displacement field at very 
large numbers of points with vastly less computation per point (Pan et al. 
2007). This approach utilizes the symmetry of the problem and the fact that 
the radial and vertical components of surface displacement are functions on-
ly of the radial distance, r, from the center of the load. We use our high accu-
racy but computationally expensive method to compute the displacement 
vectors at a limited number of r values (called control points or knots), and 
then use a variety of fast interpolation methods to determine the displace-
ments at much larger numbers of intervening points. We can trade off the 
computational leverage achieved with the SEMI method and the magnitude 
of the errors associated with its approximations by choosing to use fewer or 
greater numbers of knots. The computational advantage of the SEMI method 
increases with the ratio of the number of surface stations to the number of 
knots. 

In this paper we show how a circular loading element can be used to 
compute the surface displacement fields for an arbitrary surface load. Sup-
pose we wish to compute the displacement at n stations due to a load we will 
approximate with m circular loading elements. The essence of our technique 
is to reorganize all but a computationally insignificant part of this calculation 
into an equivalent problem: compute the displacements due to a single circu-
lar loading element at a total of m n stations (where m n is the product m � n). 
This maximizes the ratio of the number of stations to the number of knots, 
and so takes maximum possible advantage of the SEMI algorithm. 

After describing this method in detail, we present some basic numerical 
tests of our code. In particular we address the problem of determining an ap-
propriate number of loading elements for approximating a given load. Here 
the goal is to control the amplitude of artifacts or errors associated with dis-
cretization of the load. Lastly we consider some example loading problems 
and show how depth controlled variations in the elasticity constants can 
cause interesting and diagnostic features in surface displacement fields. The-
se examples indicate that measuring the spatial development of the elastic 
response to known patterns of surface loading will enable us to infer infor-
mation about subsurface structure. Of course, inversions of this kind require 
the forward problem to be evaluated many times, and it is this requirement 
which prompted us to develop a computationally efficient means for solving 
the forward problem for non-trivial loading geometries. 

Before launching into this agenda, we note the following elementary 
points: (i) that the great advantage of using circular loads rather than point 
loads is that point loads produce displacement singularities and circular 
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loads do not; (ii) we use circular loading cells rather than finite loading cells 
of some other shape because circles are axi-symmetric, as is the layered ma-
terial that we invoke; and (iii) all linear systems allow for superposition, and 
since we invoke a linear elastic material, then we can compute the response 
to multiple loading cells by superposing the solutions obtained for each indi-
vidual loading cell. It is the axi-symmetric nature of the loading element 
problem, plus our ability to invoke superposition, that allows us to reframe 
the original problem into the parallel problem, and thereby achieve a large 
computational acceleration. 

2. PROBLEM  STATEMENT 
Following Pan et al. (2007), we consider a layered half-space made up of p 
parallel, elastic, isotropic layers lying over an elastic, isotropic half-space. 
We adopt a Cartesian coordinate system in which the x and y axes lie in the 
surface plane (z = 0), and the z axis is positive downwards into the half-
space. We assume that the surface of this half-space is subject to an imposed 
pressure field within a polygonal boundary B. The pressure P is zero every-
where outside of B, and is a known function P(x, y) within and on B. The 
pressure P can be identified with the normal stress component �zz, and P is 
taken to be positive if the associated force is directed in the positive z direc-
tion. We assume that no shear tractions are imposed on the surface. 

We wish to represent the pressure field within B using a suite of simple 
loading elements or cells, with the surface pressure applied within a single 
element being laterally uniform. The pressure field P(x, y) is most easily ap-
proximated as piecewise constant by dividing the polygon into a regular grid 
of square loading cells (Fig. 1a), and assuming that the pressure everywhere 
within the i-th square cell is  ( , )i i iP P x y� ,  where (xi, yi)  are the coordinates 
of the point in the center of that cell. There are two weaknesses to this ap-
proach: (i) the outer edges of the suite of square loading cells do not exactly 
correspond to the geometry of the polygon (Fig. 1a), and (ii) the actual pres-
sure field P(x, y)  is not piecewise constant, and so the net force imposed by 
the pressure field on any square may deviate from that implied by the piece-
wise constant representation described above. However, by refining the grid 
so as to reduce the size of the individual cells, the errors associated with the-
se problems can be reduced until they are negligible. 

We cannot, in fact, use square loading cells, because square loads lack 
the symmetry which is essential to the SEMI method. We must use circular 
loading cells instead. However, it is useful to consider the circular loading 
cells as representing the square cells discussed above. Let us assume that the 
square cells in Fig. 1a had a width of 2a, in which case the corresponding 
circular cells have radius a, as seen in Fig. 1b. Let us suppose that the i-th  
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Fig. 1. Discretization of a surface pressure field P(x, y) applied within a polygonal 
boundary B: (a) a square grid is developed for the loading area, and the average 
pressure in each square cell is approximated by the pressure at the center of that cell; 
(b) the load imposed within each square loading cell will actually be represented by 
a uniform circular load of diameter 2a, which nominally exerts the same net force as 
the square load. 

circle lies within the i-th square, so both are centered at point (xi, yi). The 
area of the square is  As = 4a2, and that of the circle is  Ac = �a2. Clearly the 
use of a circular loading element is problematic because it cannot properly 
tile or cover the entire polygon – there are gaps between adjacent circles 
(Fig. 1b). However, we can largely overcome this problem by appropriate 
choice of the pressure we will assign to each circular element. If the constant 
pressure applied in the i-th circular cell is Qi , and this load is to produce the 
same total force on the surface as the constant pressure iP  applied within the 
square cell, then we require  c i s iA Q A P� . So we should set 
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 � �4 , .
�i i iQ P x y�  (1) 

We have scaled the actual pressure at the center of each circular loading 
element by an amount that accounts for the gaps between the circles. There 
are still some minor problems associated with this piecewise constant but 
discontinuous representation of the original pressure field, as we will discuss 
in Section 4, but by making the circular elements sufficiently small, we can 
reduce the magnitude of these problems to any level that we desire. 

We can now state our problem, assuming that the decomposition of the 
load into circular loading elements has already been achieved: given a multi-
layered elastic half-space described using the notation of Pan et al. (2007), 
and given a set of n circular loads with the same radius (a) but different pres-
sures (Qi , for  i = 1, 2, ..., n), compute the displacements at m stations locat-
ed on the surface of the half-space. 

3. DESCRIPTION  OF  THE  ALGORITHM 
In this section we describe the algorithm used to solve the problem just 
stated. Before developing this algorithm in a form suitable for efficient cod-
ing of the general problem, we explain the essence of our approach by con-
sidering an extremely simple example involving just two circular loads, 
1 and 2, and a single station, S (Fig. 2). The pressure applied in the first cir-
cle is Q1, and that in the second circle is Q2. By linear superposition we can  
 

Fig. 2. The horizontal displacements induced at station S by uniform circular pres-
sure loads Q1 and Q2. These problem geometry including the displacement field can 
be expressed in radial coordinate systems attached to the center of each load, and in 
a global Cartesian coordinate system {X, Y}. 
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state that the displacement vector u at S is the vector sum of the displace-
ments u(1) and u(2) due to the first and second loads, respectively. Given the 
symmetry of a single circular load, the displacement it causes at any station 
is most easily described and computed in a cylindrical coordinate system 
whose origin lies at the center of the load. In this coordinate system, the dis-
placement vector at any point has only two non-zero components – the verti-
cal component uz and the radial component ur. Because each load has its own 
cylindrical coordinate system, we must transform vectors u(1) and u(2) into 
Cartesian coordinates in order to perform the vector summation and deliver 
the solution u in the same coordinate system in which the load and station 
geometry are described. Let us represent this coordinate transformation in 
standard matrix form  ucart = T ucyl .  (Because the matrix T is sparse in this 
particular context, this is not the most efficient way in which to implement 
the transformation. We ignore this minor detail for now). We choose not to 
compute u(1) and u(2) explicitly, but instead compute d(1) and d(2) which are 
the displacement vectors at S produced by unit pressure loading of our circu-
lar loading domains. Let us assume that d(1) and d(2) are computed and ex-
pressed in cylindrical (or local) coordinate systems attached to each load, 
and that we wish to express the net displacement u at S in the Cartesian (or 
global) coordinate system. Then  

 (1) (1) (2) (2)
1 2 ,Q Q� �u T d T d  (2) 

where T(1) is the transformation matrix associated with load 1, etc. There are 
two important points about this equation. Firstly, almost all of the computa-
tional burden involved in evaluating this equation is incurred in evaluating 
d(1) and d(2). The coordinate transformations and the summation are compu-
tationally trivial in comparison. Secondly, when considered from the per-
spective of their local coordinate systems the two unit loads are identical, 
and since the spatial variability of the surface displacement field d depends 
only on r (since the symmetry of the load implies no 	 dependence), then  
d(1) = d(r1)  and  d(2) = d(r2),  and we can view the evaluation of d as solving 
the problem of two stations and a single unit load, rather than two unit loads 
and a single station.  

This second insight is the crucial one. If we want to compute the dis-
placement at a single station due to m circular loads, we can do most of the 
work by solving the parallel problem of determining the displacements 
caused at m stations by a single unit circular load. In the original problem ri 
is the distance between the station and the center of the i-th unit circular 
load. In the parallel problem, ri is the distance between the center of the sin-
gle unit circular load and the i-th station. Having solved this parallel problem 
we can construct the solution to the original problem by the obvious general-
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ization of Eq. 2. We can extend this trick even further: the problem of solv-
ing the displacements at m surface stations due to n circular loads (with 
common radius a) can be very largely transformed into the problem of find-
ing the displacements at n m stations due to a single unit circular load. The 
great advantage of diverting to the parallel form of the problem is that the 
computational efficiency of the SEMI method increases in proportion with 
the total number of stations. 

We are ready now to present the algorithm for the problem stated in its 
most general form. We wish to compute the displacements at m stations due 
to n circular loads. Each of these loads has identical radius a. The i-th circu-
lar load is centered at  ( , )c c

i ix y   and is subject to uniform pressure Qi, which 
is considered positive if the associated force is oriented in the z-direction, 
i.e., into the half-space. The j-th station has surface coordinates ( , )s s

j jx y . 
Consider the k-th combination of the i-th circle and the j-th station (Fig. 3). 
We can consider k the station number in the parallel problem. The relative 
position vector describing the position of station j relative to circle i is 

 � � � �ˆ ˆk ij s c s c
j i j ix x y y� � 
 � 
r r x y  (3) 

which has Euclidean length 

 � � � �2 2ijk s c s c
j i j ir r x x y y� � 
 � 
  (4) 

which is simply the distance from the center of load i to station j in the origi-
nal problem, or the distance from the center of the single unit load to the k-th 
station in the parallel problem. The unit vector which points from the center 
of circle i to station j is  

Fig. 3. The coordinate systems used to describe the horizontal displacement at sta-
tion j due to load i. 
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 ˆ ˆ ˆ ˆ ˆij ij ij
x yr r� �r x y  (5) 

where 

 
� � � �

ˆ ˆ, .
s c s c
j i j iij ij

x yij ij

x x y y
r r

r r


 

� �  (6) 

We use the SEMI method (Pan et al. 2007) to solve for the parallel prob-
lem, finding a total of m n displacement vectors  

 ˆ ˆˆ ˆ k k k ij ij
r z r zd d d d� � � �d r z r z  (7) 

produced by the single unit circular load. In order to revert to our original 
problem we must transform these vectors into the global Cartesian coordi-
nate system, i.e., find 

 ˆ ˆ ˆij ij ij ij
x y zd d d� � �d x y z  (8) 

for  i = 1, 2, .., n  and  j = 1, 2, ..., m,  or, equivalently, for  k = 1, 2, …, n m. 
The vertical (z) component has the same value in local and global coordi-
nates. We need only to transform the horizontal vector components. This can 
be done by projecting the radial component of d onto unit vectors in the X 
and Y directions (Fig. 3), i.e. 

 ˆ ˆ,  .ij ij ij ij ij ij
x r x y r yd d r d d r� �  (9) 

We can now express the displacement at each station due to a unit load at 
the position of the n non-unit loads in the original problem. To solve the dis-
placement at a given station (j) in response to the original n circular loads, 
we simply scale the unit load responses (Eq. 8) with the appropriate loads, 
i.e. 

 
1,

.j ij
i

i n
Q

�

� �u d  (10) 

4. SOME  NUMERICAL  TESTS  AND  EXAMPLES 
We begin with a test in which we attempt to reproduce the solution presented 
by Becker and Bevis (2004) for a uniform rectangular load on a uniform 
elastic half-space (UHS), which is known as Love’s Problem. We do this us-
ing our SEMI approach by invoking a layered elastic half-space (LHS), con-
sisting of 3 layers on a half-space, in which all four of these layers have 
identical elastic properties – the general problem thus degenerates into the 
special case (UHS), and the solutions should match. 
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Fig. 4. A uniform rectangular load is approximated by an array of circular loading 
elements, and the resulting surface displacement field is sampled along profiles 1 
and 2. 

The geometry associated with this problem is shown in Fig. 4. The 1 km 
� 2 km rectangle is an idealized representation of a lake, and the pressure 
loading corresponds to a water depth of 100 m. We evaluate the surface dis-
placement field along two profiles (1 and 2) each of which bisect the load. 
We follow the notation of Becker and Bevis (2004) in which the x, y, and z 
components of displacement are called u, v, and w, respectively. We evaluate 
the UHS solution assuming that Young’s modulus  E = 0.6 � 1011 Nm–2  and 
Poisson’s ratio  � = 0.25 (or, equivalently, that the Lamé parameters  and � 
are given by   = � = 2.4 � 1010 Nm–2). We set surface pressure  P = �gh 
where  � = 1000 kg m–3, g = 9.82 ms–2  and  h = 100 m. These exact solutions 
are shown by the red dots in Fig. 5. In order to test our SEMI code, we ap-
proximate the load using  20 � 40 = 800  circular loading elements (Fig. 4) 
and invoke a LHS in which the first three layers have thicknesses of 1500, 
3000, and 6000 m, and the fourth layer is semi-infinite. We set  E = 
0.6 � 1011 Nm–2  and  � = 0.25  in all four layers. The resulting solution is 
shown by the blue curves in Fig. 5. We can see that the UHS and LHS corre-
spond very closely for all points (or stations) outside of the rectangle, and 
closely within the rectangle. A careful examination shows that within the 
rectangle the SEMI solution for the degenerate LHS oscillates around the 
exact solution for the UHS. 
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Fig. 5. The horizontal (u and v) and vertical (w) components of displacement along 
each profile (see Fig. 4) computed exactly using the equations of Becker and Bevis 
(2004), and using the approximation techniques developed in this paper. The dotted 
green lines indicate the edges of the rectangular load. 
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Fig. 6. The deviation between the exact and the SEMI solutions for the vertical dis-
placements near the edge of the rectangle (see Fig. 4) for two cases in which the load 
is approximated by: (i) a 20 × 40 array, and (ii) a 40 × 80 array of circular loading 
elements. 

This oscillatory behavior, which we call ripple, is made more obvious in 
Fig. 6 in which we difference the two sets of solutions for the horizontal 
component of displacement, u, along a small segment of profile 2, where it 
crosses the bottom side of the rectangle. The black curve shows the differ-
ence between the solutions when the load is approximated by  20 � 40 = 800 
circles (corresponding to the SEMI solution shown in Fig. 5). This oscilla-
tion has a sinusoidal or “egg crate” form within the rectangle, and wave-
length of this sinusoid (in the x and y directions) is the distance (2a) between 
the centers of adjacent circular loading elements (CLEs). Clearly the ripple 
in the SEMI solution manifests the discretization of the load using CLEs. 
The red curve shows the SEMI solution error or ripple when  40 � 80 = 3200 
CLEs are used. Halving the radius of the CLE reduces the wavelength and 
the amplitude of the ripple by a factor of two (Fig. 6), at the cost of increas-
ing the computational burden by a factor of 4. But since the SEMI algorithm 
is so fast, it will usually be possible to reduce the magnitude of ripple to an 
acceptable level at an acceptable computational cost. 

We now consider some examples which test the SEMI algorithm in the 
context of a non-degenerate LHS (i.e., the layers have different elastic con-
stants) by developing certain special or limiting cases in which our intuition 
provides us with an expected outcome or value. In both of the examples that 
follow we consider the surface response to a single uniform circular load of 
radius a. This load is applied to an elastic space consisting of one layer of 
thickness t overlying a half-space. It is often more instructive to refer to the 
normalized layer thickness, T = t/a. We shall assume that Poisson’s ratio, �� 
is 0.25 for both layers, and that Young’s modulus is E1 in the upper layer, 
and E2 in the underlying half-space. Because of the symmetry of the circular 
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load, the surface displacement vector at each point has only vertical and ra-
dial components, and both are purely a function of r, the radial distance from 
the center of the load. In plotting this dependence we shall use the normal-
ized radial distance, r/a. We contrast the surface response for this 2-layer 
space with the surface response of a UHS subject to the same load, assuming 
that this UHS has  � = 0.25  and Young’s modulus equal either to E1 or to E2.  

We first consider the problem of a thick layer on a half-space, for which 
t >> a, or  T >> 1. This geometry is shown in the left hand part of the dia-
gram (comprising two vertical sections) inset into Fig. 7a. We assume that  
E1 = 0.1,  E2 = 1  and consider two values for the thickness of the upper layer: 
T = 10  and  T = 100. The vertical and radial displacement profiles are shown 
in Fig. 7a, b, respectively, and can be compared to the UHS response for the 
case in which Young’s modulus  EUHS = E1 = 0.1. By comparing these re-
sponse curves we can confirm what we might have guessed intuitively: if the 
upper layer of the 2-layer space is very much thicker than radius of the load, 
the surface response in the near and medium field of the load is almost iden-
tical to that of a UHS whose properties are those of the upper layer.  

Fig. 7. A comparison between the: (a) vertical, and (b) radial displacements caused 
by a uniform circular load imposed on: (i) a uniform half-space (UHS) with  E = 0.1, 
and (ii) a layer of thickness t and  E = 0.1  overlying a half-space with  E = 1.0, as 
depicted in the inset in sub-plot (a). The comparison between the UHS and 2-layer 
solutions are presented for  T = t/a = 10  and  T = 100. 
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Fig. 8. A comparison between the: (a) vertical, and (b) radial displacements caused 
by a uniform circular load imposed on: (i) a uniform half-space with  E = 1.0, and 
(ii) a layer of thickness  t = 0.1 a  and  E = 0.1  overlying a half-space with  E = 1.0, 
as depicted in the inset in sub-plot (a).  

Next we consider the “opposite” problem from that just discussed, in 
which the first layer of the 2-layered space is much “thinner” than the radius 
of the circular load (specifically  T = 0.1). In this case one might suspect that 
the influence of the thin upper layer would be restricted, and so it is useful to 
compare this response to the UHS response in which  EUHS = E2 = 1.  Com-
paring these response profiles we see that the vertical surface displacement 
profiles are very distinct within the loading domain. Since the LHS has 
a very compliant upper layer, the surface beneath the load is deflected to 
a much greater extent than in the case of the UHS (Fig. 8a). But for  r > a, 
the vertical response of the LHS is very nearly identical to that of the UHS. 
In other words, the surface response of the layered space is strongly influ-
enced by the first layer within the loading area, but is dominated by the low-
er layer a short distance outside of the load. If we examine the radial 
component of displacement for this same problem (Fig. 8b) we see that in 
the medium field (say  r > 3a) the surface response of the LHS is dominated 
by the lower layer (it matches the response of a UHS with the same proper-
ties as the 2nd layer of the LHS). The LHS and UHS responses differ to their 
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greatest extent at the boundary of the circle (r = a). As we can see from the 
UHS response curve, the load tends to pull material near the edge of the cir-
cle inwards as well as downwards. In the case of the LHS the very compliant 
upper layer leads to an enhanced inwards displacement, and the width of the 
“spike” in the LHS response curve is influenced by the thickness of the first 
layer. 

Lastly we consider the accuracy of the SEMI algorithm itself, in the 
primitive context of evaluating the displacements due to a single circular 
load of unit radius. Here the question is how accurate is the approximation 
delivered by the SEMI method in comparison with (much slower) direct 
evaluation? We investigated this issue by generating a suite of elastic struc-
ture models using a Monte Carlo approach. We generated 50 models consist-
ing of five layers over a half-space, and 50 models consisting of 9 layers 
over a half-space. Each layer thickness was generated randomly, and within 
our ensemble thicknesses ranged between 0.070 and 8282 m. Young’s mod-
ulus and Poisson’s ratio for each layer were also randomly generated, with 
the former falling in the range 0.11-5147 Nm–2, and the later in the range 
0.01-0.49. In every case the load had a radius of 1 m, and the surface dis-
placement field was evaluated at 1250 stations from r = 0  to  r = 1000 m, 
with more than half of the stations falling in the range  0-40 m. For each sub-
surface model the vertical and horizontal displacement components we com-
puted directly and using the SEMI approach, these quantities were 
compared. This amounted to a total of 125 000 comparisons for each compo-
nent of displacement. We defined the “relative error” as the difference be-
tween the SEMI and the directly computed value for displacement divided 
by the directly computed value. The RMS relative errors were 5.1 × 10–3 for 
the radial component and 3.1 × 10–3 for the vertical component. This result 
was obtained using our standard SEMI code which employs a total of 134 
knots. 

It should be kept in mind that when we model a general surface load us-
ing many circular loading elements, the interpolation errors associated with 
the different loading elements will tend to cancel at a specific station, partic-
ularly in the near field of the load where the displacements are largest. 

5. WEIGHING  THE  ICE  SHEETS  WITH  GPS:   
THE  IMPACT  OF  SHALLOW  GEOLOGICAL  STRUCTURE 

We now use our computer code to implement a more substantial and inter-
esting calculation. We wish to demonstrate that including thin, near-surface 
layers of compliant sedimentary rock layers into our Earth model can pro-
duce significant changes to the computed response for a given loading or 
unloading scenario. We will illustrate this possibility by considering the 
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solid Earth’s elastic adjustment to ice load changes in Greenland. Our goal 
here is not so much to compute the best possible model for such a response, 
but rather to show that the fine details of near-surface elastic structure can 
actually make a difference to Earth’s response to typical (i.e., realistic) 
changes in ice mass. That is, our purpose here is to perform a sensitivity 
study. 

We use the ice loss grids of Krabill et al. (2000) that represent the spatial 
pattern of ice surface height changes (dH/dt) in Greenland during the interval 
1995-2000. We chose this grid because it covers all of Greenland in a con-
sistent way. We consulted with Bill Krabill and Bob Thomas to establish es-
timates of the near surface densities (depending on surface elevation) that 
allow us to convert height rates (dH/dt) to mass rates (dM/dt). We are well 
aware that the rate of ice loss in Greenland has accelerated quite dramatically 
since the year 2000. So our ice mass rate (dM/dt) grid represents something 
of a baseline measurement. Nevertheless, this calculation will serve to illus-
trate the potential impact of shallow geological structure on the Earth’s un-
loading response. We approximated the surface loading field (dM/dt) using 
7178 disk loads for the purpose of computing Earth’s elastic response. 

We use the crustal structure model CRUST 2.0 (http://igppweb.ucsd.edu/ 
~gabi/crust2.html) to provide a reasonable estimate for the average crustal 
structure beneath Greenland. CRUST 2.0 provides a layered model for the 
crust and uppermost mantle, in each 2° by 2° square, specifying both the P 
and S wave velocity for each layer, as well as density. Given these three pa-
rameters it is a simple matter to estimate the two elastic parameters for each 
layer – either the two Lamé parameters, or, equivalently, Young’s modulus 
(E) and Poisson’s ratio (�). We averaged the results we obtained over most 
of Greenland and adopted this nominal structure for the purpose of modeling 
the Earth’s elastic response to changing ice loads. We combined this average 
CRUST 2.0 structure for the crust and upper mantle (above 400 km depth) 
with the PREM structure for the deeper Earth (below 400 km depth) – we re-
fer to this as the HYBRID elastic structure model. Whereas our discretized 
version of PREM has a top layer 3 km thick composed of a material with 
E = 68 GPa  and  � = 0.28,  the top layer in HYBRID is only 359 m thick and 
has  E = 8.17 GPa  and  � = 0.35. 

CRUST 2.0 identifies several areas in coastal Greenland in which the 
near-surface compliant layer is 1 km thick rather than just 359 m thick. This 
is basically an intelligent guess based on local surface geology. We have 
produced a third elastic structure model, called HYBRID/S, by modifying 
HYBRID so that its first (presumably sedimentary) layer is 1 km thick. We 
used our computer code to compute the vertical velocity of the Earth’s crust 
in response to the ice mass rate field derived from Krabill et al. (2000), using 
the PREM,  HYBRID,  and HYBRID/S models  for elastic structure.  The re- 
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Fig. 9: (a) The average rate of ice surface elevation change in the time interval 1995-
2000, according to Krabill et al. (2000). This height rate field (dH/dt) was converted 
into a mass rate field (dM/dt), in order to compute the Earth’s elastic response to 
load changes. (b) A blow up, depicting part of SW Greenland, showing vertical crus-
tal velocity contours adjacent to the ice sheet, and the location of the velocity profile 
D-C. The contours are those predicted using PREM structure. (c) The elastic re-
bound velocities along the profile D-C are predicted using the structure models 
PREM and HYBRID/S. The last model invokes a 1 km thick layer of relatively 
compliant rocks (presumably sediments) immediately beneath the surface of the 
crust, as suggested by model CRUST 2.0. The dashed vertical line represents the ice 
front. Note that when we use HYBRID/S rather than PREM, the rate of elastic re-
bound coincident with the load is increased by about 10%. This figure is modified 
from Zhou (2008). 

bound velocities predicted using PREM and HYBRID are everywhere simi-
lar (differences are less than a few percent), but the results obtained using 
HYBRID/S are quite distinct in the near-field of the zones of major ice loss 
(Fig. 9). This finding indicates, not surprisingly, that a near-surface layer of 
relatively low stiffness enhances the rate of elastic rebound within and im-
mediately adjacent to the changing load. 
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Whereas it is reasonable to use global Earth structure models such as 
PREM to model the medium- and far-field elastic response to surface load-
ing or unloading, and even much of what is considered the near-field, this 
choice of structure model will usually cause the very-near-field loading re-
sponse to be underestimated, since PREM does not resolve the strong near-
surface decline in stiffness characteristic of many continental areas. While 
lateral heterogeneity of shallow elastic structure may be something of a 
complication for space geodetic studies of ice mass balance, it might also be 
something of an opportunity in that an unusually compliant shallow subsur-
face regime might act as an “amplifier” of the vertical crustal motion signals 
produced by local ice loss. 

6. DISCUSSION 
Approximating a spatially finite but otherwise general pattern of surface 
loading with a suite of circular loading elements (of equal diameter) allows 
us to exploit the computational acceleration associated with the SEMI 
method presented in Pan et al. (2007). This paper builds on their results and 
utilizes their computer codes. In turn, Pan et al. (2007) was motivated by the 
application and the algorithm presented here. The key idea discussed here is 
the reformulation of all but a computationally minor component of the prob-
lem of finding the displacements at m stations due to n circular loads into the 
“parallel” problem of computing the displacement produced at n m stations 
in response to a single circular load. This is precisely the problem that the 
SEMI method was designed to address. Note, however, that the problem re-
formulation presented herein is in no way tied to the specific interpolation 
strategies employed by a code that implements the SEMI algorithm for 
a single circular load. Our code for computing the displacement field due to 
a suite of circular loading elements calls a distinct code that implements the 
SEMI method for solving the “primitive” or elementary problem of a single 
circular load. This modularity makes it easy to incorporate any improve-
ments that may be achieved in the SEMI method. 

The methodology described in this paper is very simple to state and to 
implement. We have stated the algorithm in great, and perhaps a surprising 
level of detail. This is because the whole point of this paper, and Paper 1, is 
computing a solution as rapidly as possible. It would be easy to present our 
algorithm using equations that are more compact and/or more evocative than 
those used above, and yet do so in a way that potentially wastes computer 
time. We have avoided the use of the transformation matrix T that appears in 
Eq. 2, for example, because 4 of its 9 elements are zero and we do not want 
to waste time computing products and sums that contribute nothing towards 
the final solution. Similarly we have avoided computing trigonometric or in-



LOADING  RESPONSE  OF  A  LAYERED  ELASTIC  HALF-SPACE 
 

975 

verse trigonometric functions. At the risk of appearing pedantic, we have 
presented the computation in what seems to us a nearly optimal approach for 
coding the algorithm. 

The computational acceleration associated with the strategy presented 
here, combining problem reformulation and the SEMI method, is particularly 
useful in solving inverse problems, since inverse methods often involve solv-
ing the forward problem thousands or even hundreds of thousands of times. 
Having solved the inverse problem using the approach described in this pa-
per, one could use the direct method described in Paper 1, to explore the so-
lution in more detail, for example by evaluating quantities, such as the 
subsurface strain field, that did not feature in the inverse problem. Perhaps 
the most serious drawback of the SEMI method is that it is restricted to 
computing fields at the surface of the half-space. 
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A b s t r a c t  

This paper reports an experimental study of the evolution of perme-
ability during rock brittle failure and a theoretical analysis of rock critical 
stress level. It is assumed that the rock is a strain-softening medium 
whose strength can be described by Weibull’s distribution. Based on the 
two-dimensional renormalization group theory, it is found that the stress 
level c (the ratio of the stress at the critical point to the peak stress) de-
pends mainly on the homogeneity index or shape parameter m in the 
Weibull’s distribution for the rock. Experimental results show that the 
evolution of permeability is closely related to rock deformation stages: 
the permeability has a rapid increase with the growth of cracks and their 
surface areas (i.e., onset of fracture coalescence point), and reaches the 
maximum at rock failure. Both the experimental and analytical results 
show that this point of rapid increase in permeability on the permeability-
pressure curve corresponds to the critical point on the stress-strain curve; 
for rock compression, the stress at this point is approximately 80% of the 
peak strength. Thus, monitoring the evolution of permeability may pro-
vide a new means of identifying the critical point of rock brittle fracture. 

Key words: microfracturing, critical information, permeability evolu-
tion. 
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1. INTRODUCTION 
Rock permeability is strongly influenced by the deformation of the rock and 
controlled by the evolution of the geometrical structure of cracks and pore 
space (volume, connectivity, tortuosity, shape, etc.). Depending on the initial 
porosity and the stress acting on the rock, compaction and strain hardening 
or, on the contrary, dilation and strain softening may occur (Sulem and Ouf-
froukh 2006). 

A better understanding of the evolution of permeability was initiated 
through the experimental work of Brace et al. (1968), who first applied the 
pulse decay method in triaxial tests of granites to measure their permeability 
under high pressure. In the past half century, significant achievements have 
been made in systematic studies on the evolution of permeability during rock 
cracking. The permeability may decrease slightly under the application of 
relatively small stresses, but when the stress is further increased, a threshold 
level is usually found, above which the permeability increases very marked-
ly, even under confining pressure (e.g., Brace et al. 1968, Mordecai and 
Morris 1971, Zoback and Byerlee 1975a, b; Walsh and Brace 1984, Wong et 
al. 1997, Zhu and Wong 1996, 1997, 1999, Yang et al. 2008, David et al. 
2001, Lock et al. 2002, Paterson and Wong 2005, Liu et al. 2009, Zhang et 
al. 2013). This threshold may be closely correlated with the onset of marked 
Acoustic Emission (AE) (Paterson 1978). Jiang et al. (2002) gave the rock 
permeability-stress mathematical expression before the peak stress is 
reached, and investigated two characteristic parameters – the critical anti-
permeability strength of rock and the initial permeability – according to the 
rock stress-strain curve and the permeability-strain curve obtained from 
rocks under complete loading-to-unloading cycles. Wang et al. (2006) found 
that the permeable pressure complies with a negative exponential function of 
time during rock deformation and failure. 

Under an external load, the evolution of rock permeability is influenced 
by the stress-strain state (Sun et al. 2012). In this study, we monitored three 
parameters: stress, strain, and permeability, for compressed rocks undergone 
brittle failure, and the evolution of rock permeability is studied experimen-
tally, especially during disintegration and rupture of the rock after the failure 
stress has been reached. 

The renormalization group probability of destruction is also employed to 
analyze the stress and strain at the critical point of rock brittle failure. The 
fracturing of stressed materials is analogous to a critical phenomenon at a 
second-order phase transition or the percolation phenomenon (Martin 1997, 
Sornette 2000). The moment of rupture is similar to a critical point, so the 
fracturing process can be described by a renormalization-group scheme 
(Anifrani et al. 1995), and a critical region exists in the vicinity of the criti-
cal point of rupture (Sornette and Andersen 1998).  
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2. PERMEABILITY  EVOLUTION  AND  STRESS-STRAIN  OF  INTACT  
ROCKS  UNDER  COMPRESSION 

Several characteristic stresses important for understanding the damage proc-
ess can be identified from the stress-strain curve shown in Fig. 1. �a is the 
crack closure stress, �b is the crack initiation stress, �c is the crack damage 
stress corresponding to long-term rock strength (Martin 1993, 1997), or the 
critical stress; and �d is the peak stress. The crack initiation or threshold 
stress �b is defined as the onset of stable crack growth, which is sometimes 
defined as the point where the crack volumetric strain deviates from zero. 
The permeability increases with the growth of cracks. When the damage ini-
tiation limit is exceeded, existing cracks start to propagate and new cracks 
initiate in a stable fashion, but critical rock mass damage is not encountered 
until the density of crack is sufficient for cracks to coalesce to form shear 
bands or tensile spalls. This state is defined as the “crack damage stress” 
(Martin 1997) or “permeability threshold”. The crack damage stress �c is 
generally defined as the point when volumetric strain reversal occurs and un-
stable crack growth begins. It also corresponds to the stress when a drastic 
increase of permeability is observed. In laboratory tests, �c can be consid-
ered as the wall strength in massive rocks. Table 1 is the damage stress level 
(i.e., critical stress level) obtained from triaxial compression tests by perme-
ability-strain and stress-strain curves. 

Fig. 1. Corresponding relationship between rock failure and permeability evolution. 
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Table 1  
Relationship between the parameters of rock stress, strain, and permeability 

No.  
of rock 
samples 

Rock type 
Confining 
pressure
[MPa] 

Pore 
pressure
[MPa] 

Differential 
pressure
[MPa] 

Point C 
Strain 
level
[%] 

Stress 
level 
[%] 

1 Coarse sandstone 8 2.8 1.5 82.7 89.1 
2 Coarse sandstone 12 2.8 1.5 76.7 83.7 
3 Coarse sandstone 16 2.8 1.5 80.8 89.5 
4 Coarse sandstone 20 2.8 1.5 62.0 81.2 
5 Sandstone 12 2.8 1.5 74.3 83.8 
6 Limestone 4 2.8 1.5 65.7 68.7 
7 Limestone 4 2.8 1.5 65.3 73.7 
8 Medium sandstone 4 2.8 1.5 83.4 75.2 
9 Medium sandstone 4 3.8 1.8 80.7 76.4 

10 Medium sandstone 4 3.8 1.8 85.2 82.2 
11 Fine sandstone 4 3.8 1.8 88.1 82.6 
12 Fine sandstone 4 3.8 1.8 73.7 73.5 
13 Fine sandstone 20 12.0 1.8 77.4 79.5 

Average 76.6 79.9 
 

Changes in permeability were observed as a function of pressure for a 
variety of crystalline rock samples subjected to confining pressure and pore 
pressure. For most samples, the permeability dropped slightly when the pres-
sure was less than about 10% of the fracture stress �d (stage OA shown in 
Fig. 1). It started to increase at �b and then increased drastically after �c was 
reached, until the maximum permeability was usually reached near to �e, 
which is located at the knee point of the constitutive curve. The stress levels, 
i.e., �c and �d , represent important stages in the development of macroscopic 
failure of intact rocks. 

From the laboratory tests, three characteristics of the evolution of perme-
ability were identified (in the following text, strain and stress levels are the 
normalized strain and stress relative to their peak values, respectively, and 
permeability level refers to the permeability normalized by its initial value): 
� The permeability increases at stress levels by approximately 30-50% . 
� The permeability increases drastically near to the critical point C (Fig. 2); 

however, sometimes the stress level corresponding to this permeability 
threshold is greater than the stress level at point C (shown as point Ck in 
Fig. 1), and is as large as approximately 80% of the peak strength. This 
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result is roughly consistent with the observation of Lockner et al. (1992) 
on the onset of fracture coalescence, which was found to occur at stress 
levels of approximately 70-80% of the peak strength. 
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(c) 

(d) 

Fig. 2. Relationships between permeability ratio versus stress level during loading 
process for coarse sandstone: (a) coarse sandstone (sample 1 of Table 1), b) coarse 
sandstone (sample 1 of Table 1), (c) coarse sandstone (sample 3 of Table 1), and 
(d) coarse sandstone (sample 3 of Table 1). 
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� Macrocracks or shear-band formation normally occurs at point E, after 
which the permeability decreases. 

3. THEORETICAL  ANALYSIS  OF  STRESS  AND  STRAIN  AT  THE  
CRITICAL  POINT 

The rock material is considered as a system with a large number of intact 
rocks resulted from the complexity of formation environment and long-term 
geological processes. It is well accepted that as the applied load gradually 
increases, cracks will develop and coalesce around the potential macroscopic 
fracture plane (Xue 2014). Essentially, only when the crack density of the 
potential macroscopic fracture plane approaches a certain level, will the 
macroscopic fracture occur. Therefore, the forming process of the macro-
scopic fracture plane is simplified and considered as a two-dimensional frac-
ture process in the present work, and two-dimensional renormalization group 
theory is introduced to describe the failure process of the rock samples (as 
shown in Fig. 3). Thus, the macroscopic fracture plane can be renormalized 
into many cells and different order blocks. Here, only the blocks of the first 
three orders are shown. For example, the first order block comprises four 
cells, while the second order block consists of four first order blocks. Simi-
larly, the third order block is composed of four second order blocks. In fact, 
the same combination can be continued to an infinite scale. Furthermore, 
there exist five possible states for each of the different order blocks, i.e., 
B4U0, B3U1, B2U2, B1U3, and B0U4 (as shown in Fig. 3d). The uppercase 
letter “B” denotes that the cells or blocks have broken (colored box), which 
is followed by the digit corresponding to the number of broken cells or 
blocks. The uppercase letter “U” means that the cells or blocks have not bro-
ken (white box), and the following digit corresponds to the number of un-
broken cells or blocks. The corresponding broken probabilities of the five 
possible states are listed in column B, where p1 means the broken probability 
of each cell. 

As suggested by Smalley et al. (1985), Tang et al. (2000), and Wong et 
al. (2006), it is assumed that the strength of each individual cell is �cell , 
which obeys a Weibull distribution and depends on the number of micro 
cracks in the cells. When an external load is applied to a rock sample, it is 
assumed that each cell of the rock will be subjected to a corresponding local 
stress. When the strength of the cell �cell is less than its local stress, the cell 
will fail and its broken probability is p� , which can be expressed as:  

 � �
0

1 exp ,
m

fp p�
��� ��
�

� �� �
� �� � � 
 
� �
� �� �� �

 (1) 
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Fig. 3. Illustration of the two-dimensional renormalization group model of macro-
scopic fracture plane: (a) rock sample with two macroscopic fracture planes after 
failure under a uniaxial compression test, (b) sketch showing two macroscopic frac-
ture planes, (c) the two-dimensional RG model, and (d) the five possible states for 
each block (Xue 2014). 

where � is the stress, � is a scale parameter, �0 is a measure of average 
strength, and m is the shape parameter that can be used to evaluate the dis-
creteness of material strength. 

The failure probability of elementary blocks corresponding to  � = 1  can 
be expressed as 

 � �1
0

1 exp .
m

fp p �� �
�

� �� �
� �� � � 
 
� �
� �� �� �

 (2) 
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Combining Eqs. 1 with 2, one has 

 � �11 1 .
m

p p �
� � 
 
  (3) 

The conditional probability p�,b for the occurrence of failure (Allegre et 
al. 1982) when a stress  (a 
 b)�  is transferred to an unbroken block under 
stress b�  can be written as 

 
� �

� �, .
1

f a b
a b

bf

p b a P P
p

Pp b

� � �

� �

� � 

� �


�
 (4) 

According to the renormalization group theory, the probability of de-
struction at the threshold point of destruction C, pc, can be derived as 

 ( ) .c cp f m�  (5) 

Equation 2 could also be expressed as a probability function of strain, that is, 

 
0

1 exp ,
m

p  
 

� �� �
� �� 
 
� �
� �� �� �

 (6) 

where    is the axial strain of the rock, and  0 is a measurement of average 
strain. 

As the stress-strain constitutive model of rocks can be expressed as (Qin 
et al. 2010a, b) 

 0
0

exp ,
m

E  �
 

� �� �
� �� 
� �
� �� �� �

 (7) 

where E0 is the initial elastic modulus, the strain value corresponding to the 
peak strength can be derived by taking the first derivative of Eq. 7 with re-
spect to the stress  , i.e. 

 
1/

0
1 .

m

d m
  � �� � �

� �
 (8) 

Inserting Eq. 5 into 6, and then combining with Eq. 8, the strain at the 
critical failure point C can be derived as 

 ! "# $
1

0ln 1 ( ) .m
c cf m  � 
 
  (9) 

Divide Eq. 9 by 8, then we have 

 ! "# $ ! "
1 1100% ln 1 ( ) exp ln 1 ( ) 100% .c m

c
d

m f m f m
m

�


�
� �� � � 
 
 � 
 �� �� �

 (10) 
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Equation 10 gives the relationship between the critical stress level �c and 
the shape parameter. 

As one or multiple macroscopic breaking surfaces with sags and crests 
are usually found on hard and brittle rocks, we assume that the micro-to-
macroscopic destruction of rocks samples without joint fissure in the labora-
tory should be developed in 2D. In order to calculate f(m) in the above equa-
tions, the rock material is considered as a system with a large number of 
intact rocks resulting from the complexity of formation environment and 
long-term geological processes. The critical behavior of brittle fracture of the 
rock material will be studied with the model as shown in Fig. 3, which is a 
2D lattice renormalization. It is shown in Fig. 3 that a large block is com-
posed of four small blocks, and it has the unique performance. And four 
large blocks can comprise a larger block, and so forth, that is, according to 
the process of the renormalization theory. For a group containing two blocks 
which are either broken or unbroken, the five states are possible: [BBBB], 
[BBBU], [BBUU], [BUUU], and [UUUU], where the letters “B” and “U” 
represent a broken block and an unbroken block, respectively. It is easy to 
conclude that the failure probability p1

(2) of the second-order blocks, which is 
expressed as Eq. 11, where p1 is the failure probability of block and  (1 
 p1) 
is the unbroken probability. 

 
4 0 3 1 2 2 1 3

(1)
1 b u b u b u b u ,p p p p p� � � �  (11) 

where 

 
4 0

4
b u 1 ,p p�  (12) 

 � �
3 1

3 3
b u 4 1 1 4,11 ,p C p p p� 
  (13) 

 � � � �
2 2

22 2 2 1
b u 4 1 1 2,1 2 2,1 2,1 4,21 1 ,p C p p p C p p p� �� 
 � 
� �  (14) 

 � �
� �

� �
� �

1 3

3 2 2
4 3,1 3 4 3,1 4 3,1 4,4 3

231 1
b u 4 1 1 3 4 3,1 4 3,1

2 1
2,4 3 2 2,4 3 2,4 3 4,2

1
1 1 .

1

p C p p p
p C p p C p p

p C p p p

� �� 

� �

� 
 � 
� �
� �� �� 
� �� �� �

 (15) 

The threshold probability of destruction under 2D renormalized condi-
tion is computed, and the result, p* = f(m), is also plotted in Fig. 4. It is 
shown that the peak strength of rock increases with the decrease in shape pa-
rameter m, and the calculated 2D mean stress level is 83.2% for m equal to 1, 
2, 3, 4, 5, 6, and 7, which is very close to the value of the Darley sandstone 
tested by Mordecai and Morris (1971), as shown in Fig. 5. 
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(a) 

(b) 

Fig. 4. The variation of critical probality, critical exponent, and critical stress level 
with the shape: (a) critical exponent and critical stress level, and (b) value of � and 
critical probality. 
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Fig. 5. Relationships of stress level versus permeability of Darley sandstone. 

Correlation length is an important physical quantity for the renormaliza-
tion group theory, which is used to mark the characteristics of permeability 
group. Near the threshold, the correlation length % can be expressed as 
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where � is the index of correlation length, and %0 is the proportional constant 
corresponding to unit interval size. 

Considering the scale invariance of the renormalization group theory, we 
have 

 
1

( 1)
0 ,n

cp p
&

% %

�'� 
  (17) 

where  0 0 b% %' � ; b is the scale factor, which is obtained by  b = Nd–1;  N is 
the block number of initial level in the renormalization transformation; and d 
is the spatial dimension. 

According to Fig. 3, the value of b is 2. Combining Eqs. 16 with 17, one 
has 
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When the broken probability p is near to the critical value, there is 
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Let  ) = dpn+1/dpn. When  ) > 0, it means the unstable fixed point (criti-
cal point). Then we have: 
 ln / ln .v b )�  (20) 

The critical exponents of two-dimension renormalization group are 
shown by Fig. 4. 

When the broken probability is lower than the percolation threshold pc, 
the broken cells are almost isolated from each other, with less interaction. 
Contrarily, when the rupture probability is close to the percolation threshold 
pc, the correlation length of broken cells increases suddenly, which results in 
the random, disordered broken cells cluster? 

The renormalization group probability of destruction is then employed to 
calculate the stress at the threshold point of destruction, or the critical point, 
the stress corresponding to the peak strength, and then the critical stress lev-
el. As the permeability increases drastically near to the critical point C, the 
observation of the evolution of permeability may provide a new approach to 
identifying the critical point C in the stress-strain curve. 

4. CASE  STUDIES  AND  DISCUSSION 
Case 1: Triaxial compression test of different sedimentary rock samples 
Rock samples (shown in Table 1) were obtained from Yanzhou, Shandong, 
and cut into cylinders 50 mm in diameter and 100 mm long. They were 
tested on an electro-hydraulic servo-controlled testing machine (MTS815). 

The test result is shown in Figs. 2 and 6. Based on the level of permea-
bility (stress) change versus strain level (the stress level is normalized rela-
tive to its peak value, and the permeability ratio refers to the value of 
permeability normalized by the initial permeability obtained from experi-
ments on rock samples), the variation of permeability with stress-strain level 
can be separated into 3 phases: 

(i) In the compaction and elastic phases, permeability decreases with a 
very small degree with increasing stress (strain), which is mainly due to the 
closing of original micro fissures and pores.  

(ii) After the elastic limited stress is reached, with the increase of load-
ing, micro cracks appear and gradually expand. In this process, the permea-
bility remains unchanged or slightly increases.  

(iii) Near to the Point C, plenty of micro cracks initiate and grow rapidly, 
and micro breaking is developed spatially in rows  along  the potential break- 
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(a) 

(b) 

Fig. 6. Continued on next page. 
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(c) 

 
(d) 

Fig. 6. Continued on next page. 
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(e) 
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Fig. 6. Relationship between permability, stress level and strain level: (a) limestone 
(sample 6), (b) medium sandstone (sample 9), (c) medium sandstone (sample 10), 
(d) fine sandstone (sample 11), and (e) fine sandstone (sample 13). 

ing planes until the micro cracks eventually become connected with each 
other (Fig. 3), as indicated by the location of strain, and accelerated increase 
of volumetric strain at the cracks. In this phase, permeability has a precipi-
tous increase.  

From Fig. 6 and Table 1, we can infer that the stress level at the thresh-
old point of destruction C is approximately 80% of the experimental result. 
This also suggests that the variation of rock permeability can reflect the 
changes of stress state, which may provide very useful information on rock 
stability. 

Case 2: Triaxial compression test of granite sample  
Rock samples were obtained from the Jining, Shandong, and cut into 
� 50 × 100 mm cylinders. They were tested on an electro-hydraulic servo-
controlled testing machine (MTS815). 

In the compaction and elastic phases, the permeability declines slightly 
with the increase of stress, mainly resulting from the closing of original mi-
cro fissures and pores (Fig. 7). When the ratio between the loading stress and 
peak stress near the point C (the average stress level is about 80%), the per-
meability increases sharply, with a jump in the vicinity of the yield point. 
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(a) 

 
Fig. 7. Continued on next page. 
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(b) 

Fig. 7. Relationship between permability, stress level, and strain level of granite 
samples: (a) sample 1 (confining pressure 4.0 MPa, pore pressure 2.8 MPa), and 
(b) sample 2 (confining pressure 6.0 MPa, pore pressure 2.8 MPa). 
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5. CONCLUSIONS 
Generalized crack damage threshold is studied in this paper by monitoring 
stress, strain, and the evolution of permeability during loading processes and 
theoretically analyzing the stress and strain at the critical point, and the fol-
lowing conclusions are obtained: 
� The evolution of permeability varies with the stages of rock fracturing 

during the process of compression. In the vicinity of the threshold point C 
(crack coalescence), with the rapid generation and growth of micro cracks 
inside the rocks, the permeability would increase in a large amount. 

� In agreement with the statistical mean of the data collected from labora-
tory tests, onset of fracture coalescence starts at stress levels of approxi-
mately 80% of the peak strength, as predicted with the renormalization 
group probability of destruction. 

� In most cases, the permeability increases sharply at the critical point in 
rock stress-strain curve. Observing the evolution of permeability may 
provide a new approach to identifying the critical point (yield point) C in 
the stress-strain curve. 
These conclusions need more experiments for validation, and further in-

vestigation on their robustness under various conditions, so that physical 
predicative methods can be developed for recognizing the threshold infor-
mation of destruction, promoting the interaction and incorporation of exper-
imental science, rock mechanics, geophysics, and other subjects.  
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A b s t r a c t  

In gravity interpretation methods, an initial guess for the approxi-
mate shape of the gravity source is necessary. In this paper, the support 
vector classifier (SVC) is applied for this duty by using gravity data. It is 
shown that using SVC leads us to estimate the approximate shapes of 
gravity sources more objectively. The procedure of selecting correct fea-
tures is called feature selection (FS).  

In this research, the proper features are selected using inter/intra 
class distance algorithm and also FS is optimized by increasing and de-
creasing the number of dimensions of features space. Then, by using the 
proper features, SVC is used to estimate approximate shapes of sources 
from the six possible shapes, including: sphere, horizontal cylinder, ver-
tical cylinder, rectangular prism, syncline, and anticline. SVC is trained 
using 300 synthetic gravity profiles and tested by 60 other synthetic and 
some real gravity profiles (related to a well and two ore bodies), and 
shapes of their sources estimated properly. 
Key words: gravity sources shapes, SVC, feature, gravity profile, FS. 
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1. INTRODUCTION 
Usual methods for estimation of gravity source shape are the forward 
method and the non linear inversion method. However, for making the shape 
estimation of gravity source, both of them need to have an initial assumption 
of the shape of the gravity source. There is no usual method for making the 
initial assumption of shape of gravity source and practically this assumption 
is prepared by non-gravity (for example geological) data. An attempt to es-
timate an approximate shape of gravity sources (as the initial assumption) 
using artificial neural network was done by Gret and Klingele (1998). Sup-
port vector classifier (SVC) algorithm could be used to estimate approximate 
shapes of gravity sources more objectively. SVC is one of the pattern recog-
nition (PR) algorithms. When the input values (or objects) are different and 
these values have different labels (or are related to different classes), PR 
finds the classes of the above-mentioned objects based on some specific al-
gorithms. An example of PR could be to determine whether a given gravity 
profile is created by a spherical or non-spherical gravity source. PR has dif-
ferent types according to the kind of learning procedure used to define the 
classes of the objects. Learning procedures consist of supervised learning 
and unsupervised learning approaches. In the supervised learning approach, 
the training data should be available, consisting of some objects that have 
been properly classified. In the unsupervised learning approach, training data 
are not available and the procedure tries to find some patterns in the data that 
can be used to determine different kinds of input values. SVC is considered 
as a supervised learning algorithm of PR (Heijden et al. 2004). In gravity, 
producing training data is possible and therefore it is advisable to use a su-
pervised learning algorithm. While producing the training data in gravity, it 
should be noted that we need to create several synthetic gravity profiles 
caused by synthetic gravity sources with different definite shapes. In this re-
search, a set of synthetic gravity data caused by definite synthetic source 
shapes such as sphere, vertical cylinder, horizontal cylinder, anticline, syn-
cline, and rectangular prism are prepared and considered as properly classi-
fied input values (training set). Then values of proper features from each of 
synthetic gravity profiles are extracted (see Sections 2.2 and 3). These values 
are used to train the supervised learning algorithm (SVC) and this trained al-
gorithm would be able to estimate the shapes of sources of other gravity pro-
files including the real ones; as shown in Section 4.2, some real gravity 
sources have been estimated by SVC. For example, the shape of a well 
(a real gravity source) is estimated by the trained SVC with a shape of verti-
cal cylinder. Estimation of gravity source shapes is a classification in which 
each gravity source shape is a class. 
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Between different PR algorithms for gravity interpretation and other geo-
physical applications, unlike the SVC, neural network has been used fre-
quently (Gret and Klingele 1998, Baan and Jutten 2000, Osman et al. 2006). 
Before this research, SVC has been used for depth estimation of faults 
(Hekmatian et al. 2013). However, according to our knowledge, SVC has 
not been used up to now for estimation of approximate shape of gravity 
sources. SVC algorithm has very suitable properties, such as a single global 
solution and ability to use different kernels. In this research we have shown 
that SVC algorithm can be adopted as a suitable method for estimating the 
approximate shapes of gravity sources. 

2. THEORIES  AND  ALGORITHMS 
2.1  Support vector classifier (SVC) algorithm 
2.1.1  Linear SVC 
Prior to linear SVC description we should note that support vector machine 
(SVM) is a concept in computer science for a set of related supervised learn-
ing methods that analyse data and recognize patterns used for classification 
and regression analysis; the original SVM formulations for classification is 
named SVC. SVC is clarified briefly in this and next sections, according to 
Heijden et al. (2004). 

Linear (and non-linear) SVC considers only 2 classes of information that 
can be separated by a linear border. One class is located on one side of the 
linear border and the other is located on the other side of the linear border. If 
there are more than 2 classes, all classes except of one should be considered 
as one class and the remaining one as the other class. For example, we can 
consider the spherical shape of the gravity source as one class and all other 
possible shapes of the gravity source as another class. We should keep in 
mind that in SVC the border between the two classes is not a line but a mar-
gin and this border line is in the centre of the margin. The linear discriminant 
function that is used in linear SVC is (Heijden et al. 2004):  

 � � * ,b
 �n ng Z w Z  (1) 

where Zn is the matrix of the values of features (measurement vectors), w is 
the vector of coefficient, and b is a scalar value. The rows of Zn are the fea-
tures of each object (each gravity profile) and the columns of this matrix 
show the kind of features in all objects. Two classes (Cn = 1  and  Cn = –1  
are labels of two classes) are defined by Heijden et al. (2004) as: 

 + 1 if 1 ,nb C* � �T
nw Z  (2) 

For all n 
 + 1 if 1 ,nb C+ 
 � 
T

nw Z  (3) 
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Fig. 1. The linear support vector classifier. The boundary between 2 classes is not 
only a margin but also a margin with maximum width and this shows the single 
global solution of SVC. 

where wT means transpose of w. The length of the margin between these two 
classes is shown in Fig. 1. 

For more explanations regarding linear SVC, one of proper references is 
Heijden et al. (2004).  

2.1.2  Non linear SVC 
At first, some definitions should be recalled. The decision function is a func-
tion that maps the measurements space (features space) onto the set of possi-
ble classes. It should be emphasized that in SVC only 2 classes exist. 
Therefore, in linear and non-linear SVC, decision function consists of only 2 
discriminant functions, g(Z) � 1  and  g(Z) � –1; see Eqs. 1-3. 

To have non-linear boundaries in SVC, the discriminant function should 
be defined as (Heijden et al. 2004): 

 � �
1

( ) ( ) , ,
sN

n�
� � �T

ng Z w y Z k Z Z  (4) 

where k(Z, Zn) is the kernel (such as polynomial one), and Ns is the number 
of samples in the training set. In Equation 4, g(Z) = 1  and  g(Z) = –1  show 
the upper and lower limits of the margin of non-linear SVC, respectively 
(see Fig. 1 for comparing with linear SVC). Gaussian kernel could be used to 
develop a non-linear SVC and it can have a weighting matrix equal to �2I 
(I is the unit matrix). In this case, we have radial basis function kernel (RBF 
kernel) that has been applied in this study (Heijden et al. 2004): 

 � �
2

2, exp ,
�

� �

� �� 
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� �

n
n

z z
k Z Z  (5) 
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where �2 is a parameter for decreasing or increasing the power of exponen-
tial function of Eq. 5. 

2.2  The features and feature selection (FS) algorithm 
Feature is a kind of measurement value which is obtained from each object. 
In this paper, object is a gravity profile which is created by a specific gravity 
source. Features that can be used for defining the shape of the gravity 
sources are derivable from a principal gravity profile. Gret and Klingele 
(1998) noted that the principal gravity profile is the gravity profile passing 
through the maximum value along the anomaly and crossing the anomaly 
lines perpendicularly. Gravity profiles in this research mean principal gravity 
profiles. 

Some examples of the different features used to characterize the gravity 
anomalies are defined as (Gret and Klingele 1998): 

 50 751 ,g gF X X�  (6) 

 75 502 ,g gF X X�  (7) 

 inf 753 ,g gF X X�  (8) 

 � � � �50 66 80 664 ,g g g gF X X X X� 
 
  (9) 

where gy is the value of gravity (g) at y% of maximum value of gravity gmax 
and Xgy is the value of X at gy (to be more specific, in our research X is the 
horizontal distance in the direction of the profile from the location of gmax in 
the profile). Also, Xg inf is the value of X at g inf and g inf is the value of grav-
ity (g) at inflection point of the gravity profile. In Figure 2 an example of a 
 

Fig. 2. Some of the parameters of features describing the shape of gravity sources. In 
this figure, gy is the value of gravity (g) at y% of maximum value of gravity gmax and 
Xgy is the value of X at gy (Gret and Klingele 1998). 
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gravity profile and some of the parameters of the features describing the 
shape of gravity sources are shown. 

Choosing proper features (feature selection, FS) is very important while 
dealing with high misclassification in testing our classifier (more proper fea-
tures are those features which, when used in classification, lead to better 
separation of the classes). The high misclassification in our selected features 
space means that the different classes are not separated properly. One of the 
enable FS algorithms is “inter/intra class distance” (IICD) and we have used 
this algorithm in our research. The IICD algorithm, like all other FS algo-
rithms, has a criterion for selection of more proper features. This criterion is 
called performance measure (PM). PM increases with increasing suitability 
of the features for classification, and vice versa; in other words, the selection 
of more proper features is done when their PM is bigger. PM of IICD is 
based on Euclidean distance between each of the two objects in the training 
set (all objects used for training SVC) in the features space. For more expla-
nation about “inter/intra class distance” (IICD) algorithm, we should men-
tion that, as Heijden et al. (2004) noted, Ts is a training set with Ns samples 
(objects). The classes wk are represented by subsets Tk (subsets Tk are subsets 
of objects of Ts), each class having Nk samples. Measurement vectors in Ts 
without reference to their class are denoted by Zn (For each object we meas-
ure a set of features. This set of features is called measurement vector. The 
point location of each object in features space is defined with its measure-
ment vector.). Measurement vectors in Tk (i.e., vectors coming from class wk) 
are denoted by Zk,n. The sample mean of class wk is (Heijden et al. 2004): 

 ,1
1ˆ .kN

k n
kN

�
�

� � k nZ  (10) 

The sample mean of the entire training set is (Heijden et al. 2004): 

 
1

1ˆ .sN
k n

sN
�

�
� � nZ  (11) 

We can represent the distances between objects or samples (of the train-
ing set) by means of scatter matrices. A scatter matrix gives some infor-
mation about the dispersion of a population of samples around their mean. 
For instance, the matrix that describes the scattering of vectors from class wk 
is (Heijden et al. 2004): 

 � �� �, ,1
1 ˆ ˆ ,kN

k kn
kN

� �
�

� 
 
�
T

k k n k nS Z Z  (12) 

where Sk supplies information about the average distance of the scattering in 
class wk. Averaged over all classes, the scatter matrix is (Heijden et al. 
2004): 
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This matrix is “the within-scatter matrix”, as it describes the average 
scattering within classes. In addition, there is “the between-scatter matrix”, 
Sb, that describes the scattering of the class-dependent sample means around 
the overall average (Heijden et al. 2004): 

 � �� �1
1 ˆ ˆ ˆ ˆ .K

k k kk
s

N
N

� � � �
�

� 
 
� T
bS  (14) 

We know that an individual number is a kind of matrix. So, when “the 
within-scatter matrix” (Sw) is an individual number, it shows the squared av-
erage distance of the location of each object in one class from the average 
location of all objects of that class in features’ space for all the classes. In 
this case, we name Sw as intraclass distance, and when “the between-scatter 
matrix” (Sb) is an individual number, it refers to the squared average distance 
of the average location of all objects of each class from the average location 
of all objects of all classes in features space. In this case, we name Sb as in-
terclass distance. The features that are more suitable for classification are the 
ones for which their interclass distance is greater than their intraclass dis-
tance. The performance measure (PM) suited to express the separability of 
classes is the ratio between interclass and intraclass distance. Therefore, fea-
tures with greater PM are preferred for classification (according to IICD al-
gorithm). 

Also we should take into consideration the fact that the number of possi-
ble subsets, q(D), consisting of D features between N features is (Heijden et 
al. 2004):  

 !( ) .
( )! !

Nq D
N D D

�



 (15) 

We have used the FS approach, as will be described in what follows. 

3. THE  PROCEDURE 
In this procedure it was necessary to develop a software, which was done. 
For producing synthetic gravity profiles from different gravity sources and 
for extracting features from each gravity profile, a software package was 
produced using Visual Basic language. The algorithms of gravity calculation 
which we used for preparing the above-mentioned software were obtained 
from different references. The algorithm of gravity calculation with sources 
of spherical shape was obtained from Telford et al. (1976), and that of anti-
cline or syncline shape from Talwani et al. (1959), with rectangular prism 
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shape obtained from Plouff (1976), horizontal cylinder shape obtained from 
Blakely (1996) and vertical cylinder shape obtained from Belikov (1978). 
For features selecting (FS) we produced 3 softwares using Visual Basic lan-
guage. The algorithms of FS which we used for preparing our softwares 
were obtained from Heijden et al. (2004). These softwares are, respectively, 
able to select more suitable 2, 3, and 4 features out of 10 features. Also, we 
produced and trained tens of SVC codes for estimation of the gravity sources 
shapes. For producing the codes we used Matlab environment and also some 
tools of PRTools 4.1 and its manual (Duin et al. 2007) which can be found in 
website http://www.prtools.org/. 

The procedure of this study includes 6 steps as follows: 
(1) Three hundred synthetic gravity profiles (training set) were created 

by gravity sources with 6 definite shapes and different dimensions, depths 
and density contrasts for training SVC. For each of the 6 shapes, 50 synthetic 
gravity profiles were created. The specifications of the sources of these 300 
synthetic gravity profiles are presented in Table 1. 

Table 1 
Gravity sources with different shapes, dimensions, depths, and density contrasts 

used for creating synthetic gravity profiles (to be used for training set) 

Shapes Radius 
[m] 

Dimensions  
except radius  

[m] 

Minimum 
depth 
[m] 

Maximum 
depth 
[m] 

Density  
contrast  
[gr/cc] 

Sphere 6 to 365  5 to 600   0.5 to 1.5 

Horizontal 
cylinder 5 to 240  5 to 600   0.5 to 1.2 

Vertical 
cylinder 5 to 500 5 to 100 

(height) 5 to 500   0.5 to 1.1 

Rectangular 
prism   

6 to 1100  
(in direction of the profile)

2 to 100  
(perpendicular to the profile)

3 to 600 5 to 700 0.4 to 1.2 

Anticline   

4 to 185  
(vertical extension) 

20 to 400  
(horizontal extension) 

5 to 500   1.0 

Syncline   

4 to 185  
(vertical extension) 

20  to 400  
(horizontal extension) 

5 to 500   1.0 
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(2) We extracted 10 features from each of the above-mentioned 300 syn-
thetic gravity profiles. These ten features are shown in Table 2. 

Table 2 
The extracted features 

Number  
of the extracted features Extracted features 

1 (Xg50 /Xg80) 
2 (X60 /Xg80), 
3 (Xginf /Xg80) 
4 (Xg50 /Xg70) 
5 (Xg60 /Xg70) 
6 (Xginf /Xg70) 
7 (Xg50 /Xg90) 
8 (Xg60 /Xg90) 
9 (Xginf /Xg90) 

10 ((Xg50 – Xg80) /Xg90) 

Note: All the parameters are introduced in Section 2.2. 

As shown in Table 2, we specified each of the extracted features with a 
number from 1 to 10. By having these ten features from each of the profiles, 
we would be able to select more suitable features for classification according 
to IICD algorithm (see Section 2.2). We should mention that these 10 fea-
tures are good references for FS because they are related to the shape of the 
gravity sources and are independent of the depths and dimensions of the 
sources and also consist of all the Xgy from Xg50 to Xg90, systematically. 

(3) We selected more properly 2, 3, or 4 features out of 10. According to 
Eq. 15, the possible numbers of 2, 3, or 4 features (subsets) are 45, 120, and 
210, respectively. But from these 45, 120, and 210 subsets (a total of 375 
subsets), respectively, only 10, 17, and 14 have relatively large performance 
measures (see Section 2). By the values of the features of these 10, 17, and 
14 subsets we trained, respectively, 10, 17, and 14 SVC codes for classifica-
tion or, better to say, for estimation of the gravity sources shapes. 

(4) The best trained SVC codes were related to only one subset of 3 fea-
tures (includes (Xg50 /Xg80), (Xginf /Xg80), and ((Xg50 – Xg80) /Xg90), i.e., fea-
tures 1, 3, and 10 regarding to Table 2) that was able to classify more than 
0.70 of objects in the training set correctly (therefore, the best subset of fea-
tures is the subset not only with big PM but also should classify more objects 
correctly than the other subsets of features). So we tested this best trained 
SVC with 60 more synthetic gravity profiles (testing set). The above-
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mentioned testing set consists of 10 profiles for each of the 6 shapes which 
we want to classify. The best trained SVC codes were able to classify the 
testing set properly (so that the best trained SVC code is the one that is able 
to classify the testing set most properly). But for more accurate estimation, 
we decided to train more SVC codes with a different approach (explained in 
the next step). Before going to the next step, let us make two comments. 
First, it should be mentioned that in testing all the trained SVCs, we inserted, 
as a test, some noises in some of gravity profiles with different values equal 
to about one twentieth of the average value of the gravity profiles. These 
noises caused a little effect on the values of the extracted features (and so 
caused a little effect on the success of classification) except on those features 
(of Table 2) that consist of Xg inf (see Section 2.2). This is so because Xg inf is 
the value of X at g inf and g inf is the value of gravity (g) at inflection point 
of the profile and, by inserting noise, new inflection points will be created 
and it will become too hard to locate the principal inflection point in this sit-
uation. The second comment is related to the learning procedure. For learn-
ing SVC, it is needed to create a training dataset consisting of the features of 
each object in the dataset and a number (1 or 2) indicating the class of each 
object (SVC is considering 2 classes only). Then SVC (with the kernel 
(RBF) and its parameter � (see Eq. 5) will use the training dataset to desig-
nate the boundary between the two classes. By trails and errors, it is found 
that the proper value for the parameter � is 0.05. With RBF kernel with the 
above-mentioned value for its parameter, the misclassification was (with re-
spect to other kernels and parameters) low. The SVC code with this kernel 
and the best subset of features can be assumed as the best SVC code. 

(5) For better estimation of gravity sources shapes, we introduced 4 clas-
sification groups, such that each group consists of two classes and each class 
consists of three shapes. These 4 groups are shown in Table 3.  

In other words, for better classification, the six shapes are classified by 
four classification groups and each of these 4 classification groups consists 
of two classes, while each class consists of three shapes. These four groups 
and related information are shown in Table 3. For each of the classification 
groups we used a couple of codes. For example, according to Table 3, for the 
first classification group one SVC code is trained to separate Elongated 
shapes from Non-Elongated shapes and one other SVC code trained to sepa-
rate Limited shapes from Non-Limited shapes. These two codes do the same 
duty (separating Elongated shapes from Limited shapes) but one of these two 
codes tries to detect Limited shapes (those objects that are not detected as 
Limited shapes will be introduced as Non-Limited shapes) and the other 
code does the same duty for Elongated shapes. If we use all these 4 couples 
of codes, we will be able to classify all the 6 gravity sources shapes, because 
each of the 6 shapes has different responses according to all the 4 couples  of 
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Table 3 
Four classification groups of 2 three shapes classes 

Number  
of group 

Name  
of class 1 

The related gravity 
sources shapes  

of class 1 
Name  

of class 2 
The related gravity 

sources shapes  
of class 2 

1 Elongated 
shapes 

Horizontal cylinder, 
Anticline and  
Syncline 

Limited 
shapes 

Vertical cylinder,  
Rectangular prism 
and Sphere 

2 Up curved Horizontal cylinder, 
Anticline and Sphere Up Flat 

Vertical cylinder,  
Rectangular prism 
and Syncline 

3 Down curved Horizontal cylinder, 
Syncline and Sphere Down Flat 

Vertical cylinder,  
Rectangular prism 
and Anticline 

4 Circle section
Horizontal cylinder, 
Vertical cylinder 
and Sphere 

Non Circle 
section 

Rectangular prism,  
Anticline and  
Syncline 

 
codes. For example, horizontal cylinder based on the codes related to 
Group 1 through Group 4 is classified, respectively, as: Elongated shapes, 
Up curved, Down curved, and Circle section. Likewise, anticline is classi-
fied, respectively, as: Elongated shapes, Up curved, Down flat, and Non Cir-
cle section. In this way, all the 6 shapes have different classes regarding all 
the four groups. Therefore, only by using these 4 couples of codes we are 
able to classify all the 6 shapes of the gravity sources. By using these 4 cou-
ples of codes, most of the 60 synthetic gravity profiles that were used for 
testing were classified correctly and testings with real gravity profiles were 
good. Considering Table 3, the six possible shapes of gravity sources in our 
research have the classes as presented in Table 4. 

On the other hand, using all these 4 couples of codes will give us oppor-
tunity to confirm or reject the result of each other. For example, if the result 
of one of these 4 couples of codes is Elongated shape and results of 2 others 
are Up flat and Down flat, we will understand that the gravity profile is not 
interpretable by these 4 couple of codes. The reason is that none of the 6 
shapes have these 3 properties (Elongated shape, Up flat, Down flat) simul-
taneously (see Table 4.). In such conditions, the gravity profile may not be a 
principal one (see Section 2.2). 

(6) Although the above-mentioned codes until now have been sufficient 
for classifying the 6 shapes, for classifying with greater certainty, we trained 
more SVC codes. Based on Table 3 we have 8 classes and each class con-
sists  of 3 shapes.  Thus,  we trained twenty four  (8 × 3 = 24)  other codes  so 
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Table 4 
The classes of the 6 possible shapes of gravity sources  

in our research based on Table 3 

The shape of the gravity source The related classes 

Anticline Elongated shape, Up curved, Down 
flat, Non Circle section 

Horizontal cylinder Elongated shape, Up curved, Down 
curved, Circle section 

Rectangular prism Limited shape, Up flat,  
Down flat, Non Circle section 

Sphere Limited shape, Up curved,  
Down curved, Circle section 

Syncline Elongated shape, Up flat,  
Down curved, Non Circle section 

Vertical cylinder Limited shape, Up flat,  
Down flat, Circle section 

 
that each of them can estimate the shape out of 3 shapes. For more explana-
tions see the next section. 

Finally, it should be noted that, in this paper, the SVC has not only been 
used for estimating the approximate shape of the gravity sources, but we also 
modified our approach by training different SVC codes. And justification of 
this approach is that these different SVC codes can test the result of each 
other. 

The flowchart of the above-mentioned 6 steps is as follows: 

(1) 300 synthetic gravity profiles (training set) were created by gravity 
sources with definite shapes (6 shapes), dimensions, depths, and densi-
ty contrasts for training SVC. 

(2) We extracted 10 features from each of the 300 synthetic gravity pro-
files. 

(3) Regarding our FS procedures: 
     (a) We selected the more proper 2, 3, and 4 features out of the 10 fea-

tures based on IICD algorithm. 
     (b) We trained SVC codes (using different proper subsets) and tested 

them by the training set. We selected the best trained SVC codes (in 
which we use the best subset of features).
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4. RESULTS  AND  DISCUSSIONS 
4.1  Synthetic data (and some other discussions) 
The results of testing with the training set showed us that using 2-feature 
subsets for our classification is not suitable. Examining the trained SVC 
codes related to 17 proper 3-feature subsets (see point 3 in Section 3) with 
the training set showed that only one of them is able to classify more than 
0.70 of the objects in the training set correctly and we save this subset for 
more testing. Finally, testing the trained SVC codes related to the 14 proper 
4-feature subsets with the training set showed us that they are able (with 
their best subset) to classify only 0.60 of objects in the training set correctly. 
Therefore, for classification we returned to only one subset of 3 features that 
was able to classify more than 0.70 of the objects in the training set cor-
rectly. Before discussing the above-mentioned best or most suitable subset of 
3 features, in the following we show some results of using 2-feature subsets. 

In the best case of testing with the training set using 2-feature subsets, 
only 0.42 of 50 anticlines in the training set are classified correctly (as 
shown in Fig. 3).  

The results illustrate that using only 2 features for our classification is not 
suitable. So we do not continue discussion about using only 2 features for 
our classification. 

As mentioned in point 3 of Section 3, according to Eq. 15, the possible 
number of 3-features subsets is 120. But from these 120 subsets only 17 
have relatively big performance measures (see Section 2.2). These 17 sub-
sets are the more proper subsets of features and these are shown in Table 5. 

As we mentioned earlier, the best subset of features for classification (es-
timation) of the gravity source shape is one of the 3-feature subsets. As it 
was mentioned in point 4 of Section 3, this subset includes (Xg50 /Xg80), 
 

(4) We tested the best trained SVC codes with 60 more synthetic gravity 
profiles different from the training set. The results were relatively good 
but for better classification we modify our approach in the next step. 

(5) We trained SVC codes for estimating the 6 shapes in 4 classification 
groups of 2 three shapes classes (in which we used the best subset of 
features). And the results of testing were better. 

(6) For classifying with greater certainty we trained 24 more SVC codes (in 
which we used the best subset of features). Each of these 24 codes can 
estimate the shape between 3 shapes. 



ESTIMATING  SHAPES  OF  GRAVITY  SOURCES  BY  SVC 
 

1013 

 
Fig. 3. The border of one of the trained SVC (related to the best 2-feature subset) 
and points showing the features of 300 training synthetic gravity profiles. This figure 
shows the trained SVC for detecting anticline (star symbols) and non-anticline (cross 
symbols) gravity source shape in 2-dimensional features space. 

Table 5 
17 subset of 3 features (between 120 possible subsets) 

with relatively big performance measures (PM) 
Feature 1 
number 

Feature 2 
number 

Feature 3 
number PM 

5 6 10 3.397 
3 6 10 3.394 
4 6 10 3.371 
1 6 10 3.358 
2 6 10 3.180 
1 3 10 3.169 
1 5 10 3.156 
1 4 10 3.150 
3 5 10 3.148 
1 3 6 3.143 
3 4 10 3.141 
4 5 10 3.123 
1 5 6 3.106 
1 4 6 3.098 
3 4 6 3.036 
3 5 6 3.033 
1 2 10 3.008 

                    Note: Regarding feature numbers, see Table 2. 



M.E. HEKMATIAN  et al. 
 

1014

(Xg inf /Xg80) and ((Xg50 – Xg80) /Xg90), which are features 1, 3, and 10, regard-
ing Table 2. In Table 6 we present the portion of each of the 6 gravity 
sources shapes which classified correctly using the best subset of features 
and using the related trained SVC codes. 

Using the best 3-feature subset, 0.74 of 50 horizontal cylinders in the 
training set are classified correctly and are presented in Fig. 4. 

As stated earlier about non-linear SVC, the kernel which used is RBF 
kernel (Eq. 5). The value of � in the kernel is selected to be equal to 0.05. 

As mentioned in point 5 of Section 3, for better classification, the six 
shapes are classified by four classification groups and each of these 4 classi- 
fication groups consists of two classes, each class consisting of three shapes. 
 

Table 6 
The portion of each of the 6 gravity source shapes (in the training and testing set) 

which classified correctly using the most suitable subset of features  
and using the related trained codes 

The shape  
of gravity source 

The portion of the shape 
(in the training set)  

which classified correctly 

The portion of the shape  
(in the testing set)  

which classified correctly 
Anticline (36/50) = 0.72 (5/10) = 0.5 
Horizontal cylinder (37/50) = 0.74 (5/10) = 0.5 
Rectangular prism (50/50) = 1 (3/10) = 0.3 
Sphere (49/50) = 0.98 (10/10) = 1.0 
Syncline (48/50) = 0.96 (5/10) = 0.5 
Vertical cylinder (49/50) = 0.98 (6/10) = 0.6 

Fig. 4. One of the trained SVC (related to the best 3-feature subset) and points show-
ing the features of 300 training synthetic gravity profiles. This figure shows the 
trained SVC for detecting horizontal cylinder (star symbol) and non-horizontal cyl-
inder (cross symbol) gravity source shape in 3-dimensional features space. 
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These four groups and related information are shown in Table 3. For each of 
the 4 above-mentioned classification groups we used a couple of codes. The 
results of testing of one of these 4 couples of codes by training set and test-
ing set are shown in Table 7. 

Table 7 
The portion of each of the 6 gravity sources shapes (in the training and testing set) 

which classified correctly using the most suitable subset of features 
and using one of the 4 couples of codes 

The shape  
of gravity source 

The portion of the shape 
(in the training set)  

which classified correctly 

The portion of the shape  
(in the testing set)  

which classified correctly 
Anticline (49/50) = 0.98 (9/10) = 0.9 
Horizontal cylinder (50/50) = 1 (10/10) = 1.0 
Rectangular prism (50/50) = 1 (7/10) = 0.7 
Sphere (49/50) = 0.98 (10/10) = 1.0 
Syncline (50/50) = 1 (5/10) = 0.5 
Vertical cylinder (50/50) = 1 (9/10) = 0.9 

 
The results of testing 3 others of the 4 couples of codes are suitable and 

almost all of the shapes were classified correctly. 
As stated before, for each of the discussed 4 classification groups we 

have 2 classes. So all together we have eight classes, each of them consisting 
of 3 shapes. Therefore, for the six gravity sources shapes, eight groups of the 
three shapes (all together 24 shapes) exist. In this regard, we produced and 
trained 24 SVC codes (8 groups of codes, each consisting of 3 codes) so that 
each of these codes can separate one shape out of the three shapes. In Ta-
ble 8 these eight groups of three shapes are represented. 

Table 8 
Names of the eight groups of the 3 shapes  

for which the related 24 codes can classify (estimate) the shape  
of the gravity source between 3 possible shapes  

using the most suitable subset of features 

Names of the eight of the 3 shapes 
Anticline, Horizontal cylinder, Syncline 
Rectangular Prism, Sphere, Vertical cylinder 
Anticline, Horizontal cylinder, Sphere 
Rectangular Prism, Syncline, Vertical cylinder 
Horizontal cylinder, Sphere, Syncline 
Anticline, Rectangular prism, Vertical cylinder 
Horizontal cylinder, Sphere, Vertical cylinder 
Anticline, Rectangular prism, Syncline 
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In the next section we have used some of these 24 SVC codes in the 
shape estimation. 

It should be mentioned that we created some type of SVC codes so that 
each of them individually is able to estimate the approximate shape of gravi-
ty source. But if we test each type of these codes with the others and if some 
or all of these types of SVC codes give us the same result (the estimate of 
the approximate shape of the gravity source is the same), we will be more 
assured about the estimated approximate shape of the gravity source than 
when we only use one type of our SVC codes for shape estimation. So logi-
cally the modified approach we introduced (using not only one but some or 
all of our different types of SVC codes for shape estimation) leads us to 
more liable results. In any way, the results of classifications of 2 types of our 
trained SVC codes are presented in Tables 6 and 7. So they can be com-
pared. 

Finally, we should say that, as we noted in the Introduction, there is no 
usual method and no unique result for estimation of initial assumption of 
shape of gravity source (approximate shape of gravity sources) and practical-
ly this assumption is prepared by non gravity data. So any trial in this regard 
is useful and therefore using SVC (especially with more proper features) will 
be a step towards better estimation of initial assumption of shapes of gravity 
sources. 

4.2  Real data 
In this Section we have used two sets of real data for testing our approach. 
The approximate location of these 2 sets of real data in Iran is shown in 
Fig. 5.  

The first set of real data belongs to the small grid gravity network at the 
Institute of Geophysics of the University of Tehran. The aim was to detect 
and model the tunnels of an old buried channel. The grid space of 2 × 2 m2 is 
used for measurements. In both, first (Fig. 6) and second (Fig. 7) sets of real 
data, a Scintrex (CG3M) gravimeter with 1 micro-gal resolution is used and 
the coordinates of the points are measured by the Total Station (Leika 750) 
with an accuracy to a few centimetres in the x, y, and h coordinates. And also 
in both sets of real data, after gravity corrections due to the standard formu-
las, the Bouguer gravity anomalies are computed and, by removing the trend 
effect with polynomial fitting method, the residual anomalies are computed. 
The first set of real data is shown in Fig. 6.  

A gravity profile (line AB in Fig. 6) is selected for testing. This profile 
was collected above a well, i.e., the gravity source of this gravity profile is a 
well filled with air. We knew that the well is very similar in shape to a verti-
cal cylinder or a long vertical rectangular prism. 
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Fig. 5. Dark spots show the approximate locations of the 2 sets of real data in Iran. 
The geographic map of Iran is extracted from Ardestani (2008). 

The second set of real data belongs to the grid gravity network carried out 
in a mining site close to Zanjan (a city in Iran) for searching for a manganese 
ore body. The grid space of 10 × 10 m2 is used. This set of real data is shown 
in Fig. 7. 

The three real gravity profiles which we used in this set of real data are 
presented in Fig. 7 as profiles CD, EF, and GH. The 3D inversion according 
to the approach of Camacho et al. (2002) was applied on window 2 (this 
window is the big rectangle that is around not only the 3 above-mentioned 
profiles but also other areas in Fig. 6) of the second set of gravity data and 
this inversion is shown in Fig. 8.  

In the above-mentioned gravity inversion, the aim has been to detect 
density differences of the sources with background and to detect approxi-
mate locations and dimensions of the sources. 

The results of executing the trained SVC codes related to the 4 classifica-
tion groups on the above-mentioned real gravity profiles are shown in  
Table 9. 
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Fig. 6. Location of the gravity profile AB over the well. The map of this figure is a 
residual gravity map of a part of the Institute of Geophysics of University of Tehran 
and the coordinates are the local one (Ardestani 2009). 

Regarding the calculation of probability of being of one specific class 
(for example, the result of executing one of the SVC codes on profile EF is 
that its source has Limited shape (a specific class) with probability 0.77 (as 
shown in Table 9)), we should refer to Fig. 1 for more explanations. In Fig-
ure 1, all the objects in the area above the line showing the upper limit of the 
margin are related to the class with the label  Cn = 1  with probability 1 
(100%), but if we have (in Fig. 1) any object between the line showing the 
upper limit of the margin and the line showing the middle of the margin, 
then this object would be related to the class with the label  Cn = 1  with a 
probability between 100 and 50%. Also, if we have any object between the 
line showing the middle of the margin and the line showing the lower limit 
of the margin, then this object would be related to the class with the label  
Cn = 1  with a probability between 50 and 0%. And in areas lower than the 
line showing the lower limit of the margin, any object is related to the class 
with the label  Cn = 1  with a probability equal to 0%. For all the objects, it 
should be mentioned that they are related to the class with the label  Cn = –1  
with probability equal to “1 – probability of being related to the class with 
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Fig. 7. Locations of the gravity profiles CD, EF, and GH. The map of this figure is a 
residual gravity map of a mining site near Zanjan (a city in Iran) and the coordinates 
are UTM. 

the label Cn = 1”. Also it should be mentioned that there is no rule regarding 
suitability for a definite value of probability to specify that, by having this 
value of probability or greater, we will reach the assurance for relating an 
object to one specific class. But subjectively the probability equal to 0.7 
(70%) or more is good for relating an object to a specific class. 

As seen in Table 9, the results of executing the codes on profile CD are 
not compatible with any of the 6 possible shapes of gravity sources (see Ta-
ble 4). So the profile CD is not interpretable by SVC. Considering the loca-
tion of CD profile in Fig. 7, we conclude that it is not a principal profile and 
it is not suitable for interpreting by SVC through our approach (see Sec- 
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Fig. 8. The applied 3D inversion (based on the method of Camacho et al. 2002) on 
window 2 of Fig. 7. In the above figure, h is the height above sea level. 

tion 2.2). Here a question may arise why the probability of being related to 
any specific class for CD profile is high (see Table 9). The answer is that the 
classes of CD profile are estimated only according to the values of its fea-
tures and these values are only meaningful if they are extracted from a prin-
cipal profile. 

The results of executing the codes on 3 other profiles (AB, EF, and GH) 
show that these profiles are probably related to rectangular prism shapes (see 

Table 9 
The results of executing the trained SVC codes related to the 4 classification groups 

(see point 5 of Section 3) on the real gravity profiles 

The results of executing the codes on profile 
AB CD EF GH 

Limited shape  
with probability 0.77

Elongated shape  
with probability 0.99

Limited shape  
with probability 0.77

Limited shape 
with probability 0.77 

Up flat shape  
with probability 0.85

Up flat shape 
with probability 0.99

Up flat shape  
with probability 0.85

Up flat shape 
with probability 0.85 

Down flat shape  
with probability 0.56

Down curved shape 
with probability 0.84

Down flat shape 
with probability 0.57

Down flat shape 
with probability 0.57 

Non Circle section 
shape with  
probability 0.58 

Circle section  
shape with  
probability 0.99 

Non Circle section 
shape with  
probability 0.58 

Non Circle section 
shape with  
probability 0.58 
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Table 4). Regarding AB profile, we state that a vertical cylinder is very simi-
lar to vertical long rectangular prism and also the shape of the well inside the 
ground may in some places more resemble a vertical long rectangular prism 
than a vertical cylinder. Secondly, the results in Table 9 show that the shape 
of the source of AB profile has a non-circle section shape with probability 
0.58, thus AB profile has a circle-section shape with probability equal to  
1 – 0.58 = 0.42  and the probability of having a vertical cylinder source 
shape is about equal to having a rectangular prism source shape. The condi-
tions of profile EF are almost the same as profile AB. To eliminate the am-
biguity we tested these two profiles with 2 codes related to Table 8. 
According to our tests on 24 codes of Table 8, two codes of the related 24 
codes are the best ones for estimating the rectangular prism and the vertical 
cylinder. By using these 2 codes, the results are as follows: 

� By executing the one which is the most suitable for estimating the 
rectangular prism on profiles AB and EF, the result was that with probability 
0.18 the shapes of gravity sources of both profiles, AB and EF, are rectangu-
lar prisms. 

� By executing the one which is the most suitable for estimating the 
vertical cylinder on profiles AB and EF, the result was that with probability 
0.75 the shapes of gravity sources of profiles AB and EF are vertical cylin-
ders.  

� The results of executing the codes on profile GH show that this pro-
file is related to rectangular prism gravity source shape with probability 0.7. 

The elongated shape of the gravity anomaly of GH profile (see Fig. 7) 
confirms that the shape of the gravity source cannot be a vertical cylinder. 
Finally, the estimated shapes of the gravity sources of the above-mentioned 
real gravity profiles by our different trained SVC codes are given in Ta-
ble 10. 

Table 10 
Shapes of gravity sources of the real gravity profiles  

and the results of their testing by our different trained SVC codes 

Name  
of the gravity profile

Shape  
of gravity source 

Estimated shape of the source  
by the trained SVC codes 

AB Similar to vertical cylinder Vertical cylinder  

CD Possibly rectangular prism Not interpretable because of  
non being principal profile 

EF Possibly vertical cylinder  
or rectangular prism Vertical cylinder 

GH Possibly rectangular prism Rectangular prism 
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We see that the estimation of the shapes of the real gravity sources with 
SVC is compatible with the reality. 

5. CONCLUSION 
The SVC was used for estimation of the gravity sources shapes. Also, the re-
sults were improved by optimizing SVC by selecting proper features. 

Also, by increasing the dimensions of features space from 2 to 3 and 4, 
we showed that among 375 subsets of features, where 210 subsets consisted 
of 4 features, only one subset, with 3 features, is the best. This means that 
increasing the dimensions of features space is sometimes not proper. 

In this research, another important step was taken is developing several 
softwares that can test the results of each other. As you have seen in Table 6 
(using the related trained codes) the highest portion of the corrected classi-
fied shapes in the testing set is related to the spherical shapes and the lowest 
portion is related to the rectangular prism shapes. Also, as you have seen in 
Table 7 (using the related 4 couples of codes) the highest portion of the cor-
rected classified shapes in the testing set is related to both the horizontal cyl-
inder and spherical shapes and the lowest portion is related to the syncline 
shapes. The related codes of Table 6 can be used independent of the related 
codes of Table 7 and vice versa. However, if we use all the above-mentioned 
codes together and if all the results confirm each other, the ill-posing of the 
gravity inversion will be treated relatively and results that are compatible 
among all the previously mentioned codes can be noticed approximately as 
the unique response. Therefore, we suggest that this approach can be applied 
for geoscientific investigations as a new approach for the estimation of the 
approximate shape of the gravity sources in exploration projects. We also 
suggest that this approach can be used in other branches of geophysics. 

Acknowledgemen t s . We thank all the faculty members who assisted 
us in preparing this paper. Our special thanks to Dr. Hashemi, for introduc-
ing us to the Pattern Recognition Laboratory, Delft University of Technolo-
gy (whose group produced and designed PRTools which we used in this 
research). Also by studying his papers (Hashemi 2010, Hashemi et al. 2008), 
we decide to perform this research. We thank Prof. Duin (Pattern Recogni-
tion Laboratory, Delft University of Technology), for his helpful guidance at 
the start of this research. We thank the geophysics group of the Faculty of 
Basic Sciences of Science and Research Branch, Islamic Azad University, 
for guiding us so well during this research. Also we thank the Research 
Council of the University of Tehran. 



ESTIMATING  SHAPES  OF  GRAVITY  SOURCES  BY  SVC 
 

1023 

R e f e r e n c e s  

Ardestani, V.E. (2008), Modelling the karst zones in a dam site through micro-
gravity data, Explor. Geophys. 39, 4, 204-209, DOI: 10.1071/EG08022. 

Ardestani, V.E. (2009), Residual gravity map of a part of Institute of Geophysics of 
University of Tehran, University of Tehran, Tehran, Iran. 

Baan, M., van der, and Ch. Jutten (2000), Neural networks in geophysical applica-
tions, Geophysics 65, 4, 1032-1047, DOI: 10.1190/1.1444797. 

Belikov, M.V. (1978), Approximating of the external potentials of bodies rotation, 
M.Sc. Thesis on Physical-Mathematical Science, Institute of Theoretical 
Astronomy of the USSR Academy of Science, Leningrad State University 
(translation from Russian). 

Blakely, J.R. (1996), Potential Theory in Gravity and Magnetic Applications, Cam-
bridge University Press, Cambridge, 441 pp. 

Camacho, A.G., F.G. Montesinos, and R. Vieira (2002), A 3-D gravity inversion 
tool based on exploration of model possibilities, Comput. Geosci. 28, 2, 
191-204, DOI: 10.1016/S0098-3004(01)00039-5. 

Duin, R.P.W., P. Juszczak, P. Paclik, E. Pekalska, D. de Ridder, D.M.J. Tax, and 
S. Verzakov (2007), PRTools4. 1 – A Matlab toolbox for pattern recogni-
tion, Delft University of Technology, Delft, Netherlands, http://www. 
prtools.org/. 

Gret, A.A., and E.E. Klingele (1998), Application of Artificial Neural Networks for 
Gravity Interpretation in Two Dimensions, Institute of Geodesy and Photo-
grammetry, Swiss Federal Institute of Technology, Zürich, Switzerland. 

Hashemi, H. (2010), Logical considerations in applying pattern recognition tech-
niques on seismic data: Precise ruling, realistic solutions, CSEG Recorder 
35, 4, 47-50. 

Hashemi, H., D.M.J. Tax, R.P.W. Duin, A. Javaherian, and P. de Groot (2008), Gas 
chimney detection based on improving the performance of combined multi-
layer perceptron and support vector classifier, Nonlin. Process. Geophys. 
15, 6, 863-871, DOI: 10.5194/npg-15-863-2008. 

Heijden, F., van der, R.P.W. Duin, D. de Ridder, and D.M.J. Tax (2004), Classifica-
tion, Parameter Estimation and State Estimation, An Engineering Ap-
proach using Mathlab, John Wiley & Sons Ltd, Chichester. 

Hekmatian, M.E., V.E. Ardestani, M.A. Riahi, A.M. Koucheh Bagh, and J. Amini 
(2013), Fault depth estimation using support vector classifier and features 
selection, Appl. Geophys. 10, 1, 88-96, DOI: 10.1007/s11770-013-0371-7. 

Osman, O., A.M. Albora, and O.N. Ucan (2006), A new approach for residual grav-
ity anomaly profile interpretations: Forced Neural Network (FNN), Ann. 
Geophys. 49, 6, 1201-1208. 



M.E. HEKMATIAN  et al. 
 

1024

Plouff, D. (1976), Gravity and magnetic fields of polygonal prisms and application 
to magnetic terrain corrections, Geophysics 41, 4, 727-741, DOI: 10.1190/ 
1.1440645. 

Talwani, M., J.L. Worzel, and M. Landisman (1959), Rapid gravity computations 
for two-dimensional bodies with application to the Mendocino submarine 
fracture zone, J. Geophys. Res. 64, 1, 49-59, DOI: 10.1029/ JZ064i001p 
00049. 

Telford, W.M., L.P. Geldart, R.E. Sheriff, and D.A. Keys (1976), Applied Geophys-
ics, Cambridge University Press, Cambridge. 

Received  25 March 2013 
Received in revised form  24 June 2014 

Accepted  1 July 2014 



Acta  Geophysica 
vol. 63, no. 4, Aug. 2015, pp. 1025-1043 

DOI: 10.1515/acgeo-2015-0028 

________________________________________________ 
Ownership: Institute of Geophysics, Polish Academy of Sciences;  
© 2015 Cheng et al. This is an open access article distributed under the Creative Commons  
Attribution-NonCommercial-NoDerivs license, 
http://creativecommons.org/licenses/by-nc-nd/3.0/. 

Reef Reservoir Identification  
by Wavelet Decomposition and Reconstruction:  
A Case Study from Yuanba Gas Field in China 

Bingjie CHENG1,2,3, Tianji XU4, Benedict ROBBINS5, 
and ZhongMing SHEN1 

1State Key Laboratory of Oil and Gas Reservoir Geology and Exploitation,  
Chengdu University of Technology, Chengdu, China;  

e-mail: chengbingjie09@cdut.cn 

2Key Laboratory of Earth Exploration and Information Technology of 
Ministry of Education, Chengdu University of Technology, Chengdu, China 

3Meteorological Information and Signal Processing,  
Key Laboratory of Sichuan Higher Education Institutes,  

Chengdu University of Information Technology, Chengdu, China 
43rdGeophysical Institute, Exploration and Production Institute,  
Southwest Oil and Gas Company, SINOPEC, Chengdu, China 

5Fugro Aperio, Fugro Onshore Geotechnics, Wallingford, Oxfordshire, UK 

A b s t r a c t  

The organic reef is a special type of carbonate reservoir which al-
ways dominates the spatial distribution, reserves and accumulations of 
natural gas. However, it is difficult to determine the organic reef’s inter-
nal structure and gas reservoirs due to numerous adverse factors such as 
the low resolution of seismic data, depth of burial, strong anisotropy, ir-
regular spatial distribution and complex internal structure. A case study 
of wavelet decomposition and reconstruction technology applied to elu-
cidate the features of organic reef reservoirs in the Changxing formation 
from Yuanba gas field shows that the seismic record reconstructed by 
high frequency signal can adequately describe the internal properties of 
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organic reef reservoirs. Furthermore, the root mean square amplitude ra-
tio of both low and high frequency data obtained from the reconstructed 
seismic data clearly show spatial distribution of gas and water in reef 
reservoirs. 

Key words: seismic signal, organic reef, wavelet decomposition and re-
construction, hydrocarbon detection, reef reservoir identification. 

1. INTRODUCTION 
Marine carbonate reservoirs are widely distributed in China. However, these 
carbonate reservoirs are deeply buried, and there is strong vertical and hori-
zontal heterogeneity, which contribute to increased difficulty in hydrocarbon 
detection. Reef gas reservoirs have been an important domain for gas explo-
ration since the Yuanba gas field was discovered in the Sichuan basin; the 
Yuanba gas field shows huge potential as a prospective carbonate reef area. 
The growth scale and distribution of reef reservoirs are mainly controlled by 
carbonate sedimentary facies in the Changxing formation in Yuanba gas 
field (Ma et al. 2007, Bi et al. 2007). The identification of reef reservoirs is 
challenging, and some key problems remain to be solved, such as distin-
guishing water from gas, identifying the thickness of slim /fine layers, and 
improving accuracy in reservoir recognition.  

In the reef reservoirs of Changxing formation in Yuanba gas field, the 
reef body is generally composed of reef base, reef core, and reef cap (Cai 
2011). Organic reef is a special type of carbonate rock formation which has 
unique characteristics in terms seismic response. The seismic records show 
dome-shaped reflections from the outside reef, strong reflections or draping 
structure reflections from the reef top, discontinuous chaotic or nearly blank 
reflections from the inner reef, low elevation reflections from the reef bot-
tom, and onlap reflections from the wings of the reef (Xiong et al. 2009, Hu 
et al. 2010). All of these characters aid in the identification of reef shape, 
and accurate location of the reef reservoir. However, it is difficult to clearly 
describe the detailed characteristics of the internal reef reservoirs due to 
some adverse factors, such as irregular spatial distribution, deep burial, low 
resolution seismic responses, strong heterogeneity, and anisotropy, complex 
internal structure and small physical differences between country rock and 
reservoirs. 

For hydrocarbon detection, many geophysicists are optimistic about the 
use of the time-frequent seismic signal, which probes the response character-
istics in both time and frequency domains (Castagna et al. 2003, Cohen 
1995). However, most of their search has focused on the frequency, energy, 
amplitude, and attenuation properties ascertained through time-frequency 
analysis to obtain the low-frequency shallows and high-frequency attenua-
tion of the gas reservoirs rather than to reconstruct seismograms in different 
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frequencies (Burnett et al. 2003, Reine et al. 2009, Xu et al. 2011, Xue et al. 
2013). 

The technique of wavelet decomposition and reconstruction can adap-
tively decompose a seismic trace into a series of wavelets of different fre-
quency, amplitude, and energy. Since these wavelets’ attributes are closely 
related to geologic features and the properties of reservoirs, the method then 
reconstructs the atoms in terms of the information associated with the gas 
reservoirs, with certain targeted objectives in mind, and a new seismic trace 
can be reconstructed with a selected subset of wavelets, which is found to be 
highly informative for seismic data interpretation and reservoir characteriza-
tion (An 2006).  

2. METHODS  AND  NUMERICAL  MODELING 
2.1  The theory of seismic wavelet decomposition and reconstruction 
Presently, many mathematic methods (such as Fourier transform, wavelet 
transform, S-transform, and Matching Pursuit) have been proposed to carry 
out the seismic wavelet decomposition and reconstruction techniques (Par-
tyka et al. 1999, Battista et al. 2007, Zhang 2008, Sinha et al. 2009, Wang 
2010, Zhang and Lu 2010, Lu and Li 2013). In recent years, the method of 
Matching Pursuit was developed and widely applied in atom decomposition 
theory. 

Matching Pursuit adaptively decomposes a seismic trace into a series of 
constituent wavelets (Mallat and Zhang 1993, Wang 2007). Each of these 
wavelets, selected from a dictionary consisting of a large number of wave-
lets, also called atoms, has an optimal correlation coefficient with the trace. 

When considering the digital signal in atomic decomposition theory, the 
seismic trace can be decomposed to a series of wavelets with different dy-
namic characters, and the seismic trace can be reconstructed by simple linear 
super imposition of these wavelets. Xu et al.’s (2010) research outlines that 
if the original seismic trace f(t) is decomposed N times by the wavelet M(t), 
then: 
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where An is the amplitude of the nth wavelet Mn(t), E(N)f  is residual error, 
when  n = 0 (nth wavelet),  E(N)f = f.  

The result of the seismic trace decomposition and reconstruction is high-
ly correlated to wavelet choice; thus, it is very important to choose suitable 
wavelets. In this paper, we employ Morlet wavelets as atoms in wavelet de-
composition and reconstruction because it is appropriate for seismic waves 
with energy attenuation and velocity dispersion (Morlet et al. 1982a, b). The 
Morlet wavelet has reliable time-frequency resolution and can match the 
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signal to be analyzed furthest (Goupillaud et al. 1984, Gao et al. 1996); 
therefore, it has been widely used for wavelet transform in seismic data 
analysis (Grubb and Walden 1997, Farge 1992). Liu and Marfurt (2005) 
proposed a Matching Pursuit decomposition using Morlet wavelets. In this 
paper, we use a similar process, but develop a decomposition and reconstruc-
tion method based on Morlet wavelets. 

Morlet et al.’s (1982a, b) research established Eqs. 2 and 3 for time do-
main and frequency domain wavelets and are still being currently used (Liu 
and Marfurt 2005): 
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where � is the frequency, �m is the average frequency or dominant fre-
quency, k is a constant which acts on the Gussian part of the wavelet func-
tion to modulate the wave shape to obtain the best seismic wavelet. 

In frequency or time domains, using Eqs. 2 or 3 to iteratively calculate 
Eq. 1, we can decompose the seismic trace f (t) into a wavelet function li-
brary formed by several different Morlet wavelet functions. By using the lin-
ear combination of different Morlet wavelet functions in the wavelet library, 
the reconstructed seismic trace f � (t) is: 
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where N is the number of different morlet wavelet functions of original 
seismic trace f(t), M is the number of different Morlet wavelet functions of 
reconstructed seismic trace f � (t). M is less than N and the closer the M 
matches N, the closer the reconstructed seismic trace f � (t) matches the origi-
nal seismic trace f(t). When  M = N,  f � (t) = f(t). 

During the iteration for wavelet decomposition, when the iterating times 
are enough to make the residual error  E(N)f = 0, the reconstructed seismic 
trace f � (t) of all wavelet functions in the wavelet library equals the original 
seismic trace f(t). If we ignore the residual errors produced in the process of 
Morlet wavelet decomposition and the linear summation of all Morlet wave-
let functions, then  f � (t) � f(t). However, we need also to consider the com-
putational efficiency during real seismic trace decomposition; thus, it can 
always meet the requirment that E(N)f  is small enough. Notably, in general-
ized cases, associated processing time and economic value are very im-
portant factors in terms of practical requirements. When E(N)f is small 
enough, the method of wavelet decomposition will cease. 
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2.2  Numerical modeling 
To illustrate the effectiveness of seismic wavelet decomposition and recon-
struction methods for hydrocarbon detection, we produce a model to simu-
late the seismic response based on Hudson’s theory (Hudson 1980, 1981, 
1988; Hudson et al. 1996). The reservoirs in Yuanba gas field are pore-
fractured reservoirs which are characterized by extremely low porosity, low 
permeability, and high-angle fractures. Primarily, there are vertical fractures 
distributing in the target interval (Hu et al. 2010, Chen 2011). The simplest 
effective model of a formation containing vertical fractures is horizontal 
transverse isotropy (HTI). For models with penny-shaped cracks, anisotropic 
coefficients, and weaknesses are expressed by the micro-structural parame-
ters using the theories of Hudson (Hudson 1981, 1988; Hudson et al. 1996) 
and Thomsen (Thomsen 1986, 1995). Here, we use Hudson’s model to cal-
culate the elastic stiffness of anisotropic model, and use the expressions of 
fracture anisotropic parameters derived from the HTI model (Bakulin et al. 
2000) to calculate the anisotropic parameters, which can be expressed as: 

 (1 2 )8 8 8, 1 , ,
3 3 (3 2 )(1 ) 3(3 2 )

g ge e e
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where  e = Na3/V  is defined as the fracture density, and V denotes the vol-
ume, a is the fracture radius,  2 2/S Pg V V�   is the square of S-wave to P-wave 
velocity ratio. The relationship between the fracture density e and the aspect 
ratio r can be obtained by volume percent  	 = 4�re/3. 

The dimensionless parameters are normal �N and tangential �T weak-
nesses (Bakulin and Molotkov 1998), which can be calculated by the follow-
ing equation: 
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The design of the model is based on the seismic data and reservoir log-
ging parameters of the Yuanba Gas Field in Sichuan Basin, Southwest Chi-
na. The geological models include six formations, where layers � and � are 
the gas-saturated carbonate and water-saturated carbonate, respectively 
(Fig. 1). The parameters of each layer are shown in Tables 1 and 2. Table 3 
presents the fracture and anisotropy parameters calculated with the given 
fracture intensity. The formation thicknesses are 100 m. We use a point re-
source to obtain the synthetic seismogram, whose dominant frequency is 
25 Hz without any added noise.  

Figure 2a shows the forward modeling seismogram of the fractured 
model in Fig. 1. The synthetic seismogram is obtained by the full-wave for-
ward modeling of finite difference. The event (about 0.3 s) is noticeably  
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Fig. 1. A gas-saturated and water-saturated carbonate geological model. 

Table 1  
Rock properties for the geological model 

Layer number Vp 
[m·s–1] 

Vs 
[m·s–1] 


 
[g·cm–3] 

� 3945 2650 2.48 
� 4300 2487 2.50 
� 4540 2949 2.65 
� 4804 3081 2.65 
	 5340 2949 2.75 

 5750 3358 2.71 

Explanations: Vp – P-wave velocity, Vs –S-wave velocity, 
 – density. 

Table 2  
Rock properties for the fracture layer 

Layer 
number 

Stratum  
materials 

Vp 
[m·s–1] 

Vs 
[m·s–1] 


 
[g·cm–3] 

� 
[%] 

�� Carbonate rock 4.517 2.937 2.57 6.0 
� Mixed gas 0.7  0.00089  
� Water 1.2  1.0  

   Explanation: � is the porosity. 

Table 3  
The fracture and anisotropic properties of the gassy and hydrous layers 

Layer  
number 

Fracture parameters Anisotropic parameters 

E [m–3] r �T �N � [°] �  � 

�� 0.02 0.01 0.05 0.11 30 –0.05 –0.05 –0.02 

Explanation: � is the obliquity. 
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Fig. 2. Forward modeling and reconstructed seismic signal: (a) zero-offset synthetic 
seismogram of the geological model, (b) signal reconstruction at low frequency 
(from 5 to 10 Hz), (c) signal reconstruction at middle frequency (from 20 to 30 Hz), 
and (d) signal reconstruction at high frequency (from 40 to 50 Hz). 

(a)

 (b)

(c)

(d)
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pulled down when the seismic waves propagate through the gas-saturated 
and water-saturated layers. Because of the physical property differences be-
tween the dry and gas or fluid saturated carbonate, the seismic reflections are 
different too. Layers �, �, and � have the same top and bottom boundaries 
(red dotted line); however, their seismograms are not able to display the 
same reflecting characteristics. Notably, the time delay for the gassy carbon-
ate (green rectangular box) is much larger than the water filled carbonate 
(blue rectangular box). Furthermore, the seismic reflections of their top 
boundaries are not very distinct. 

Figure 2b shows the 5-10 Hz reconstructed seismogram. Obviously, at 
low frequency, the top seismic reflection of the dry carbonate (�) layer is 
the weakest among �, �, and � layers, but the bottom seismic reflection is 
inverted. When comparing seismic events, the former layer � has more en-
ergy than the latter layer �. The boundaries of gassy and hydrous carbonates 
are very clear, in the rectangular box where strong energy groups are ob-
served. 

Figure 2c shows the 20-30 Hz reconstructed seismogram. At a middle 
frequency, the gas or fluid saturated carbonates contain weaker seismic re-
flection events than the other layers. In particular, the reflection energy of 
gassy carbonate is weakest among them. 

Figure 2d shows the 40-50 Hz reconstructed seismogram. It is well 
known that while the impedances change from high to low, the polarity of 
seismic events will be negative. As shown in Fig. 2d, at high frequency, the 
top troughs of layers � and � display the top boundaries clearly. 

For a prime example with clear contrast, from Fig. 2a, we select the 30th, 
55th, and 145th traces to decompose and reconstruct in the different fre-
quency zone. The selected three traces are related with the seismogram of 
the dry, gas-saturated and fluid-saturated carbonates respectively. Fig-
ure 3a-c shows that nearly all of the events have increased strength correlat-
ing to increased frequency with the exception of the original. Figure 3b 
shows that the top seismic reflections of the gassy carbonate become increas-
ingly clear with increased frequency, while Fig. 3c shows this feature of the 
hydrous carbonate to be inferior. 

Therefore, from the model testing results, we can draw the following 
conclusions: 
� the low-frequency reconstructed seismogram highlights the reflecting en-

ergy of the reservoirs, 
� the reflections of the gas-saturated and water-saturated carbonates are not 

strong in the middle-frequency reconstructed seismogram, 
� the high-frequency reconstructed seismogram outlines the layer bounda-

ries. 
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Fig. 3. Frequency-dependent seismic responses of the geological model: (a) recon-
structed seismogram of the unfilled carbonate, (b) frequency-dependent seismogram 
of the carbonate filled with gas, and (c) frequency-dependent response of the car-
bonate filled with water. 

3. APPLICATION  IN  GAS  RECOGNITION  OF  REEF  RESERVOIR   
IN  CHANGXING  FORMATION  OF  YUANBA  GAS  FIELD 

3.1  Sedimentary facies features 
Yuanba gas field is located in Sichuan Province in China, and is by far the 
most deeply buried marine gas field in China. Figure 4a shows the geo-
graphic location of Yuanba gas field. Changxing formation in Yuanba gas 
field is a representative formation combining reef and beach sedimentation. 
There are four sedimentary facies zones from northeast to southwest, namely 
continental shelf, slope, platform margin and open platform, respectively 
(Fig. 4b). In the early stage of Changxing’s formation, the southeastern sec-
tions of the reservoir consisted of open bench terrace sediment, the northeast 
of the reservoir was slope and land shed sediment, and the landform was 
generally flat. The thin biodetritus beach and sandstone beach developed at 
parts of the open bench terrace. However, the reservoir was not productive 
and is under deep water. In these zones, there are only scattered high energy 
biodetritus beach reservoirs in locally high areas. In the medium term of 
Changxing’s formation, the southwest portions gradually developed to a 
bench terrace edge, and produced thick, high energy biodetritus beach sedi-
ments which were widely distributed. In the later period of Changxing’s  
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(a) 

(b) 

 

 

Fig. 4. The geo-
graphic location 
and the sedimen-
tary facies of 
Yuanba gas field: 
(a) the geograph-
ic location of 
Yuanba gas field, 
and (b) the sedi-
mentary facies of 
Yuanba gas field. 

formation, the sediment topography changed greatly, and the organic reef 
began to develop at the margin of the continental shelf (Wang et al. 2012). 
The organic reefs in Changxing formation of Yuanba gas field mainly devel-
oped outside the bench terrace edge, and are distributed in a series of non-
connecting bands. With the reef rock filling constantly into the back, a shal-
low bench will be developed and mixed gradually in it. Therefore, the or-
ganic reef and the shallow bench sections offer the greatest potential 
reservoir zones above the Changxing formation. 
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3.2  Reservoir characteristics 
In Yuanba gas field, the Changxing formation consists of dolomite and lime-
stone. Petrophysical properties of dolomite are more favorable for gas reser-
viors than those of limestone. Autoclastic dolomite and aplite dolomite are 
important rock types for reservoir strata. The reef reservoir is formed of 
dolomitic residue and non-residue autoclastic solution pores, organic clastic 
limestone, and organic reef limestone. The beach reservoir mainly consists 
of gray solution pore dolomite and gray matter as well as residue autoclastic 
limestone dolomite. It also has non-dolomitic gray limestones formed of 
autoclastic, sandclastic, and conglomerate clastic. Notably, solution pore 
dolomite is the most likely rock type to contain the largest gas reserves. 

Statistics of core testing show that the porosity of Changxing formation 
reef reservoir is 0.23 ~ 19.59%, with the average of 4.06%, most of the 
values range between 2 ~ 5% (Fig. 5a), the permeability is 0.0028 ~ 
1720.7187 × 10–3 �m2, the main peak values are 0.01 ~ 0.1 × 10–3 �m2, 39% 
of samples’ permeabilities are smaller than 0.1 × 10–3 �m2, 44% of samples’ 
permeabilities are 0.1 ~ 10 × 10–3 �m2 (Fig. 5b). The porosities of most 
limestones are < 5%, but most of the permeabilities are > 1 mD, which indi-
cates that the fractures are the most important gas-bearing spaces. Changxing 
formation generally belongs to pore reservoirs and fracture-pore reservoirs. 

 

Fig. 5. The distributing histograms of organic reef reservoirs’ physical property in 
Changxing formation of Yuanba gas field: (a) porosity, and (b) permeability. N is 
the number of samples. 

3.3  Reef reservoir recognition 
The reef reservoir is a special kind of carbonate rock formation which has 
unique seismic reflecting characteristics in Yuanba gas field. On the outline 
of the reef body, the seismic response shows dome-shaped reflections. On 
the top of the reef, the seismic records appear to contain a “draping struc-
ture” within strong reflections. Seismic records internal to the reef present 
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discontinuous, chaotic or nearly blank refections. On the reef bottom, the 
seismic records appear with low elevation reflection response. On the flanks 
of the reef, some onlap reflections can be clearly identified. All of these 
characteristics help us to identify the shape and edge of the reef, and accu-
rately locate the position of reef reservoirs. However, according to the origi-
nal sesimic data, it is difficult to deeply analyze the internal structures and 
growth periods of reefs because of the negative influences of discontinuated, 
irregular, flat or blank reflections from the inner reef. So, we applied seismic 
wavelet decomposition and reconstruction technology to process the original 
seismic data. It is expected to determine the seismic frequency response laws 
of the organic reef and allow insight into the intenal structure of the reef res-
ervoir. 

This paper shows a case study in part of Yuanba gas field which is 
shown in the blue rectangle in Fig. 4b. The study has focused on the well 
YB103H, in which open-flow capacity is 751.6 × 104 m3/d. From left to 
right, Fig. 6 shows the well logs, the PSTM seismic data, and the recon-
structed seismic data. In Figure 6b, c, and d, from top to bottom, the blue 
curves T-cx-5x, T-cx-3x, and T-cx-down represent the bottoms of different 
strata in the Changxing formation. Above the blue curve T-cx-5x, the first 
wave peak corresponds to the reef’s top. The blue curve T-cx-3x shows the 
bottom of reef. The blue curve T-cx-down represents the bottom of the 
Changxing formation. The red arrow indicates mudstone strata overlying the 
reef. In the PSTM seismic data, the reflection events from the reef’s outline 
is clear, but the reflection events from the overlying strata and the reef’s in-
terior are irregular and complex which makes the prediction and recognition 
of reef reservoirs extremely difficult. After decomposing the original seismic 
data, we reconstructed new seismic data with different dominant frequencies. 

 
                                (a)                                   (b)                                      (c)                                           (d) 

Fig. 6. Well seismic calibration and PSTM seismic data comparison with their re-
constructed seismic data: (a) from left to right, well logs are natural gamma ray, 
density and acoustic logging curves respectively, (b) PSTM seismic data, (c) 25 Hz 
dominant frequency reconstructed seismic data, and (d) 45 Hz dominant frequency 
reconstructed seismic data. 
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Fig. 7. The comparative amplitude spectrums of the original, bandpass filtering, and 
reconstructed seismic data. 

The reconstructed seismic data with 25 Hz dominant frequency indicates that 
the mudstones covering and surrounding the reef are clearly identified. The 
reconstructed seismic data with 45 Hz dominant frequency, however, do not 
only clearly highlight the reflections from the reef’s outline but also the 
internal evolution sequence. Figure 6d shows two evolution ages of the reef 
which are enclosed by red and yellow frames, respectively. The reef devel-
oped from base to core and cap in one age, and evolved from core to cap in 
the other. Seismic reflections alone are not able to reveal the reef’s internal 
characteristics any further; however, the main evolution periods can be iden-
tified from them when combined with well logs. Therefore, by comparing 
the three seismic data sets, the reconstructed seismic data is more utilizable 
not only to predict the reef reservoir, but also to help us combine the well to 
seismic calibration information to improve the recognition precision of the 
reef body. 

Figure 7 shows the amplitude spectra of the original PSTM seismic data 
(dark line), the reconstructed seismic data with 25 and 45 Hz dominant fre-
quency (blue and red lines, respectively), and the band pass filtering seismic 
data with 25 and 45 Hz center frequency (blue and red dash lines, respective-
ly). By comparing the amplitude spectra of the reconstructed seismic data 
with that of the band pass filtering with the same frequency, both of frequen-
cy amplitude spectra are similar. Thus, the residual error of reconstructed da-
ta is negligible. 
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(a)                                                              (b) 
Fig. 8. Comparison of coherent attributes along T-cx-5x horizon between PSTM da-
ta and reconstructed PSTM data in Yuanba gas field: (a) coherence calculated by 
original seismic data, and (b) coherence calculated by 45 Hz dominant frequency re-
constructed seismic data. 

A seismic coherence attribute is usually used in fracture prediction. It is 
also useful for studying the reef-beach fracture-pore reservoirs in Changxing 
formation of Yuanba gas field. Figure 8 shows coherence attributes extracted 
from the original seismic data and the 45 Hz dominant frequency recon-
structed seismic data on the T-cx-5x horizon in Yuanba gas field. Further-
more, the darker the color, the more probability of the developing fractures. 
On the T-cx-5x horizon in Changxing formation, the reservoir’s spatial dis-
tribution can be highlighted by the coherence attributes which are circled by 
a red dotted line frame. However, when contrasting in Fig. 8 panels (a) with 
(b), it is evident that the latter has higher resolution than the former. In addi-
tion, in the area where the reef reservoir is circled by a blue dotted line 
frame, the abnormal coherence attribute of the latter is stronger than the for-
mer, and reveals the superior quality of the reef reservoir in which the coher-
ence is poor and the probability of fracture growth higher. 

In addition to coherence, the Root Mean Square (RMS) amplitude is an-
other useful attribute to identify the reef. Figure 9 shows the RMS ampli-
tudes of T-cx-5x horizon in Yuanba gas field. Figure 9a illustrates the RMS 
amplitudes calculated from the original seismic data and Fig. 9b shows the 
RMS amplitudes calculated from the 45 Hz dominant frequent reconstructed 
seismic data. Inside the blue dotted line frame, the red areas are considered 
to be the reefs. By comparing panels (a) with (b), it is easy to see that the lat-
ter describes the spatial distribution of reef reservoir more clearly than the 
former. In the layout chart of the T-cx-5x horizon, the well YB103H in 
Yuanba gas field lies in the reservoir zone extending from northwest to  
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(a)                                                                              (b) 
Fig. 9. Comparison of RMS amplitude attributes along the T-cx-5x horizon between 
PSTM seismic data and reconstructed seismic data in Yuanba gas field: (a) RMS 
amplitude calculated by original seismic data, and (b) RMS amplitude calculated by 
45 Hz dominant frequency reconstructed seismic data. 

southeast, having the same growth orientation as the reef zone. Although 
both, (a) and (b), can clearly describe the spatial distribution of a high qual-
ity reef reservoir, the latter can describe the inner boundary of the reef reser-
voir in more detail than the former, which is circled by the black dotted line 
frame. 

Despite the reservoirs of Changxing formation in Yuanba gas field being 
very tight, the reef’s porosity is relatively high, and its fractures are well de-
veloped, which is advantageous for hydrocarbon accumulation and migra-
tion. Notably, the reef reservoir has critical factors for spatial distribution of 
gas, reserves, and production. After comparing and analyzing the original 
and reconstructed seismic data, the results show that the reconstructed data 
can effectively highlight characteristics of seismic reflections within the reef 
reservoirs which allow in-depth analysis and understanding of their spatial 
distribution, internal structure, and evolution. 

The RMS amplitude ratio of reconstructed data can also be applied to 
further understand the identified reef reservoirs. Figure 10 shows the RMS 
amplitude ratio of the 8 and 45 Hz reconstructed seismic data in Yuanba gas 
field, which can be used to distinguish between the strata consisting of gas-
water or purely gas. In Figure 10, black shows the original seismic profile, 
and the red-yellow-green-white represents the RMS amplitude ratios from 
small to large. In the location of well YB103H, the reef reservoir top where 
fractures and pores grow well is mainly within the gassy strata (indicated by 
red arrows) which spread along the reef widely. The gas-water stratum is 
very narrow and lies in the bottom of reef cap showed in the white area be- 
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Fig. 10. Original seismic data and RMS amplitude ratio of 8 and 45 Hz reconstruct-
ed seismic data in Yuanba gas field. 

tween red arrows. These results prove that the RMS amplitude ratio of re-
constructed data is useful in solving the technical challenges of recognizing 
reef reservoirs’ gas within the Changxing formation in Yuanba gas field. 

To sum up, in Changxing formation, the gas prediction results based on 
the reconstructed data fit exactly with the logging results of well YB103H. 
Hence, the reconstructed data perform well for understanding the properties 
of the organic reef, and provide important evidence for highly productive 
reservoir prediction and gas recognition. Consequently, it is an extremely 
useful method in gas exploration and development. 

4. CONCLUSION  
In Changxing formation of Yuanba gas field, the applications of wavelet de-
composition and reconstruction technology for reef reservoirs identification 
show that: 
� the reconstructed seismic data of middle to high frequency (about 25 Hz) 

can highlight the mudstone overlying the reef, and exactly describe the 
reef’s outline; 

� the reconstructed seismic data of high frequency (about 45 Hz) can iden-
tify the reef’s internal characteristics, such as the spatial distribution of 
the reef and in situ fracture development; these factors are paramount in 
order to recognize the reef’s evolution history and predict the highly pro-
ductive zones of the reservoir; 

� by combining the low and high frequency reconstructed seismic data, we 
can effectively and efficiently determine spatial distribution of the gas 
reservoir. 
In short, the wavelet decomposition and reconstruction technology can 

be successfully applied in reef reservoir prediction and gas recognition, 
proving that the technology is an extremely useful tool with promising po-
tential applications to assist in future gas exploration and development. 
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A b s t r a c t  

Subsalt exploration for oil and gas is attractive in regions where 3D 
seismic depth-migration to recover the geometry of a salt base is diffi-
cult. Additional information to reduce the ambiguity in seismic images 
would be beneficial. Gravity data often serve these purposes in the petro-
leum industry. In this paper, the authors present an algorithm for a gravi-
ty inversion based on Tikhonov regularization and an automatically 
regularized solution process. They examined the 3D Euler deconvolution 
to extract the best anomaly source depth as a priori information to invert 
the gravity data and provided a synthetic example. Finally, they applied 
the gravity inversion to recently obtained gravity data from the Bandar 
Charak (Hormozgan, Iran) to identify its subsurface density structure. 
Their model showed the 3D shape of salt dome in this region. 

Key words: gravity inversion, base salt, Tikhonov regularization, Euler 
deconvolution, Bandar Charak. 

1. INTRODUCTION 
Subsalt exploration for oil and gas is attractive in regions where 3D seismic 
depth-migration to identify the geometry of the salt base is difficult. The 
complexity of the seismic ray paths and the lack of sufficient seismic energy 
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penetrating the salt make identifying the salt base difficult because of the 
complex shape of the salt and the high impedance contrast with the sur-
rounding sediments. This problem may lead to poor imaging and inaccurate 
interpretations of subsalt geological structures. Additionally, 3D seismic data 
processing, particularly 3D seismic depth migration, which must be itera-
tively performed, is costly. 

Additional information reduces the ambiguity in seismic images and 
helps speed up the iterative migration process. Model building would also be 
beneficial. Gravity data serve these purposes in the petroleum industry 
(Cheng 2003). The gravity method was the first geophysical technique, and 
it is used in oil and gas exploration. Despite being eclipsed by seismology, it 
has continued to be an important and sometimes crucial constraint in a num-
ber of exploration fields. In oil exploration, the gravity method is particularly 
applicable in salt provinces, over thrust and foothills belts, underexplored 
basins, and targets of interest that underlie high-velocity zones. The gravity 
method is frequently used in mining to map subsurface geology and to calcu-
late reserves for some massive sulfide ore-bodies. In addition, there is a 
modest increase in the use of gravity techniques in specialized investigations 
for shallow targets, and these techniques are also applied in archeology, hy-
drogeology, and geothermal studies (Saibi et al. 2008). Data reduction, fil-
tering, and visualization, together with low-cost, powerful personal 
computers and color graphics, have transformed the interpretation of gravity 
data. Euler and Werner deconvolution depth and edge estimation techniques 
can help define the lateral location and depth of isolated faults and bounda-
ries from gravity data. Complex geology with overlapping anomalies arising 
from different depths can limit the effectiveness of deconvolution fault-
detection results (Nabighian et al. 2005, Toushmalani 2011). 

Mapping the Earth’s structure in two and three dimensions is being ad-
dressed through various inverse techniques. Many researchers prefer inverse 
methods to forward modeling methods because they offer quantitative solu-
tions that can be determined more often than the trial-and-error approach of 
forward modelling (Toushmalani and Saibi 2014). 

Researchers are working on the inverse gravimetric problems to seek an 
operator to act on observed gravity data and return a subsurface density dis-
tribution that can generate the observed field. Li and Oldenburg (1998) pre-
sented a 3D inversion of gravity data and Li (2012) discussed the recent 
advances in 3D generalized inversion of potential-field data. 

1.1 All types of operators 
Some researchers assume a known density contrast and design nonlinear op-
erators to determine the geometry of the source. Wavenumber domain meth-
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ods have proven effective to determine the depth to a particular density inter-
face, despite the difficulties associated with wavenumber domain transfor-
mations. These types of methods are less effective in determining full 3D 
solutions with multiple sources and varying density contrasts. 

Other researchers use an approach similar to the one presented in this re-
search. This approach solves the unknown density distribution by applying a 
linear operator to the data. Linear space domain operators are designed by 
fixing the geometry of the sources, usually by dividing the source volume in-
to a number of elementary shapes, and allowing the density of the cells to 
vary. The linear approach is effective to determine the nature of small-scale 
geological features when given reasonable starting models. Recent ad-
vancements in computational power have made it feasible to use for regional 
problems as well. 

The previously discussed methods are based on combining linear, spa-
tial, and wavenumber domain calculations. These methods are strongly de-
pendent on the variance of the initial model and advise users to run the 
program with different variances and initial models before making any geo-
logic interpretation (Bear et al. 1995). 

In this paper, the authors present an inverse method to derive objective 
3D density distributions given map gravity data. The researchers used an ap-
propriate estimate for the error on the right side, which can be determined 
automatically by projecting the rows of the matrix onto the “usable” rows of 
an orthogonalized version of the system based on the regularized solutions 
for an ill-conditioned system (Jones 2006). 

It is difficult to obtain high-resolution images using a 3D gravity inver-
sion, because the problem is extremely underdetermined (i.e., there are too 
many model parameters). To reduce the number of model parameters, a 3D 
gravity inversion scheme using Euler deconvolution as a priori information 
was proposed (Rim et al. 2007). 

This paper is organized as follows: First, the Euler deconvolution meth-
od is described. Second, the “usable” rows of an orthogonalized version of 
the system based on regularized nonnegative solutions for an ill-conditioned 
system is discussed. Then, the techniques are applied to the solution of a 
general linear inverse problem. Finally, synthetic examples and a field data 
example are provided. 

1.2 Euler deconvolution technique 
Euler deconvolution is a technique that uses potential field derivatives to im-
age the subsurface depth of a magnetic or gravity source (Thompson 1982, 
Hsu 2002). Mushayandebvu et al. (2001) described the 3D space Euler’s de-
convolution equation as 
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where (x0, y0, z0) is the coordinate position of the top of the body, z is the 
depth measured (positive is downward), x is the horizontal distance, �g is 
the value of the residual field, and N is a structural index. The structural in-
dex is a measure of the rate of change or fall off rate with the distance of a 
field. Therefore, it is a function of the geometry of the causative bodies. The 
magnetic field of a point dipole falls off with the inverse cube with an index 
of three, while a vertical line source gives an inverse square field fall off and 
an index of two. Extended bodies form assemblages of dipoles and will have 
indices ranging from zero to three (El Dawi et al. 2004, Reid et al. 1990). 

If �gi is the residual gravity field at a point in a gravity survey, with the 
point measured at (x, y, z) and the coordinate position of the top of the body 
(x0, y0, z0), then Eq. 1 can be written as 
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By calculating the horizontal and vertical gradients of the field, Eq. 2 on-
ly has three unknowns x0, y0, z0, and N. The first three describe the location 
of the body. Many simultaneous equations can be obtained for various 
measurement locations, which yield one matrix equation (Hansen and Suciu 
2002). 
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The least squares method can be used to obtain the unknowns x0, y0, and 
z0 if the structural index N is known. The Euler deconvolution method is 
used to estimate the depth and form of an anomaly, gravity and magnetic re-
sources, the value of two factors of the Structural Index (SI) and the width of 
moving window size (W size). These values are sometimes determined by 
the interpreter using previous experience or regional geology, because they 
are not always clear. In this section, despite previous works, two loops were 
included in codes written in Matlab. In the first loop, all Structural Index (SI) 
values of sets of 0-3, with an increase of 0.5, were included. In the second 
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loop, moving window size (W size) odd values of 3-19 with an increase of 2 
were included. All possible depths were extracted. Analyzing histograms of 
all z values showed that accepted values are the most frequent regarding the 
depth of model (Toushmalani and Hemati 2013). 

2. METHODOLOGY 
The authors addressed the gravimetric problem by assuming that the Earth 
can be represented by a finite number of rectangular blocks. This parame-
terization allows us to calculate the gravitational attraction caused by each 
block. The sum of the contributions from each of the individual blocks pro-
duces the observed gravity field (Fig. 1). 

The gravity observed at any station (+) can be calculated by summing 
the contributions from each block at any point in question (Bear et al. 1995). 
The vertical gravitational attraction of a homogeneous body of an arbitrary 
shape can be shown as 

 
2 2 2

2 2 2 3/ 2
1 1 1

( , , ) ,
( )

a b c

z
a b c

cdadbdcg x y z
a b c
�/�
� �2 2 2  (4) 

where 

 
1 1 2 2 1 1 2 2 1 1 2 2, , , , , ,i i i j j j

i i i i i ia u x a u x b v y b v y c w z c w z� 
 � 
 � 
 � 
 � 
 � 
  

gz (x, y, z)  is the vertical gravitational attraction at (x, y, z)  resulting from 
the homogeneous body, � is the universal gravitational constant, and 
 is the 
density of an elementary mass within the body. The location of the mass is 
(u, v, w). We evaluated Eq. 4 for a right rectangular prism. The integral can 
be expressed in elementary form as 

Fig. 1. Parameterization of the Earth model as rectangular blocks. 
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The edges of the j prism are parallel to the reference axes, and the limit-
ing coordinates for its volume are 1

ju , 2
ju  for the x coordinate, 1

jv , 2
jv  for the 

y coordinate and 1
jw , 2

jw  for the z coordinate (negative downward). The 
anomalous bodies responsible for observed gravity anomaly will be deter-
mined as a composition or accretion of prismatic cells with an assigned den-
sity contrast. Equation 5 is the product of the density of the block and a 
constant Aij (the term in square brackets in Eq. 5), whose value is determined 
by the geometry of the block and its relation to the observation point. It is 
written as: 

 
1

.m
i ij jj

g A P
�

� �  (7) 

	The difference between the theoretical values calculated th
ig  from Eq. 5 

and the observed gravity values obs
ig  at any observation point can be calcu-

lated. However, before this work: 
� The gravity values calculated for initial density structure at points �i are: 

 
1

.mo o
i ij jj

g A P
�

� �  (8) 

� In second step, a better model will be obtained by adding an additional 
density contrast ��j (maybe positive value ��+ or maybe negative value 
��–) to the initial values o

ig . 
� To obtain the final model, a linear regional trend is then adjusted 
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where po, px, and py are unknown simple regional trend (linear for in-
stance) coefficients. In the next step, 

 
1

.
m

i ij j
j

g A P. .
�

� �  (10) 

The geometry of the sources remains fixed, so the geometric gravitation-
al coefficients are constant (Aij) or n map observations and m prisms in the 
earth model. A system of linear equations can be formed as:3
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The differential density is the only unknown in Eq. 11. The goal of the 
inversion is to estimate the differential density for each block (prism). Some 
researchers assumed a known density contrast and designed nonlinear opera-
tors to determine the geometry of the source. The wave number domain 
methods have proven effective to determine the depth to a particular density 
interface, despite the difficulties associated with wave number domain trans-
formations. These types of methods are less effective in determining full 3D 
solutions with multiple sources and varying density contrasts. Other re-
searchers used an approach similar to the one that is presented in this paper. 
This approach solves the unknown density distribution by applying a linear 
operator to the data. Linear space domain operators are designed by fixing 
the geometry of the sources, usually by dividing the source volume into a 
number of elementary shapes and allowing the density of the cells to vary. 

The linear approach was effective in determining the nature of small-
scale geological features when given a reasonable starting model. Recent ad-
vances in computational power have also made it feasible to use on regional 
problems. Methods are typically based on combining linear, spatial, and 
wave number domain calculations. These methods are strongly dependent on 
the variance of the initial model. Users are strongly advised to run the pro-
gram with different variances and initial models before making any geologic 
interpretation (Bear et al. 1995). 

Equation 11 can be rewritten in matrix form as: 
 ,�g A �  (12) 

where A is an n × m matrix of geometrical coefficients, g is an n-length dif-
ferential gravity vector, and � is an m-length vector of unknown perturba-
tions. 
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When performing Tikhonov or similar types of regularization of ill-
conditioned linear systems, a free parameter � must be determined. Common 
techniques, such as using L-curves, are somewhat daunting for non-experts, 
and automated methods of choosing � have not been widely applied. A given 
choice of � implies a corresponding residual for the resulting regularized sys-
tem. An appropriate residual is easily determined from the error level on the 
right side if that is known. 

Software solutions available in various forms at  www.rejonesconsulting. 
com  solve this general linear problem: 

Ax = b    (ordinary equations),  
Ex == f  (equality constraints),  
Gx � h   (inequality constraints), 

where A has m rows and n columns; Ax = b  may be underdetermined, 
squared or over-determined (that is, m < n,  m = n, or  m > n);  Ax = b  may 
be ill-conditioned and/or singular. 

The SVD of A is  A = USVT.  In the absence of the small elements in S, 
the natural solution is  x = VS–1UTb. 

Applying the equality and inequality constraints are necessary because of 
the NNLS algorithm in Lawson, which is well known and will not be pre-
sented here. 

The interesting part of the solution process is determining a regulariza-
tion parameter to apply to the ordinary equations when they are ill-condition- 
ed and no good error estimates are available for bi. We obtained the parame-
ter � to use when we add the following equations to the system  Ax = b: 

 
0 ,��Ix  

where I is an identity matrix of size n by n. 
Adding these equations is typically referred to as Tikhonov regulariza-

tion. Determining a value for � automatically (or even manually) is difficult. 
We found that this can be done by examining the Picard Condition Vector, 
or p, where  VTx = S+UTb = p  (S+ is the same as S–1, except zero is used 
when Si is zero). 
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The Discrete Picard Condition says that for a good solution, one should 
expect the coefficients in p to decline toward zero. In ill-conditioned prob-
lems, the Discrete Picard Condition is violated. We developed heuristics to 
detect where to pick the index in p to declare that the condition was violated. 
The number of elements of p before the rise was called the “usable rank” and 
was labeled u. We then estimated the average error in b as follows: if SU was 
the same as S–1, except for the rows beyond  i = u, it was set to zero. We then 
computed xU, the more truncated SVD solution, for x:  

 .U U Tx VS U b�  

The residual vector r is then: 

 � 
Ur Ax b  
and 

 2

1

1 .
i m

i
i

r
m u

�






�

 �  (14) 

We estimated that the average error or standard deviation (�) in the orig-
inal bi to be the root-mean-square of the elements of r. It is, however, divid-
ed by the number of unused rows, m-r, rather than by the number of 
elements, m. Next, � is determined by applying the “discrepancy” method. � 
is then adjusted until the solution to the regularized problem has the same 
norm of the residual vector as xU. The value of � is then used to apply the 
equality and inequality constraints (Lawson and Hanson 1995). Geophysics 
articles and references divide the study area into a set of prisms (Pick et al. 
1973), which are selected from the Bear article, but with a difference. In the 
majority of articles (possibly in all of the articles), the minimum and maxi-
mum depths are not clear. In this article, however, they were calculated us-
ing the Euler deconvolution method.  

A code was written in MATLAB that receives data and divides it into a 
set of prisms, meaning that the desired area, Xmin to Xmax, Ymin to Ymax, and 
Zmin to Zmax, is divided into a set of prisms with same dimensions. The num-
ber and dimensions of the prisms can be changed as desired. According to 
the MATLAB programming language, the area can be simply and quickly 
divided into 100 000 prisms. The linear operation in  g = A�  was used ac-
cording to Bear et al. (1995). The solution of the equation is completed ac-
cording to the Tikhonov and Lovenberg-Marqurdt methods, which deter-
mines the amount of . In this paper, the Autoreg method was applied to de-
termine the most appropriate amount of . This was the first time this meth-
od was applied to solve a geophysics and gravity problem. By achieving the 
best  and solving the previously discussed equation, the density contrast of 
all prisms was obtained. 
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Fig. 2. The main flow chart of a 3D inversion algorithm of gravity data. 

The next code section investigated the densities. After solving the equa-
tion using the previously mentioned methods for the code, the amount of a 
density contrast was obtained. The author looked for prisms with 400 density 
contrasts. After running the MATLAB code, the range of the cubes for the 
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study were specified. By devoting a trivial percent of error, 395 (minimum) 
and 405 (maximum), the differences can be determined. The code investi-
gated all the prisms. The prisms with the discrepancy were then determined. 
They are depicted first in 3D diagram, and then in different 2D forms. Cubes 
of prisms with density discrepancies of –0.2 g/cm3 were identified because 
the density of the region is between 2.3 g/cm3, and the salt density is 
2.1 g/cm3. In this case, prisms with this density discrepancy are depicted. 
The flow chart of the methodology is shown in Fig. 2. 

3. APPLICATION  TO  SYNTHETIC  DATA 
A buried anomalous structure is composed of two bodies that are character-
ized by a density contrast of 0.4 g/cm3 with respect to the non-anomalous 
subsurface matter and, more or less, aligned along the X axis (Camacho et 
al. 2000, 2002, 2011). Figure 3 shows this structure. The anomalous masses 
and mass centers of these bodies are: body 1 with a mass of 264 × 1011 kg 
and a depth to its center  Z1 = –134 m  and body 2 with a mass of 360 × 1011 kg 
and a depth to its center  Z2 = –360 m. 

First, three-dimensional Euler deconvolution was applied to the model 
data. Most of the Euler solutions occurred in the vicinity of models (depth 
range between 0 to 500 m). The inversion constructed model spaces within a 
certain distance of the Euler solutions, and then searched systematically in 
those spaces. 

The two L geometrical bodies with a positive density contrast of 
0.4 g/cm3 appear at different depths (Figs. 4-6). 

First, we applied the 3D Euler deconvolution method to the synthetic 
model data. Most of the Euler solutions occurred in the vicinity of models 
with depths ranging between 0 and 500 m. Then, the model was divided into 
960 prisms with dimensions of 200 × 200 × 50 m  in the x, y, and z directions, 
respectively. 

Fig. 3. Representation of original anomalous structures for first simulation test 
(Camacho et al. 2002). 
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Fig. 4. Simulation example: contour map of altitudes ranging from 0 to 229 m and 
locations of 420 stations covering an area with a 2000 m diameter with a step of ap-
proximately 100 m (Camacho et al. 2002). 

Fig. 5. Gravity anomaly due to anomalous bodies in Fig. 3 with anomalous density 
contrast of 0.4 g/cm3 at the stations in Fig. 4 (Camacho et al. 2002). 

Using the formula of Nagy et al. (2000), a coefficient matrix (prism 
gravity effect) was calculated, resulting in a 420 × 540 array matrix (being 
composed of 420 Bouguer anomaly measuring points and 540 prisms). Us-
ing the developed algorithm, all prisms with density contrasts of 0.4 g/cm3 
were obtained and are shown in Figs. 7 and 8. It is noticeable that if the in- 
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Fig. 6. 3D depth estimation of model with Euler deconvolution. 

Fig. 7. 3D results of the inversion of gravity data from the synthetic model (green 
cubes represent prisms with a density contrast of 0.4 g/cm3). 

tended model is a combination of two or more objects with different density 
contrasts, we can do the search as many times as we wish using this method 
and depict the results each time in separate forms. Considering the intended 
model and the results achieved, this method can forecast the intended model 
with an acceptable rate; such a forecast includes the real depth and form of 
the anomaly source. 
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Fig. 8. All 2D views of the gravity inversion results from the synthetic model (green 
cubes represent prisms with a density contrast of 0.4 g/cm3). 

4. APPLICATION  TO  REAL  GRAVITY  DATA 
The case study is the Bandar Charak (also known as Dehnow) region, lo-
cated in southern Iran (Fig. 9a). A common method to determine the 
Bouguer density value as a random variable independent of topographic al-
ternations was introduced by the Nettleton algorithm. During the correction 
processes, unexpected errors may occur. For example, the folded region of  
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Fig. 9: (a) Elevation map from Shuttle Radar Topographic Mission (SRTM) data 
showing the location of the study area in Iran; and (b) geologic map of the study  
area. 

Zagros is a result of crustal thickening processes in the southern regions 
ofIran. Sedimentary sequences in the Charak-Namakin anticlines are impor-
tant geological units that have been selected for oil prospecting by the Na-
tional Iranian Oil Company. 

Gravimetric data sets were acquired at 776 stations by the National Ira-
nian Oil Company through systematic land surveys. The main target areas 
along the Charak-Namakin salt domes are geographically located between 
54.00-54.30 degrees longitude and 27.00-28.45 degrees latitude. Both the 
Asmari (Oligocene) and Pabdeh-Gurpi formations (early Cenozoic) contain 
limestones with gray marl intercalations, which is a potentially valuable 
facies for hosting hydrocarbon reservoirs under ascending movements of the 
Paleozoic formations in diapiric systems. The Hormoz series (Cambrian), 
containing gypsum and other related evaporates, traps oil volatiles that mi-
grated to the nearby permeable brecciaed structures. The optimum Bouguer 
density is determined to only relate to the Charak geological impressions, 
which associates a number of gravimetric anomalies with the probable oil 
trap locations. This means that Bouguer anomalies are appropriate for densi-
ty estimations using statistical techniques. The author applied this technique 
in the Bandar Charak (Hormozgan-Iran) with various geological/geophysical 
properties. These inversion results are comparable to both values obtained 
from density logs in the mentioned area and other methods, such as fractal 
methods.  

The study area is surrounded by the cities of Ashkenan, Ahal, Boochir, 
Hamiran, Hashniz, and Kemeshck. The Tabnack gas structure is located to 
the west of this district. The area can be accessed through Asalouie (Bandar 
Lengeh, Lamard, and Ashkenan-Gavbandy roads) and has a very harsh to-
pography with mountains and valleys. The climate is very hot and wet dur-
ing the summer and average during the winter. 
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Geologically, Dehnow is a part of the Fars sedimentary basin in south-
east Iran. Salt outcrops can be recognized at two points in the Dehnow anti-
cline. The Khamy formation and Bangestan group are the oldest geological 
structures in the area that have outcrops. Younger structures are Aghajary, 
Mokhtari, Mishan, Gachsaran, and Asmary. Dominant structures trend 
northwest-southeast. The Dehnow anticline is located between the Hendu- 
rabi and Razak faults. These faults are almost perpendicular to the Dehnow 
anticline. Taking the combined geological-residual gravity contour map into 
account, the Dehnow anticline trends northwest-southeast. 

A low gravity anomaly is located in the southeast of the anticline in the 
salt outcrop. A basic study of the geology of the area, a detailed investigation 
of the structural features (such as faults associated with the Dehnow anti-
cline) and the application of geophysical techniques and other exploration 
methods is necessary to investigate the subsurface extension of this anticline 
and to identify the salt plug intrusion into the anticline. Gravity anomalies 
are the result of the interference among geological sources with different 
shapes, densities, and depths. Linear anomalies in geophysical maps, which 
may correspond to buried faults, contacts, and other tectonic and geological 
features, are particularly interesting for geologists. Most short-wavelength 
anomalies are caused by near-surface contacts of rocks that have density 
contrasts (Esmaeil Zadeh et al. 2010). Table 1 shows the density determina-
tion by sampling and system measurements in the Charak region, and Fig. 9b 
shows the geological map of Charak area. 

Fig. 10. Bouguer gravity map of the study area. 
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Table 1 
Density determination by sampling and system measurements in the Charak region 

(National Oil Company of Iran, reported by Farmani 2003) 

Sampling 
number 

Coordinate [deg.] 
Stratum Lithology Density 

[g/cm3] Longitude 
[deg-min-s] 

Latitude 
[deg-min-s]

L18 

54-36-48.2 26-31-48.6 Bakhtiari 
formation 

Conglomerates 
and sandstone 

1.87 
L18 1.90 
L18 1.90 
L19 1.89 
L19 1.86 
L20 

54-17-13.1 26-47-46 Mishan 
formation Green marl 

2.14 
L20 2.12 
L21 2.13 
L22 2.07 
L22 2.14 
L23 

54-16-57.4 26-48-5.9 Aghajari 
formation 

Sandstone  
and marl 

2.03 
L24 2.02 
L25 2.04 
L26 

53-38-17.8 27-5-2 
Bangestan 

group Limestone 

2.45 
2.39 

L26 2.41 
L27 2.45 

2.39 
L28 2.44 

2.43 
L29 2.43 
L30 

53-38-18.6 27-4-57.3 
2.43 

L31 2.45 
L32 2.44 
L35 

53-37-43.3 27-4-18.3 
Asmari – 
Gurpi for-

mation 

Limestone – 
gray marl 

2.36 
L36 2.32 
L37 2.32 

Note: The mean density of the region is 2.3 g/cm3. 

The Bouguer gravity map of Bandar Charak region is presented in 
Fig. 10. The gravity anomalies range from –51.5 to –38.5 mGal. The 3D 
depth model of the study area is shown in Fig. 11. The 3D and 2D inversion 
results of the measured gravity data from the study region case using the de-
veloped algorithm are presented in Figs. 12 and 13, respectively. 
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Fig. 11. 3D depth estimation with Euler deconvolution from the study area. 

Fig. 12. 3D gravity inversion result of the case study area (green cubes represent 
prisms with a density contrast of –0.2 g/cm3). 

For the real case study, the minimum and maximum depths were calcu-
lated between zero and 4000 m using the Euler deconvolution method. Af-
terwards, the study area was divided into prisms with dimensions of 
2000 × 2000 × 200 m  in the x, y, and z directions, respectively. 

Using the developed 3D gravity inversion algorithm, all prisms with 
density contrasts of –0.2 g/cm3 were detected and are shown in Figs. 12 and 
13. In fact, prisms with such a density contrast are indicative of the figure of  
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Fig. 13. All 2D results of the gravity inversion of the case study area (green cubes 
represent prisms with a density contrast of –0.2 g/cm3). 

the salt dome situated within the study area, making these results compatible 
with the research findings from geological (Bosak et al. 1998) and geophysi-
cal investigations (Esmaeil Zadeh et al. 2010) in the study area. 

5. CONCLUSIONS 
When performing Tikhonov’s or similar types of regularization of ill-
conditioned linear systems, a free parameter � must be determined. A given 
choice of � implies a corresponding residual for the resulting regularized sys-
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tem. An appropriate residual is easily determined from the error level on the 
right side if it is known. This paper uses an estimate for the error on the right 
side that can be determined automatically by projecting the rows of the ma-
trix onto the “usable” rows of an orthogonalized version of the system. Thus, 
the problem of picking � is transformed into a problem of picking a “usable 
rank” at which to split the orthogonalized system. In this paper, the top of 
the salt and a part of the base of salt are not assumed to be accurately im-
aged. The densities of the background sediments, and thus the density con-
trast of the salt body, are assumed to be known. To estimate the depth of the 
top and bottom of the base of the salt, we used Euler deconvolution. We 
used this depth as a priori information in the inversion gravity procedure. 
Our 3D model shows the shape of the salt dome in this area. 
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A b s t r a c t  

An automatic inversion using ridge regression algorithm is devel-
oped in the space domain to analyze the gravity anomalies of sedimen-
tary basins, among which the density contrast decreases with depth 
following a prescribed exponential function. A stack of vertical prisms 
having equal widths, whose depths become the unknown parameters to 
be estimated, describes the geometry of a sedimentary basin above the 
basement complex. Because no closed form analytical equation can be 
derivable in the space domain using the exponential density-depth func-
tion, a combination of analytical and numerical approaches is used to re-
alize forward gravity modeling. The depth estimates of sediment-
basement interface are initiated and subsequently improved iteratively by 
minimizing the objective function between the observed and modeled 
gravity anomalies within the specified convergence criteria. Two gravity 
anomaly profiles, one synthetic and a real, are interpreted using the pro-
posed technique to demonstrate its applicability.  

Key words: gravity anomaly, exponential density contrast, automatic in-
version, space domain, sedimentary basin. 
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1. INTRODUCTION 
Gravity method plays an important role in the studies related to sedimentary 
basin modeling because detectable gravity anomalies can be observable on 
the surface of the Earth due to the presence of significant density contrast be-
tween sediment infill and the underlying basement. These observed gravity 
anomalies, considered to have been made on topographic elevations, can be 
modeled to decipher the geometry of the basement structure below the sedi-
mentary load. Due to deficit in density of sedimentary rocks with the under-
lying basement complex, negative gravity anomalies are usually observed 
over sedimentary basins. It is well-known that the interpretation of gravity 
anomalies for subsurface density structure(s) is a non-unique problem, be-
cause the surface gravity anomalies can be explained by a variety of mass 
distributions at different depths (Blakely 1995). Such an ambiguity in gravity 
interpretation is often tackled by assigning a mathematical geometry to the 
anomalous mass with a known density and then to invert the anomalies for 
the unknown parameters such that the estimated structure is geologically 
sensible. Using a priori information in model space (derived from drilling/ 
other geophysical data) would further reduce the degree of uncertainty in in-
terpretation. 

Many 2D indirect methods (forward modeling) are available to compute 
the gravity anomalies of geological sources with uniform density (e.g., Won 
and Bevis 1987, Singh 2002). However, these forward modeling techniques 
find limited application in analyzing gravity anomalies of sedimentary basins 
because the parameters describing the structure are not known in advance. 
Bott (1960) and Murthy and Rao (1989) proposed direct methods of interpre-
tation to solve the structures of sedimentary basins from the observed gravity 
anomalies, where the cross-section of a sedimentary basin was viewed as a 
collage of vertical prisms, all having equal widths and uniform density. 
However, the assumption of uniform density for sedimentary rocks is seldom 
valid in reality (Abdoh et al. 1990, Abbott and Louie 2000, Chakravarthi 
2003, Gómez-Ortiz et al. 2005, Mantlík and Matias 2010, Kadima et al. 
2011). Cowie and Karner (1990) demonstrated that the density-depth curves 
constructed for different stratigraphic units in sedimentary basins from 
measured well density logs exhibit a range of densities but the mean sedi-
ment density clearly increases with depth with the highest rate of increase in 
the top few kilometers. Such a variation of density with depth can be effec-
tively simulated by an exponential density function if differential compac-
tion is assumed to be the most important diagenetic process in the evolution 
of sedimentary basins (Cordell 1973, García-Abdeslem 1992). Hence, the 
use of exponential density-depth function in the analysis of gravity anoma-
lies of sedimentary basins often paves the way for more reliable interpreta-
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tions. However, it becomes a strenuous task to accommodate exponential 
density variation in the existing forward modeling schemes, including some 
of the available commercial software such as GM-SYS (Northwest Geophys-
ical Associates 2004), because large numbers of constant density bodies are 
required to adequately explain the same density structure (Zhou 2013).  

Direct modeling methods are being developed to analyze the gravity 
anomalies of sedimentary basins using the exponential density-depth func-
tion. Because of the fact that no closed form analytical equations can be de-
rivable in the space domain for the gravity anomalies with an exponential 
density function, many algorithms perform forward modeling in the frequen-
cy domain and then transform the anomalies back to the space domain for 
further analysis. For instance, Cordell (1973) developed a recursive method 
made use of both the gravity field and its vertical derivative (determined by 
convolution in discrete Fourier series) to solve the structure of a sedimentary 
basin from observed gravity anomalies. Granser (1987) had calculated the 
gravity effect of a structure based on series expansion, the numerical evalua-
tion of which was performed by fast Fourier transform. Chai and Hinze 
(1988) proposed methods to analyze both profile and two-dimensional gravi-
ty data, where the forward modeling was realized in the wave number do-
main followed by its conversion to the space domain by a shift-sampling 
technique. Rao et al. (1993) derived Fourier transforms of gravity anomalies 
of some simple geometric models with exponential density contrast and used 
them in the analysis of the gravity anomalies of sedimentary basins; howev-
er, these strategies likely to yield unreliable interpretations when the sedi-
ment-basement interface has major undulations as in the case of the San 
Jacinto graben, California. The method developed by Rao and Rao (1999) 
also involved the calculation of the gravity effect in the frequency domain 
and its subsequent transformation to the space domain by Filon’s method 
(Filon 1928). In recent past, Chappell and Kusznir (2008) extended the 
method of Granser (1987) to calculate the gravity anomaly as a function of 
the Fourier transforms of the bounding surfaces of a basin with irregular top 
and bottom surfaces. Nonetheless, the enlisted methods incur truncation er-
rors when the modeled anomalies transform from the frequency domain to 
the space domain (Chakravarthi and Sundararajan 2007).  

On the other hand, a few space domain based algorithms are available to 
model the gravity anomalies, where the exponential density variation was 
accommodated in the interpretation by alternative means. For instance, 
Murthy and Rao (1979) proposed the subdivision of each side of a 2D poly-
gon into a number of segments, along which the density contrast was as-
sumed to vary linearly with depth, whereas Guspi (1990) described the 
exponential density-depth function by a series approximation to compute the 
gravity response. The method of Murthy and Rao (1979) consumes signifi-
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cant amount of time even for forward modeling (Rao et al. 1994), whereas 
the method of Guspi (1990) requires the knowledge of the degree of the pol-
ynomial, which is generally not known a priori. 

In this paper, we develop a space domain based inversion technique to 
analyze the gravity anomalies of sedimentary basins, among which the den-
sity contrast varies exponentially with depth. The present technique uses 
ridge regression algorithm to analyze the gravity anomalies. The applicabil-
ity of the method is exemplified with both synthetic and real field examples. 

2. FORWARD  MODELING  –  THEORETICAL  CONSIDERATIONS 
Figure 1 shows the cross-section of a sedimentary basin. Let the profile, 
AA�, run along the x-axis transverse to the strike of the basin. The structure 
of the basin is approximated by a series of outcropping vertical prisms put in 
juxtaposition and having equal widths. In a Cartesian coordinate system, let 
2T be the width of one such prism along the x-axis and zB represent the 
thickness of the corresponding prism along the z-axis, positive vertically 
downwards (Fig. 1). Let the density contrast along the prism vary vertically 
with depth following the exponential equation of the form (Cordell 1973) 
 0( ) ,zz e � � 
0 �0  (1) 

where  �
(z)  is the density contrast at any depth z, �
0  is the density con-
trast observed at the ground surface, � is a constant expressed in inverse 
length units. The gravity anomaly of one such prism, �gprm (xj, zj), at any ob-
servation, P (xj, zj), on the profile, AA�, outside the source region can be ex-
pressed as 

Fig. 1. Cross-section of a sedimentary basin (curved line) and its approximation by 
an ensemble of vertical prisms (step line).  
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Here, G is universal gravitational constant and (x, z) are source coordi-
nates. Substituting Eq. 1 for  �
(z)  in Eq. 2 and upon integration within the 
limits of x, Eq. 2 takes the form 
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Equation 3 has to be solved numerically because no closed form solution 
exists for it in the space domain. Further, it is to be realized that Eq. 3 is 
strictly valid for the profile, AB, which runs transverse to the strike of the 
prism. In case the profile runs at an angle, �, with the x-axis then xj in Eq. 3 
needs to be replaced by xj cos � (Chakravarthi and Ramamma 2013). 

The total gravity anomaly produced by a basin at any observation can be 
obtained as  

 � � � �basin prm1
, , ,N

j j i ii
g x z g x z

�
0 � 0�  (4) 

where N stands for the number of prisms/observations on the profile. 

3. INVERSION  OF  GRAVITY  ANOMALIES 
The objective of gravity inversion is to fit the modeled gravity anomalies to 
the observed ones by adjusting the thickness parameters of the basin in a 
least square sense such that the modeled gravity response of the optimum 
depth structure mimics the observed anomaly. The present algorithm con-
sists of two modules, one for initialization of the model space and the other 
for refinement. The algorithm performs both modules automatically in the 
sense that it initiates the depth structure of a sedimentary basin from ob-
served gravity anomalies and improves the structure iteratively, based on the 
differences between the observed and modeled gravity anomalies within the 
specified convergence criteria. 

For initialization, it is presumed that the observed gravity anomaly at 
each station on the profile is being generated by an infinite horizontal sub-
surface slab in which the density contrast decreases exponentially with depth 
following Eq. 1. Accordingly, initial or approximate depths to basement in-
terface are estimated using the Bouguer slab formula of Cordell (1973) 

 
� �obs

Bou
0

,1 log 1 ,
2�

i ig x z
z

G


 �
� �0
� 
� �� �0� �

 (5) 

where  �gobs (xi, zi)  is the observed residual gravity anomaly at any station. 
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The modeled gravity response of the basin, �gbasin (xj, zj), calculated at 
each observation on the profile using Eq. 4 obviously deviates from the ob-
served anomaly, �gobs (xj, zj), because the initial depths obtained from Eq. 5 
are only approximate. The difference between these two anomalies at any 
observation at the end of the k-th iteration can be expressed as the cumula-
tive of the products of vertical gradients of the anomaly and corresponding 
depth improvements of the prisms as 

 � � � � � �prm
obs basin

1

,
, , .

k

N
i i

j j j j i
i z

g x z
g x z g x z dz

z�

� �10
0 
 0 � � �1� �� �

�  (6) 

Linear equation similar to Eq. 6 is constructed for each observation and 
N normal equations are framed and solved for the improvements in N depth 
parameters of the prisms by minimizing the objective function J, defined as 
the sum of the squares of the differences between the observed and modeled 
gravity anomalies, 

 

� � � �
2

obs basin
1

, , .
N

j j j j
j

J g x z g x z
�

� �� 0 
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The system of normal equations can be expressed in a matrix form as 
 ( )A I X B.� � , (8) 

where A is a nxn matrix whose elements Anj are given by 

 
� � � �prm prm

1 1

, ,
, 1, 2,..., ,

N N
m m m m

nj
j nn m

g x z g x z
A j N

a a'
'� �

10 10
'� �

1 1��  (9) 

 ,nX da�  (10) 
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1

,
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N
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g x z
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10
'� �� 0 
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Here, an ,  n = 1, 2, …, N  are depth parameters of prisms and dan represents 
corresponding depth improvements.  is the damping factor, and I is a di-
agonal matrix containing the diagonal elements of the matrix A. The partial 
derivatives required in Eqs. 9-10 are evaluated numerically, which involves 
the calculation of the rate of change of the gravity anomaly with respect to 
the thickness of each prism. Initially the value of  is set to an arbitrary value 
of 0.5 and Eq. 8 is solved for the increments/decrements dan and subse-
quently added to/subtracted from existing parameters of an to obtain the im-
proved parameters, na' . If the current value of the objective function, Jmod, 
obtained with the improved parameters, na' , is less than its previous value, J, 
then Jmod is assigned to J and na'  to an, and the damping factor, , is de-
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creased by a factor of 1/2 . In case Jmod is greater than J, then the value of  
is doubled and Eq. 8 is solved for dan and are added to/subtracted from an 
and this process repeats until Jmod becomes less than or equal to J. The algo-
rithm terminates in case: 

� the specified number of iterations are completed or, 
� the current value of the objective function J falls below user speci-

fied predefined allowable error or, 
� the current value of  attains a large value. 

4. APPLICATIONS 
The applicability of the proposed inversion technique is demonstrated on 
two examples: one synthetic and a real. In case of real field example, the ob-
served gravity anomalies across the San Jacinto graben, California, are ana-
lyzed and compared with those previously reported. In both cases the density 
contrast varies exponentially with depth and observer locations are at the top 
of the topography at  zj = 0. 

4.1  Synthetic example 
Figure 2a shows 40 equispaced noisy gravity anomalies (solid circles) in the 
interval  x 5 [0 km, 40 km] produced by a synthetic model, whose structure 
resembles a typical block faulted intracratonic rift basin filled with thick sec-
tioned sediments (Fig. 2b). In this case, the pseudorandom noise was Gaus-
sian with zero mean and a standard deviation of 0.12 mGal. We assume that 
the density contrast of sediments within the basin varies according to Eq. 1 
with  �
0 = –0.45 gm/cm3, and  � = 0.39 km–1. The anomaly shows asymmet-
ric nature across the strike of the structure with large gradient observed over 
the western margin of the basin (Fig. 2a). The gravity profile along which 
the interpretation is intended covers the lateral dimensions of the basin and 
extends farther away to stations resting on the basement. We interpret the 
gravity anomalies using the proposed inversion technique described in the 
text to recover the basin structure. For such an inversion, the algorithm had 
performed 13 iterations before it got terminated as the misfit fell below a 
predefined allowable error of 10–5 mGal. The initial structure of the basin es-
timated by the algorithm is shown in Fig. 2b and the corresponding anomaly 
produced by it in Fig. 2a, respectively. The objective function J, reduced 
drastically from its initial value of 86.8 to 0.0007 at the end of the 3rd itera-
tion and then gradually reaches to almost 0.0 at the end of the 13th iteration 
(Fig. 2c). The variation of the damping factor, , with iteration during the 
process of inversion is shown in Fig. 2d. The fit between the observed and 
modeled gravity anomalies (shown in Fig. 2a as a solid line) at the end of the 
13th iteration is satisfactory. A maximum error of 0.006 mGal between these  
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Fig. 2: (a) Observed and modeled gravity anomalies for initial and estimated depth 
structures of a synthetic model of a sedimentary basin using exponential density 
function; (b) assumed, initial and estimated depth structures; (c) variation of objec-
tive function with iteration; (d) changes in the damping factor against the iteration 
number; and (e) error between the observed and modeled gravity anomalies after in-
version. 

two anomalies is observed at the 25th km on the profile (Fig. 2e). The esti-
mated structure subsequent to inversion is shown in Fig. 2b along with the 
assumed structure. No significant changes in the estimated depth are noticed 
beyond the concluding iteration. 
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By and large, the algorithm successfully recovered the structure with a 
few deviations in and around the depocentre (Fig. 2b). A maximum error of 
3.9% between the assumed and estimated depths is observed at the 20th km 
on the profile (Fig. 2b). Such an error is insignificant considering the pres-
ence of noise in the residual signal of the structure. 

4.2  Field example – San Jacinto graben, California 
The San Jacinto graben is bounded by two parallel branches of the San Ja-
cinto fault, and has a northwesterly trend (Cordell 1973). The observed nega-
tive gravity anomalies over the graben (Fig. 3a) are attributed to the low 
density basin fill consisting of Pliocene and Pleistocene detrital sedimentary 
rocks and Pleistocene and Holocene alluvium. On the basis of seismic re-
fraction data, Fett (1968) had determined the depth to the basement in the 
center of the graben as 2.4 km. Cordell (1973) had used two exponential 
density depth models based on Eq. 1, one with  �
0 = –0.55 gm/cm3  and  � = 
0.5 km–1 (shown as solid line in Fig. 3c) and the other with  �
0 =  
–0.55 gm/cm3  and  � = 1.0 km–1 (shown as dashed line in Fig. 3c) to de-
scribe the density contrast-depth data of the graben derived from seismic re-
fraction surveys (shown as step line in Fig. 3c). He demonstrated that the use 
of former density model in the gravity analysis of the graben had yielded 
structural solution (shown as dashed line in Fig. 3b) that was consistent with 
the seismically derived information by Fett (1968). 

For the present case, we have interpreted the same gravity data using our 
inversion technique to decipher its basement configuration. The exponential 
density model defined with  �
0 = –0.55 gm/cm3  and  � = 0.5 km–1 (Cordell 
1973) has been used in the present inversion. We have digitized the anomaly 
at an interval of 0.322 km (Fig. 3a) covering a profile length of about 
10.0 km across the graben and subjected the anomalies for inversion. In this 
case, the algorithm performed 114 iterations (Fig. 3d) before it got terminat-
ed. The approximate structure of the graben shown in Fig. 3b was based on 
the initial depths calculated using Eq. 5. The corresponding gravity response 
of the initial structure is shown in Fig. 3a. The objective function corre-
sponding to the initial structure was 252.8 (Fig. 3d). The changes in the 
damping factor, , (dashed line) and objective function (solid line) against 
the iteration number were shown in Fig. 3d. The modeled gravity anomalies 
at the end of the 114th iteration are shown in Fig. 3a and the inferred struc-
ture of the graben in Fig. 3b, respectively. No significant changes are found 
in estimated depths of the graben subsequent to the concluding iteration. The 
modeled gravity anomalies and the inferred structure of the graben interpret-
ed by Cordell (1973) are also shown in Fig. 3a and b for comparison. The 
maximum depth to the basement estimated from present inversion is 2.59 km, 
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Fig. 3: (a) Observed and modeled gravity anomalies for initial and estimated depth 
structures using exponential density model, San Jacinto graben, California; modeled 
anomalies by Cordell (1973) are also shown; (b) initial and estimated depth structure 
by the present method; inferred depth model by Cordell (1973) is also shown; 
(c) predicted density contrast-depth data by Fett (1968) (solid step line) and fitted 
exponential density models by Cordell (1973); solid line corresponds to  �
0 =  
–0.55 gm/cm3  and  � = 0.5 km–1  and dashed line corresponds to  �
0 =  
–0.55 gm/cm3  and  � = 1.0 km–1; (d) variation of objective function and damping 
factor with iteration number; and (e) error between the observed and modeled gravi-
ty anomalies after inversion. 
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whereas Cordell (1973) concluded that the maximum thickness of sediments 
within the graben was at least 2.44 km. The error between the observed and 
modeled gravity anomalies in each case is shown in Fig. 3e.  

By and large, the structural models inferred from the present technique 
and the one by Cordell (1973) show more or less similar morphological fea-
tures over the shoulders of the graben. For instance, both models divulge that 
the graben is bounded by steeply dipping fault system towards southwest and 
by gently dipping fault system towards northeast. However, the structural 
model deciphered from our technique reveals a progressive deepening of the 
basement towards southwest, which however was not repeated in Cordell’s 
(1973) model (Fig. 3b). The basement configuration derived from our analy-
sis appears be more reliable than the one inferred by Cordell (1973) because 
the modeled gravity anomalies of the structure from the present inversion 
more closely fit the observed gravity anomalies (Fig. 3a) than the ones real-
ized by Cordell (1973). Further, the error between the observed and modeled 
gravity anomaly in our case hardly exceeds 0.25 mGal in the central part of 
the basin, whereas it was more than –1.1 mGal in Cordell’s (1973) interpre-
tation.  

5. CONCLUSIONS 
We develop a space domain based inversion technique using the ridge re-
gression algorithm to analyze the gravity anomalies of sedimentary basins 
among which the density contrast obeys exponential decrease with depth. 
We realize forward gravity modeling of sedimentary basins in the space do-
main using a combination of analytical and numerical approaches. The pre-
sent technique initiates the structure of a sedimentary basin with an assump-
tion that the observed gravity anomaly at each observation is being generated 
by an infinite subsurface horizontal slab in which the density contrast de-
creases exponentially with depth. The proposed inversion generates the ini-
tial structure of a sedimentary basin from the observed gravity anomalies and 
improves the structure in an iterative approach based on the differences be-
tween the observed and modeled gravity anomalies until the modeled 
anomalies closely mimic the observed ones.  

The applicability and validity of this inversion technique is demonstrated 
on both synthetic and real field gravity anomalies. In case of synthetic ex-
ample pseudorandom noise is added to the residual gravity signal produced 
by a sedimentary basin prior to inversion. The algorithm almost recovered 
the basin structure even in the presence of random noise; however insignifi-
cant error in the estimated depth is found in around the depocentre of the as-
sumed structure. Further, the observed gravity anomalies over the San 
Jacinto graben, California have been analyzed using our technique and the 
estimated structure is compared with the structural model derived originally 
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by Cordell (1973). The estimated maximum thickness of the graben from the 
proposed inversion more or less coincides with the maximum thickness in-
ferred by Fett (1968) and Cordell (1973). However, our deciphered model of 
the graben modestly deviates from the one by Cordell (1973) in the sense 
that our model shows progressive deepening of the basement towards the 
southwest, which was not repeated in later case. The fact that the present in-
version technique yielded information that is consistent with the assumed pa-
rameters in case of synthetic structure and with available information in case 
of field example testifies the applicability of the technique. 
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A b s t r a c t  

Czorsztyn Lake is an artificial water reservoir backed up by the hy-
dropower plant Niedzica earth dam on Dunajec River in south Poland. Its 
filling began in 1995 and ended in 1997. The reservoir of 234.5 million 
m3 capacity is shallow, between 20 to 50 m of water column, on average. 
Until 2011 the seismic activity in this region was sparse, some 1 event 
trimonthly. However, in November 2011 more than 60 events occurred. 
Such bursts of activity, separated by low activity periods, continue to ap-
pear. Since August 2013 the area is monitored by a local seismic net-
work. The setup allows to accurately locate the epicenters and to 
determine source mechanisms for stronger events. The events are clus-
tered and aligned along NE-SW direction and their mechanisms are very 
similar, indicating N-S strike slip faulting. This and the irregular pattern 
of activity suggest that this seismicity is triggered by the reservoir im-
poundment. 

Key words: triggered and induced seismicity, Pieniny Klippen Belt. 

1. INTRODUCTION 
The system of two artificial lakes, Czorsztyn–Niedzica and Sromowce 
Wy�ne, locates in the edge of Nowy Targ Valley in close neighborhood of 
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the Pieniny National Park and the Middle Ages castle in Niedzica. The his-
tory of building an artificial lake in the upper course of Dunajec River 
started at the beginning of 20th century. According to Bajorek and Zieli�ska 
(2010), first works concerning a use of energy of Carpathian rivers were due 
to engineers K. Pomianowski and T. Becker in 1904; another work was due 
to Prof. G. Narutowicz in 1911. The plan of building dams in Ro�nów and 
Czorsztyn–Niedzica was developed in 1934. Because of economic reasons 
building of only the dam in Ro�nów was undertaken and started in 1935. Af-
ter the 2nd World War, the idea of building the dam in Czorsztyn–Niedzica 
was resumed in 1967. In 1971, preparatory works began, new roads were 
made, and environmental works started. The main construction works started 
in 1975. Impoundment of the reservoir began in 1995 and the hydropower 
plant Niedzica was made operational in 1997. 

The dam in Niedzica on Dunajec River (Fig. 1) is the biggest earth dam 
in Poland. The dam length is 404 m, the width at the base is 300 m and the 
maximum height from the control tunnel foundation is 56 m. The maximum 
capacity of Czorsztyn reservoir is 234.5 million m3 with the average depth 
from about 20 m to about 50 m at the front of the dam. Sromowce Wy�ne 
Lake is an auxiliary reservoir for Czorsztyn Lake (Fig. 2). The maximum 
capacity of Sromowce Lake is 6.7 million m3, and the maximum height of its 
embankment is 11 m. Both dams hold electric power generators. In Niedzica 
dam there are 2 reversible generators with the total power up to 92.75 MW. 
In Sromowce there are 4 small generators with total power of about 2 MW. 
The detailed technical information can be found on the website: www.zew-
niedzica.com.pl. Main tasks of the reservoir system are: flood control, water 
supply and irrigation of surrounding areas, and electricity production 
(Bajorek and Zieli�ska 2010). 

Fig. 1. The dam in Niedzica on Dunajec River. View from the weir of Sromowce 
Lake. 
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Fig. 2. Plan view of Czorsztyn Lake and Sromowce Lake. 

Figure 3 shows a geological-tectonic map of the Czorsztyn Lake area 
with major tectonic borders and Miocene faults (Birkenmajer 2003). 
Czorsztyn Lake is situated in a border zone of two major Carpathian tectonic 
units: Inner and Outer Carpathians. The border zone is formed by Magura 
unit from the north and Pieniny Klippen Belt (PKB) from the south. Magura 
unit is a part of the Outer Carpathians. PKB separates the Inner Carpathians 
from the Outer Carpathians. According to Birkenmajer (2003), PKB extends 
for over 600 km as a north curved arc from the Tertiary Vienna depression 
up to Romania. PKB width varies from several kilometers, sometimes de-
creasing to just a few hundred meters. PKB has an extremely complicated 
geological-tectonic structure; it is cut by a series of young faults mostly of 
N-S strikes. PKB is mostly built of carbonate rocks (limestone and marl-
stone), shale, and claystone. Its narrow width and the significant length sug-
gest correlation with a dislocation or a system of dislocations extending 
along the tectonic boundary of Western Carpathians. 

The Niedzica dam locates at the eastern border of Orawa – Nowy Targ 
Basin. Compared to a negligible seismicity of Poland, the Orawa – Nowy 
Targ Basin area is known as the most seismically active zone in the Polish 
Carpathians, despite the fact that earthquakes in this region occur sporadical-
ly. The first information about earthquakes in this region dates back to 1717. 
Other earthquakes were observed in 1840, 1901, 1935, and 1966. Stronger 
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Fig. 3. Geological-tectonic map of the Czorsztyn Lake area (Birkenmajer 2003, map 
modified): 1 – Miocene fault system; 2 – Sarmatian andesite intrusions; 3 – fresh-
water Neogene deposits; 4 – Inner-Carpathian Paleogene; 5 – Magura Paleogene; 
6, 7 – Laramian Grajcarek Unit; 8–13 – tectonic units of Pieniny Klippen Belt: 8 – 
Czorsztyn, 9 – Czertezik, 10 – Niedzica, 11 – Branisko, 12 – Pieniny, and 13 – 
Haligovce. 

seismic events occurred in the area of Krynica in 1992-1993 and in Podhale 
region in 1995 and in 30 November 2004 (Guterch et al. 2005). From 1998 
to 2010 only 54 earthquakes were recorded in a direct area of Czorsztyn 
Lake, which makes, on average, about one event in three months. Unexpect-
edly, a significant increase of seismic activity was noticed in 2011. More 
than 60 seismic events were recorded close to Czorsztyn Lake in November 
2011. Most of them were weak. The strongest earthquake, which occurred 
on 5 November 2011, had magnitude Mw2.6. After November 2011, the ac-
tivity returned to its previous low level. However, since January 2013 a 
gradual increase of activity was noted. In March 2013, 177 earthquakes oc-
curred. The strongest event had magnitude Mw3.5. 

2. SENTINELS 
The first instrumental measurements of the seismicity in Orawa – Nowy Targ 
Basin began in the 1960-ies with installing in Niedzica a seismological sta-
tion of the Institute of Geophysics PAS. In a response to the increasing seis-
micity in the Czorsztyn Lake vicinity, observed since 2011, the Institute of 
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Geophysics PAS in cooperation with Niedzica Hydro Power Plants Com-
pany (Zespó� Elektrowni Wodnych Niedzica S.A., ZEW Niedzica S.A.) 
launched local seismic network SENTINELS (SEismic Network for TrIg-
gered and Natural Earthquake Location and Source determination) on 
24 August 2013. The current SENTINELS network consists of seven short-
period seismic stations and one broadband station. The short period stations 
comprise Lennartz 3D Lite seismometers and NDL recorders, the broadband 
station has STS-2 Kinemetrics seismometer and MK-6 recorder. NDL and 
MK6 recorders have been made by Institute of Geophysics PAS. More tech-
nical information can be found on the website: www.igf.edu.pl. The 
SENTINELS stations are emplaced around Czorsztyn Lake in facilities of 
ZEW Niedzica S.A., Kro�cienko administration of forestland and Nowy 
Targ municipality. Present locations of the SENTINELS stations are shown 
in Fig. 4. Before the SENTINELS network was set, locations of epicenters of 
 

Fig. 4. Locations of earthquake recorded by SENTINELS network in the Czorsztyn 
Lake region from August 2013 to June 2014. Circles represent epicenters, triangles 
mark seismic stations. 
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only the strongest earthquakes had been determined. For this purpose, wave-
forms from the broadband station in Niedzica, from local Podhale stations 
which belong to the Institute of Geophysics PAS, and from far Czech and 
Slovakian stations were used. Due to an irregular distribution of all these sta-
tions as well as significant distances of some of them from the study area, 
the accuracy of epicenter location was not high. The SENTINELS network 
enables recording and more precise parameterization of weaker events. 
Earthquakes from local magnitude ML0.1 are recorded, and the catalog is 
complete from ML0.5. The SENTINELS network will be modernized in the 
framework of the project IS-EPOS “Digital Research Space of Induced 
Seismicity for EPOS Purpose”, co-financed from the funds of the European 
Regional Development Fund (ERDF) as part of the Operational Program In-
novative Economy (www.is-epos.eu). The number of seismic stations will be 
increased to 10 and the data downloading interface will be upgraded. In or-
der to reduce ambient noise, some of the stations will be relocated. Addi-
tionally, seismic profiling studies are foreseen in order to develop the first 
detailed velocity model of the subsurface in PKB region and to get an insight 
into local geotectonics from the viewpoint of the seismogenesis. 

2.1  Seismicity of Czorsztyn Lake area 
Digital records from broadband Niedzica station are available since May 
1998. The numbers of earthquakes daily in the period from May 1998 to 
June 2014 are shown in Fig. 5. As mentioned in the introduction, until No-
vember 2011 earthquakes in the Czorsztyn Lake region were noticed only 
occasionally. From 1998 until November 2011, 60 seismic events were re-
corded; the strongest one occurred on 4 January 2005 and had magnitude 
Mw2.0. 

The first period of increased seismic activity took place from November 
to December 2011. 82 seismic events were recorded in this period (63 in 
November and 19 in December). The strongest earthquake had magnitude 
Mw2.9. The second period of increased seismic activity occurred from July to 
September 2012. 29 earthquakes were recorded (12 in July, 14 in August, 
and 3 in September). The strongest event had magnitude Mw2.4 and took 
place in September. The strongest activity was observed in the third period 
between December 2012 and March 2013. 290 earthquakes were recorded, 
13, 26, 77, and 174 in the consecutive months, respectively. The strongest 
earthquake so far in this region occurred on 1 March 2013. Its magnitude 
was Mw3.5. This event was felt by inhabitants of the area. 

From the beginning of observations by means of SENTINELS network 
(24 August 2013) 101 earthquakes were recorded in the vicinity of Czor- 
sztyn Lake. The greatest number of seismic events was noted in September 
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Fig. 5. Numbers of earthquakes daily from May 1998 to June 2014, with zoomed pe-
riod from November 2011 to June 2014. 

2013 (29 events) and in March 2014 (24 events). The strongest seismic event 
recorded by SENTINELS network so far took place on 1 April 2014 and had 
magnitude Mw3.1. Epicenters of earthquakes are grouped at around Frydman 
village, which locates on the south-west shore of the lake. The epicenters are 
arranged in a belt extending from the north-east to the south-west (Fig. 4). 

The average depth of earthquakes is approximately 6.5 km. The hypo-
center of the deepest earthquake was at about 9 km below the surface and the 
hypocenter of the shallowest one was at about 2 km below the surface. For 
all recorded events, local magnitude ML is determined; for stronger events, 
also moment magnitude Mw is calculated. Magnitude completeness level for 
SENTINELS observations is 1.4 for moment magnitude Mw and 0.5 for local 
magnitude ML. 

It was possible to evaluate focal mechanism for 16 strongest events. The 
calculations were done by means of the program FOCI (Kwiatek 2011), 
which implements a seismic moment tensor inversion in time domain 
(Wiejacz 1992). The resultant mechanisms are shown in Fig. 6. All mecha-
nisms are very similar: strike slip faulting with a very small dip slip compo-
nent. The result suggests a common genesis of these earthquakes. The 
mechanism of the earthquake located by the south-west edge of the area is 
different however, the result is uncertain because the event was located near-
ly outside the network. 
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Fig. 6. Mechanisms of earthquake from Czorsztyn Lake region. 

3. DISCUSSION  AND  CONCLUSIONS 
The significantly increased seismic activity since 2011 is highly irregular. In 
some periods, the earthquake productivity is much higher than in the others. 
Both, the increase of seismic activity and its time irregularity suggest a con-
nection of this seismicity with the impoundment of Czorsztyn Lake. 

The phenomenon of seismicity induced or triggered by impoundments of 
water reservoirs is well known worldwide. Triggering is caused by a com-
bined effect of two factors: (i) additional load of water accumulated in the 
reservoir, imposed on rock formations, which changes an initial stress field, 
and (ii) an increase of pore pressure in fault zones nearby the reservoir as 
a result of contraction of pores due to the changed stress field or by a fluid 
diffusion. In general, the second mechanism, which weakens the faults, is 
more important. The first factor acts immediately, results of the second can 
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appear after some delay time. However, a necessary condition for earthquake 
triggering by water reservoirs is the existence of a tectonically loaded fault 
in the reservoir zone. 

The best known example of the reservoir triggered seismicity is the case 
of Koyna reservoir in India, when seismicity started shortly after the im-
poundment in 1962 (Gupta 2002). Since the impoundment, more than 100 
thousand earthquakes from magnitude  M � 0  occurred. Ten earthquakes 
had magnitude  M � 5.0. The strongest event took place on 10 December 
1967 and had magnitude  M = 6.3. Koyna is not an isolated example. For in-
stance, the Institute of Geophysics PAS in cooperation with the Institute of 
Geophysics, Vietnam Academy of Science and Technology, is monitoring 
earthquakes triggered by the impoundment of Song Tranh 2 dam reservoir in 
central Vietnam (Wiszniowski et al. 2014). Project details are available on 
the website  www.is-epos.eu. 

Impoundment of Czorsztyn Lake was completed in 1997, and the in-
crease of the seismic activity has appeared 14 years later. Delayed seismic 
responses to reservoir impoundment were noticed on many instances around 
the world. 15 years after the impoundment of Aswan reservoir in Egypt an 
earthquake M5.4 was recorded in 1981 (Mekkawi et al. 2004). Around the 
reservoir Carno do Cajurain, Brasil, the delay was 18 years. 

Czorsztyn Lake is shallow and the effect of the water load at depth is 
negligible. It is likely that the seismicity is a response to fault weakening due 
to diffusion effects. Regardless its cause, the earthquake triggering in this re-
gion would indicate existence of a fault or fault system being close to failure, 
which is quite surprising taking into account the rare tectonic seismicity oc-
currence in the area in both historical and instrumental periods. 

Mutually close locations and similar focal mechanisms of earthquakes 
from Czorsztyn Lake region suggest that they are fracturing of the same 
segment of a strike slip fault. Seismic mechanism indicates that this fault 
strikes NS (Fig. 6.) This is not consistent with an alignment of epicenter lo-
cations (Fig. 4), which suggests NE-SW strike of the fault. The above-
mentioned detailed seismic profiling studies of the area, planned in the 
framework of IS-EPOS project, will help to clarify this problem. 
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A b s t r a c t

The problem of a sinusoidal wave crest striking an adverse slope due

to gradual elevation of the bed is relevant for coastal sea waves. Turbulence

based RANS equations are used here under turbulence closure assumptions.

Depth-averaging the equations of continuity and momentum, yield two dif-

ferential equations for the surface elevation and the average forward veloc-

ity. After nondimensionalization, the two equations are converted in terms

of elevation over the inclined bed and the discharge, where the latter is a

function of the former satisfying a first order differential equation, while

the elevation is given by a first order evolution equation which is treated by

Lax-Wendroff discretization. Starting initially with a single sinusoidal crest,

it is shown that as time progresses, the crest leans forwards, causing a jump

in the crest upfront resulting in its roll over as a jet. Three cases show that

jump becomes more prominent with increasing bed inclination.

Key words: surface waves, shallow water waves, inclined bed, turbulence,
unsteady flow, breaking waves.

1. INTRODUCTION

Free surface waves on a layer of water, incident upon an adverse slope, has
been of theoretical interest for several decades due to recurring occurrence of
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tsunamis and other coastal water wave phenomena. Assuming inviscid irrota-
tional motion governed by Laplace’s equation, detailed theoretical analyses are
given in Stoker (1957). Inclusion of viscosity and bed friction using Navier-
Stokes equations together with the laws of Chezy, Manning or Strickler for
bed friction are treated in Mader (2004). Following the devastating Indonesian
tsunami in the year 2004, Kundu (2007), has presented different aspects of wa-
ter wave propagation. Unsteady waves climbing an adveresely sloping bed are
essentially turbulent in nature. In the hydraulic engineering literature, steady
and unsteady open channel flows are extensively studied modelled by an equa-
tion of continuity and a St. Venant momentum equation (Chow 1959). Strelkoff
(1969), Yen (1973), and Basco (1987) also deal with integration of these equa-
tions. Bose and Dey (2007) on the other hand, give a systematic investgation
of the two dimensional unsteady curvilinear free surface flows, based on the
Reynolds Averaged Navier Stokes (RANS) equations, using reasonable turbu-
lence closure assumptions. By this procedure, they obtained explicit equations
for the depth-averaged equation of continuity and a nonlinear PDE for the mo-
mentum equation that generalises the St. Venant equation. Subsequently, Bose
and Dey (2009) generalised the method to treat the case of undulating erodible
bed to provide a theory of dune and antidune propagation.

The shallow water equation and the St. Venant equations require numerical
treatment. Such treatments are described in Abbott (1979), Cunge et al. (1980),
Benque et al. (1982), and Mader (2004). Fennema and Chauhry (1990) adopted
the McCormack scheme for the solution of the two dimensional shallow water
equations. Garcia-Navarro et al. (1992, 1995), on the other hand, developed up-
wind TVD scheme for the one and two dimensional shallow water equations.
Finite difference semi-implicit scheme was developed by Casulli and Cheng
(1992) and Casulli and Stelling (1998), while an implicit scheme was put for-
ward by Namin et al. (2001). Chen (2003) developed a novel free-surface cor-
rection method for two dimensional flows. Xing and Shu (2005) have designed
a new high order finite difference WENO scheme for these equtions. In finite
element methods, Katopodes (1984) developed a dissipative Galerkin scheme,
while Quecedo and Pastor (2003) treated the case of one dimensional equations
over inclined and curved beds.

With the objective of studying the propagation of tidal bores upstream of
esturine rivers, Bose and Dey (2013) presented a theory of a surging flow over
an adverse slope. The theory is based on the RANS equations following Bose
and Dey (2007, 2009) for the predominantly turbulent motion. Integration over
the depth leads to continuity and momentum equations for the surface eleva-
tion η and average forward velocity U. The system of differential equations
is numerically solved by replacing the time dervatives by second order finite
difference formulae and integrating the ordinary differential equations in the
forward space variable by the Runge-Kutta method. In this paper, the evolution
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of a travelling sinusoidal wave crest striking an adverse slope is studied by the
same methodology. Here though the full equations can be developed as in Bose
and Dey (2013), for numerical computations of the evolving wave form, the con-
tribution of the instantaneous vertical acceleration is neglected in comparison
to the convective vertical acceleration. This results in reducing the size of the
new momentum equation. The bed friction term is also neglected, because of
its smallness in the problem. A new numerical technique is adopted here. Intro-
ducing the nondimensional elevation of the free surface above the inclined bed
to be ζ and q to be the nondimensional discharge, the continuity and the mo-
mentum equations are expressed in terms of ζ and q. It could then be shown
that q is a function of ζ, i.e. q = F (ζ) where F satisfies a first order ODE
obtained from the momentum equation. Solution of this equation coupled with
the continuity equation, which becomes a one dimensional evolution equation
that can be treated by a Lax-Wendroff type scheme. The numerical solution is
graphically presented at certain time steps, which show the crest to be leaning
forward, resulting in sharp rise of the next crest. The rising crest rolls over as a
jet due to forward velocity.

2. BASIC EQUATIONS OF TURBULENT SHALLLOW WATER WAVE
MOTION OVER INCLINED BED

A free sinuoidal wave propagating on a layer of water of uniform depth η0
approaches the base of a rising plane bed at an angle β, striking it normally.
In the definition sketch, Fig. 1, the origin of coordinates is taken at the base of
the inclined bed and the x-axis is taken horizontally, while the y-axis is taken
vertically upwards. The equation of the bed is therefore h = x tanβ, x ≥ 0
and h = 0, x < 0.

The quantities of primary interest in the evolving waves are the surface el-
evation η above the x-axis and the depth-averaged streamwise flow velociy U.

Fig. 1. Definition sketch of a wave striking an inclined bed.
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Since the generated wave motion is turbulent, the appropriate procedure is to
base the theory on RANS equations as in Bose and Dey (2009) for flows on
undulating bed. In the treatment of such curvilinear turbulent flow, the normal
acceleration at a point is assumed to be that due to the convective part only, ne-
glecting the contribution from the instantaneous vertical acceleration. Though
the contribution of the term can be retained (Bose and Dey 2013), its negligence
also leads to considerable simplification in the governing momentum equation.
The slopes |∂η/∂x| and |∂h/∂x| are however considered finite, because the
smallness of the former slope is likely to be broken during the heaving motion
and formation of breaking waves as the incident wave encounters the adverse
slope. Thus, if (u, v) be the instantaneous velocity components in the two di-
mensional flow, the two components can be split by Reynods decomposition
into the time-averaged part (ū, v̄) and the fluctuating part (u′, v′) in the forms

u(x, y, t) = ū(x, y, t) + u′(x, y, t) , v(x, y, t) = v̄(x, y, t) + v′(x, y, t) (1)

where t is the time. The time-averaging of the equation of continuity yields the
equations

∂ū

∂x
+

∂v̄

∂y
= 0 ,

∂u′

∂x
+

∂v′

∂y
= 0 (2)

while the time-averaging of the two-dimensional Navier-Stokes equations yield
the boundary layer approximated RANS equations

∂ū

∂t
+ ū

∂ū

∂x
+ v̄

∂ū

∂y
= −1

ρ

∂p̄

∂x
+

1

ρ

∂τ

∂y
+ ν

∂2ū

∂y2
− ∂

∂x
(u′2) (3a)

∂v̄

∂t
+ ū

∂v̄

∂x
+ v̄

∂v̄

∂y
= −1

ρ

∂p̄

∂y
+

1

ρ

∂τ

∂x
+ ν

∂2v̄

∂y2
− ∂

∂y
(v′2)− g (3b)

where p̄(x, y, t) is the time-averaged hydrostatic pressure, τ(x, y, t) the
Reynolds shear stress, that is −ρu′v′, ν the kinematic coefficient of vis-
cosity, and g the acceleration due to gravity. Equations (2) and (3a,b) form an
underdetermined system in five variables, namely, ū, v̄, u′, v′ and p̄, even if

we assume that the time averaged Reynolds stress components u′2, v′2 and τ
can somehow be separately computed. Consequently, additional assumptions
are required, on the basis of the charecteristics of the flow.

Firstly, the free surface flow is of shear type, in which it is assumed that the
streamwise gradients of the Reynolds stress are negligible, that is,

∂τ

∂x
≈ 0 ,

∂

∂x
(u′2) ≈ 0 ,

∂

∂x
(v′2) ≈ 0 (4)

secondly, it is assumed that the contribution of the magnitude of the viscous
stress is much smaller than that of the Reynolds stress in the momentum equa-
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tions (4a,b) in terms of a slowly varying function (y − h)1/p, p >> 1. Con-
sequently from Eq. 4a, it follows that (Bose and Dey 2007)

ū =
1 + p

p
U(x, t)

(
y − h

η − h

)1/p

(5)

where η(x, t) is the free surface elevation at (x, 0) and U(x, t) =
(η − h)−1

∫ η
h ūdy = depth-averaged velocity at (x, 0). In Eq. 3b, on the other

hand, the turbulent and the viscous shear stress terms drop out on account of
Eq. 4. By a similar argument, an approximate expression for ∂ū/∂x can be
constructed (Bose and Dey 2013), and Eq. 2 then yields

v̄ = −(η − h)
∂U

∂x

(
y − h

η − h

)(1+p)/p

(6)

The above equation implies that if U diminishes with x, v̄ becomes positive
(upwards), and if U increases with x, v̄ becomes negative (downwards).

The continuity and the momentum equations 2 and 3a,b with ū and v̄
given by Eqs. 5 and 7 are then averaged over the depth from h to η. The
averaging of Eq. 2 leads to the depth-averaged equation of continuity

∂

∂t
(η − h) +

∂

∂x
[(η − h)U ] = 0 (7)

Bose and Dey 2009), and for the depth-average of the forward momentum equa-
tion 4a, it can be shown that (Bose and Dey 2009)∫ η

h

(
∂ū

∂t
+ ū

∂ū

∂x
+ v̄

∂ū

∂y

)
dy =

∂

∂t
[(η − h)U ] + α

∂

∂x
[(η − h)U2] (8)

where α = (1 + p)2/[p(2 + p)]. The contribution of the forward pressure
gradient term in Eq. 3a is evaluated by considering Eq. 3b. The convective term
in the latter equation yields by using Eq. 2

ū
∂v̄

∂x
+ v̄

∂v̄

∂y
= (ū2 sec3 ψ)κ = ū2 ∂

2y

∂x2
(9)

where tanψ = v̄/ū is the slope of the streamline of the time-averaged flow
through the point P (x, y) and ∂2y/∂x2 is proportional to the curvature κ of
the stream line at this point. Following Boussinesq, it is assumed that the second
derivative varies linearly from the bed level to the free surface, that is

∂2y

∂x2
=

y − h

η − h

∂2η

∂x2
. (10)
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Inserting Eqs. 10 with 11 in Eq. 3b and neglecting the instantaneous vertical
acceleration ∂v̄/∂t of the curvilinear flow, an integration with respect to y
from η to y yields

p̄

ρ
=

p̄0
ρ
−g(y−η)− 1

2

(
1 + p

p

)
U2(η−h)

∂2η

∂x2

[(
y − h

η − h

)2(1+p)/p

−1

]
−v′2 (11)

where p̄ = p̄0 at the free surface y = η. It therefore follows that

1

ρ

∫ η

h

∂p̄

∂x
dy = g(η−h)

∂η

∂x
+γ

∂

∂x

[
U2(η−h)2

∂2η

∂x2

]
+
1

2

(
1 + p

p

)
U(η−h)

∂2η

∂x2

dh

dx
(12)

where γ = (1+p)2/[p(2+3p)]. The contribution of the viscous and Reynolds
shear stresses in Eq. 3a is

1

ρ

∫ η

h

∂τ

∂y
dy + ν

∫ η

h

∂2ū

∂y2
dy = −ν

∂ū

∂y

∣∣∣∣
y=h

= −τ0
ρ

(13)

as the viscous and the Reynolds shear stresses vanish at the free surface and
the latter vanishes at the bed level as well. τ0 in the above equation represents
the bed shear stress. Being an additional unknown parameter, it can only be
represented by a convenient empirical formula, such as that of Manning (Chow
1959). The effect of this stress, however contributes insignificantly to the surface
waves at the top, as was shown by Bose and Dey (2014) in the case of surface
gravity waves. Consequently it is dropped in the present analysis. The depth-
averaged forward momentum equation, under the approximations 4 therefore
becomes

(η−h)
∂U

∂t
+(2α−1)(η−h)U

∂U

∂x
+(α−1)U2

(
∂η

∂x
− dh

dx

)
+γ

∂

∂x

[
U2(η−h)2

∂2η

∂x2

]

+
1

2

(
1 + p

p

)
U2(η − h)

∂2η

∂x2

dh

dx
+ g(η − h)

∂η

∂x
= 0 . (14)

In the above equation, p is approximately taken as 7 – a value that holds exactly
for flows on plane bed (Schlichting and Gersten 2000). This yields α ≈ 1 and
γ ≈ 2/5. Also for motion over the inclined bed dh/dx = tanβ for x ≥ 0.
Eqs. 8 and 15 constitute the required continuity and momentum equations that
generalise the well known St. Venant equations.

3. WAVE MOTION OVER THE UPWARD INCLINED BED

When a horizontally travelling free surface wave strikes an adversely sloping
bed, a heaving motion with the formation of breaking waves follow as a result
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of tapering of the flow section. In order to numerically study the motion, the
following nondimensional variables are introduced:

η̂ =
η

η0
, x̂ =

x

η0
, ĥ =

h

η0
, Û =

U√
gη0

, t̂ = t

√
g

η0
. (15)

It is assumed that initially a sinusoidal wave form with a trough above the origin
of the inclination is incident on the inclined bed:

η̂ = 1 + â sin k̂(x̂− ĉt̂) (16)

where â, k̂, ĉ are, respectively, the nondimensional amplitude, wave num-
ber and velocity of propagation of the wave. For the progress of the wave, the
equation of continuity 8 is then written in the form

∂ζ

∂t̂
+

∂q

∂x̂
= 0 (17)

where, ζ = η̂ − ĥ and q = ζÛ , respectively, represent the elevation above
the inclined bed and the discharge at the cross-section at x̂. The momentum
equation 15, with α = 1, γ = 2/5 then becomes

∂Û

∂t̂
+Û

∂Û

∂x̂
+
2

5
ζÛ2 ∂

3ζ

∂x̂3
+
4

5
Û

∂

∂x̂
(ζÛ)

∂2ζ

∂x̂2
+Û2 tanβ

∂2ζ

∂x̂2
+
∂ζ

∂x̂
+tanβ = 0 . (18)

From the above equation, Û can be eliminated by setting Û = q/ζ.
The solution of Eqs. 17 and 18 is of the form ζ = ζ(x̂, t̂), q = q(x̂, t̂).

Assuming the existence of the inverse of this function pair, x̂ = x̂(ζ, q), t̂ =
t̂(ζ, q). Hence, q = q[x̂(ζ, q), t̂(ζ, q)], whose solution if it exists is of the form

q = F (ζ) (19)

which means that the discharge at a position x̂ at given time t̂ depends solely
on the elevation at that point and at that time. This physically plausible assump-
tions is sometimes assumed in surface wave propagation theory (Stoker 1957).
Substitution of Eq. 19 in Eq. 17 yields

∂ζ

∂t̂
+ F ′(ζ)

∂ζ

∂x̂
= 0 . (20)

Similarly since

∂Û

∂t̂
= −

(
− F ′2 +

FF ′

ζ

)
ζx̂
ζ

(21a)

∂Û

∂x̂
=

(
F ′ − F

ζ

)
ζx̂
ζ

(21b)
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where the prime denotes differentiation with respect to ζ and the subscript x̂
denotes partial differentiation with respect to x̂, Eq. 18 then becomes

ζ2F ′2 − 2ζ

(
1 +

2

5
ζφ1

)
FF ′ +

(
1− 2

5
ζ2φ3 − 4

7
tanβ ζφ2

)
F 2

− ζ3
(
1 +

tanβ

φ

)
= 0 (22)

where ζx̂ =: φ, ζx̂x̂ =: φ1, φ1/φ =: φ2, and ζx̂x̂x̂/ζx̂ =: φ3. As in the case
of q, φ, φ1, φ2, and φ3 can be argued to be functions of ζ. The solution of
the quadratic equation yields the differential equation for F as

ζF ′ =
(
1 +

2

5
ζφ1

)
F +

[
4ζ

{(
1

5
φ1 +

1

7
tanβ φ2

)
+

ζ

10

(
φ3 +

2

5
φ2
1

)}
F 2

+ ζ3
(
1 +

tanβ

φ

)]1/2
(23)

where the positive sign of the square root is taken to ensure increasing values
of the discharge q for increasing values of the elevation ζ. Integration of the
ordinary differential equation 23 yields the discharge function F for different
elevation profiles ζ above the inclined bed. The elevation ζ in turn is governed
by the evolution equation 20.

The evolution of the wave form 16 with time, as solution of Eqs. 20 and 23

is sought numerically for â = 0.2, ĉ = 0.2, and k̂ = π. The computation is
started at time t̂ = 0 with the profile 16, discretised by points at subinterval
length h = 0.1 over a wave cycle. The derivative functions φ, φ1, φ2, and φ3

are computed by second order finite difference formulae. Equation 23 is then
integrated by the fourth order Runge-Kutta formula. The latter procedure re-
quires values of the elevation ζ at intermediate points other than the points of
discretization. This is accomplished by spline interpolation (Bose 2009). The
integration is initialised by taking F = c = 0.2 for ζ = 1, as required by
Eq. 20. The values of F are thus computed for the discrete data set of ζ at
subintervals of 0.01 to cover all the elevations over the wave cycle. The deriva-
tives of F, viz. F ′ and F ′′, are then computed by second order finite difference
formulae over the discrete values of ζ.

The temporal development of motion is given by the quasi-linear equa-
tion 20. For this equation, a second order Lax-Wendroff type scheme can be
developed:

ζn+1
m = ζnm − r

2
F ′(ζnm) (ζnm+1 − ζnm−1) +

r2

2
F ′(ζnm)

[
1

2
F ′′(ζnm)(ζnm+1 − ζnm)2

+ F ′(ζnm) (ζnm+1 − 2ζnm + ζnm−1)

]
(24)
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where ζnm represents the elevation above the inclined bed at a point x = mh,
(m = 0, 1, 2, 3, . . . ) at time t = nk, (n = 0, 1, 2, 3, . . . ) such that r = k/h.
A value of r = 1/2 is chosen as is the usual case with the Lax-Wendroff
method. Equation 24 yields the elevations at the next time step that requires the
values of F ′(ζnm) and F ′′(ζnm). These are obtained by spline interpolation of
the earlier computed values of F ′ and F ′′. The iterations are carried over a
number of cycles until a breakdown is indicated by negative argument of the
square root in Eq. 23.

In the above computation, the values of the bed inclination β are typically
taken as 1◦, 3◦, and 5◦. The results are shown in Figs. 2, 3, and 4 as the wave
progresses at different times. In these figures the abscissa represents x̂ and
the ordinate represents η̂. Typically the crest of the wave progressively leans
forward, affecting the crest in front by a sharp rise in the elevation. Evidently,
such sharply rising crests – that possesses a forward velocity – leads to breaking
waves. The phenomenon becomes more pronounced as the bed elevation β
increases. The case of β = 0◦ (level bed) was also tried and a trend similar to

0 0.5 1 1.5 2 2.5

0

0.4

0.8

1.2

1.6

��= 1 (degree)

Fig. 2. Surface elevation at times 0.00, 0.05, 0.10, and 0.15.

0 0.5 1 1.5 2 2.5

0

0.4

0.8

1.2

����3 (degrees)

Fig. 3. Surface elevation at times 0.00, 0.05, 0.10, 0.15, and 0.20.
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Fig. 4. Surface elevation at times 0.00, 0.05, 0.10, 0.15, and 0.20.

that of β = 1◦ was noticed. This shows that sinusoidal wave on a horizontal
bed is essentially unstable. This feature is in accordance with the recent finding
of Bose and Dey (2014) that periodic waves have a somewhat different form
that are akin to “waves of permanent shape” (Lamb 1932).

4. CONCLUSIONS

The purpose of this theoretical study is to examine the progression of a sinu-
soidal wave crest on a sheet of water as it meets an adversely inclined bed.
The angle of inclination of the bed is supposed to be small, like that in the
case of sea coasts. The motion in practice is turbulent in such cases, and as
such the theory is based on the two dimensional Reynolds Averaged Navier-
Stokes (RANS) equations. The RANS equations of conservation of mass and
momentum are closed together with some assumptions appropriate for the flow.
The equations thus lead to the 1/p th power law of variation in the vertcal y
direction for the forward time-averaged velocity ū and an expression for the
time-averaged pressure p̄ containing the gravitational hydrostatic part and an
additional term due to vertical convective acceleration under the power law.
The instantaneous vertical acceleration is neglected in comparison to the dom-
inant convective acceleration in the progressing heaving motion. This results in
considerable simplification of the final momentum equation as well. The two
conservation equations of mass and forward momentum are depth-averaged to
yield the required two equations in terms of the surface elevation η and the
depth-averaged forward velocity U. Converting the two equations in nondi-
mensional form, the equation pair is numerically treated for a sinusoidal wave
crested trough, by eliminating the nondimensional U in fovour of the nondi-
mensional discharge q. Arguing that q can be considered a function of the
nondimensional elevation ζ, viz. q = F (ζ), the nonlinear momentum equa-
tion gets converted into a first order ordinary differential equation for F (ζ).
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The equation is treated by the fourth order Runge-Kutta method for appropriate
initial conditions of the problem. The mass conservation equation, on the other
hand, gets converted into a first order time evolutionary partial differential equa-
tion that can be treated by a method of Lax-Wendroff type, using the solution
for F (ζ). Using this coupled technique, the numerical solution shows that as
the sinusoidal wave crest advances, it leans forward leading to steep rise of the
crest in front after some time, resulting in its breaking due to the forward mo-
mentum. This feature becomes more prominent as the angle of elevation of the
inclined bed increases. A numerical test for a flat bed was also carried out and
it also exhibited this breaking unstable phenomenon for the sinusoidal wave, in
agreement with the finding of Bose and Dey (2014) that gravity waves on tur-
bulent channels have shape other than pure sinusoids. The numerical treatment
presented in this paper is new, different from the one adopted by Bose and Dey
(2013) for the case of surging flow up an incline as in the case of tidal bores.
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A b s t r a c t  

The GPS system can play an important role in activities related to 
the monitoring of climate. Long time series, coherent strategy, and very 
high quality of tropospheric parameter Zenith Tropospheric Delay (ZTD) 
estimated on the basis of GPS data analysis allows to investigate its use-
fulness for climate research as a direct GPS product. This paper presents 
results of analysis of 16-year time series derived from EUREF Perma-
nent Network (EPN) reprocessing performed by the Military University 
of Technology. For 58 stations Lomb-Scargle periodograms were per-
formed in order to obtain information about the oscillations in ZTD time 
series. Seasonal components and linear trend were estimated using Least 
Square Estimation (LSE) and Mann–Kendall trend test was used to con-
firm the presence of a linear trend designated by LSE method. In order to 
verify the impact of the length of time series on trend value, comparison 
between 16 and 18 years were performed. 

Key words: GPS, ZTD, time series, troposphere. 

1. INTRODUCTION 
Water vapour is one of the main gases causing greenhouse effect. Because it 
is responsible for energetic balance of the Earth (Held and Soden 2006), and 
in 60-70% for increasing the temperature on the surface of Earth (COST 



Z. BA�DYSZ  et al. 
 

1104

2012), water vapour plays a key role in the process of climate monitoring. 
Besides many techniques which allow to measure water vapour content in 
the atmosphere (Integrated Water Vapour – IWV), GPS system plays a sig-
nificant role in this task. Advanced analysis of GPS observations provides 
tropospheric parameter Zenith Tropospheric Delay (ZTD), which represents 
the impact of weather conditions (troposphere) on the propagation of 
satellite signals. ZTD consists of two parts: a delay caused by the hydrostatic 
part of atmosphere (Zenith Hydrostatic Delay – ZHD), and delay related to 
the wet part of atmosphere (Zenith Wet Delay – ZWD). ZHD accounts for 
about 90% of ZTD, and it is easy to model due to the low variability of this 
parameter in time. ZWD, which accounts for about 10% of ZTD, cannot be 
accurately modeled due to uneven space, temporal, and vertical distribution 
of water vapour. Because the size of ZTD depends on the state of the 
troposphere, this parameter shows correlation with changeable-in-time tem-
perature (Guerova 2013) and time-varying content of water vapour (Yong et 
al. 2008). Using selected meteorological data it also allows to estimate IWV 
(Bevis et al. 1992, Hagemann et al. 2003, Wang and Zhang 2009) with accu-
racy at the level of 1-2 kg m–2 (Bock et al. 2007, Byun and Bar-Server 
2009). Denser than in the case of radiosonde, network of GPS permanent 
stations which leads measurements with high temporal resolution, enables 
monitoring of troposphere variability and detecting trends in water vapour 
content for large areas, simultaneously ensuring proper spatial distribution. 
Monitoring of long-term changes is crucial in the context of monitoring cli-
mate changes. Longstanding global investigations, conducted using for ex-
ample DORIS technique, show discrepancy in character and size of IWV 
trend, both in north and south hemisphere (Bock et al. 2014). Analogical sit-
uations concerning global trends occur when using GPS system (Ning 2012, 
Jin et al. 2007). In that case, discrepancies were shown not only in each 
hemisphere, but also in single continents on similar latitudes – for example 
in Europe. Different characters of trends for Europe were also shown in an 
analysis performed using radiosonde data conducted only for northern hemi-
sphere (Ross and Elliot 2001). In that case, discrepancies were shown also 
for stations situated close to each other. 

In this paper, the authors focus on ZTD, as a direct GPS product free 
from uncertainty connected to the interpolation of meteorological measure-
ments (Schüler 2001) and used models, for both determining ZHD and con-
verting ZWD to IWV (van Malderen et al. 2014). Thanks to homogenous set 
of the EUREF Permanent Network (EPN) data and due to coherent strategy 
for the satellite data processing, GPS ZTD time series can be used in re-
searches related to the monitoring of climate changes and for climate model 
simulations (Pacione et al. 2014). Studies connected to variability of ZTD 
provide also information about the average local weather conditions, because 
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size and character of these oscillations are related to such factors as latitude 
and height of the receiver or distance from big masses of water (Jin et al. 
2007). To represent changes in the troposphere above Europe, data pro-
cessed by Military University of Technology Local Analysis Centre (MUT 
LAC) consisting of 16-year times series determined for 59 EPN stations 
were used. For each station, the authors determined annual oscillations with 
their harmonic derivatives, and linear trend by means of Least Square Esti-
mation (LSE). Trend with Mann–Kendall trend test to verify the results of 
the LSE was also detected. Studies related to climate change monitoring, 
based on GNSS long time series of homogeneous observations are one of 
tasks defined in the COST Action ES1206 “Advanced Global Navigation 
Satellite Systems tropospheric products for monitoring severe weather 
events and climate (GNSS4SWEC)”. 

2. ZTD  DATA 
Electromagnetic wave going through a neutral atmosphere is delayed, 
because of the refraction and tropospheric attenuation. The value of this 
delay is given in zenith direction and is defined as follows (Bevis et al. 
1992): 
 ! " 6( ) 1 10 ( ) ,

H H
ZTD n z dz N s dz

�6 �6
� 
 �2 2  (1) 

where n(z) is the atmospheric refractive index, and N(z) is the atmospheric 
refractivity as a function of altitude z. 

This delay is caused by hydrostatic part of the atmosphere (ZHD) and by 
wet part of the atmosphere (ZWD). In the case of GPS system, the size of 
these delays depends on total way along which the signal crosses the atmos-
phere (Slant Tropospheric Delay – STD) and hence, depends on of the satel-
lite’s zenith distance. To relate the size of delay from zenith direction (ZTD) 
to satellite direction (STD), mapping functions are being used. They provide 
a priori ZTD value and transfer it to STD, with takes into consideration dif-
ferent methods in mapping hydrostatic (ZHD) and wet (ZWD) part of the 
atmosphere. Mapping functions are approximately equal to 1/sin e, where e 
is the elevation angle, but in case of precise measurements it is required to 
use continued function given by Marini (1972), normalized and described by 
the formula (Herring 1992): 
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where e is the elevation angle, and a, b, c are coefficients  related to the state 
of the troposphere.  

Data used in the analysis comes from the EPN (Bruyninx 2004). This 
network was built on the basis of global geodetic network International 
GNSS Service (IGS) and plays a role of IGS densification in Europe. It has 
been working since 1996, and since that time it has been giving solutions for 
consecutives realizations of both ITRS and ETRS89 systems. Routine pro-
cessing of the observations performed by the EPN network has been con-
ducted by using different strategies, models, parameters and software, 
constantly since 1996, which caused collecting inhomogeneous data (coordi-
nates and troposphere parameters). As a consequence, it was impossible to 
carry out a proper analysis of long time series obtained from EPN. Taking 
into account these problems and the fact that new, more precise products 
(like Earth rotation parameters or GPS satellite orbits) appeared, in 2007 it 
was decided to recalculate these data. This work, called Repro 1 campaign, 
was preceded by tests done simultaneously by the Royal Observatory of 
Belgium and the Military University of Technology. MUT reprocessing 
(Figurski et al. 2009, Söhne et al. 2010) included data from all EPN stations 
from January 1996 to December 2007 and used orbits and Earth Rotation Pa-
rameters (ERP) from the Potsdam–Dresden re-processing (Steigenberger et 
al. 2006) with the Bernese GPS software version 5.0 (Dach et al. 2007). Dai-
ly RINEX files containing less than 50% of possible observations were ig-
nored. Residuals larger than 0.02 m were marked in a preprocessing step and 
removed in the final estimation. All stations with North East residuals great-
er than 10 mm and Up residuals greater than 20 mm were investigated and 
removed. Zenithal Total Delay was determined using Niell’s mapping func-
tions (Niell 1996) with 3° elevation mask. After the Repro1 campaign, MUT 
LAC has been providing solutions only for one of EPN subnets. Consequent-
ly, we had a set of homogeneous data (from all EPN network) only to the 
end of 2007 and after this year, only for those stations that have been 
allocated in MUT LAC. Therefore, out of the time series available from the 
whole EPN network, we picked those stations which started operating no 
later than 1998, and then for stations that have not been attached to MUT 
LAC (located in different subnets) we determined coordinates and 
troposphere parameters, according to the MUT LAC Repro 1 strategy. 
Thanks to consistent calculating strategy used for all observations, we re-
ceived at least 16-year homogeneous time series of hourly solutions, which 
are an essential element in research connected with long time climate trend 
(Bengtsson et al. 2004) for 59 EPN stations (Fig. 1 and Table 1 in the Ap-
pendix). 
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Fig. 1. Distribution of analyzed EPN stations (January 1998 – December 2013). 

3. DATA  PREPARATION  FOR  FURTHER  ANALYSIS:   
ASSESSMENT  AND  SCREENING  OF  THE  ZTD  TIME  SERIES 

The quality of ZTD time series is very important due to the nature of 
investigated changes (e.g., linear trend). One of most important parameters 
which have significant influence on the credibility of the values is the length 
of the time series. In the analysis, data from EPN stations, which have been 
leading observations since 1998, were used. Thanks to the coherent 
processing strategy adopted from the Repro 1 campaign and subsequent 
calculations, long (16- to 18-year) ZTD time series were received. However 
due to the fact that linear trend in ZTD time series is sensitive to the selected 
time period (Nilsson and Elgered 2008), the authors decided to shorten  
 



Z. BA�DYSZ  et al. 
 

1108

Fig. 2. Histogram of the uncertainty for ZTD solutions (16 years, 59 EPN stations). 

longer time series (for stations which have been operating since January 
1996) to period of January 1998 – December 2013 to ensure their coherence. 
For this period, all ZTD solutions for which coordinates were not fixed 
properly were rejected and all data with error larger than 5 mm were re-
moved. Figure 2 presents histogram of ZTD error for all the solutions. Most 
of them is in the 1-2 mm range. Red dashed line shows the 5 mm reject 
criterion and the number of solutions that were removed from further 
analysis. 

The next step in data screening was the rejection of stations whose time 
series were characterized by a low number of solutions in relation to their 
theoretical maximum number. The number of available solutions was on an 
average level of 95.36% of the theoretical number of solutions. Available so-
lutions which fulfill the criterion of 5 mm account for about 95.10% of the 
theoretical number of solutions. The best quality of the time series has the 
DELF station. The number of solutions available for this station accounts for 
99.58% of the theoretical number of solution and the available number of so-
lutions that fulfill the criterion of 5 mm accounts for 99.51% of the theoreti-
cal number of solution. The worst quality has ANKR station, with the 
number of available solutions and the number of available solutions that 
meet the 5 mm criterion at the level of 82.82 and 81.42%, respectively. Be-
cause the ANKR has less than 90% of the theoretical number of solutions, 
this station was removed from further analysis.  
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4. ANALYSIS  OF  ZTD  TIME  SERIES 
In order to determine the value of linear trend in ZTD time series, seasonal 
variations, like, e.g., annual and semi-annual oscillations were taken into 
consideration. Time series of stations refer to exactly the same period (1998-
2013) but they have some gaps in data; therefore, to obtain information 
about oscillation, the Lomb–Scargle periodogram was prepared for every 
station (Hocke 1998). This method estimates frequency spectrum by fitting 
linear least-squares of sine and cosine model to the observed time series 
(Lomb 1976, Press et al. 1992): 
 � � � � � �cos sin ,i i i ix t a t b t n, ,� 
7 � 
7 �  (3) 

where x(ti) is the observed time series at time ti, a and b are constant 
amplitudes, � is the angular frequency, � is additional phase (required for 
the orthogonalization of the sine and cosine model functions when the data 
are unevenly spaced), and ni is the noise at time ti. 

Periodograms show various oscillations and characters of time series, 
because stations involved in the analysis are spread throughout Europe and 
different average weather conditions had influence on the ZTD size. All sta-
tions have a clear annual oscillation, and most of them have clear semi-
annual oscillations. However, some of them have also other variations or dif-
ferent configurations of variations (e.g., without semi-annual oscillations). 
For every station 2 periodograms were prepared (with and without annual 
oscillation), due to strong annual oscillations which disturb the character of 
oscillations with smaller amplitude and thus hinder their investigation. Fig-
ure 3 shows Lomb–Scargle periodograms for the ZTD time series for select-
ed stations. Station GRAS (Fig. 3a) has clearly only annual oscillation with 
amplitude 41.7 mm (a similar character have, e.g., MARS and CAGL sta-
tions). Significant annual and semi-annual oscillations has, e.g., the GLSV 
station (Fig. 3b) with amplitude 53.3 and 10.6 mm, respectively. In some 
cases, semi-annual oscillations were smaller than oscillations with 1/3 year 
frequency – like SFER (Fig. 3c) with amplitudes of 24.2, 4.6, and 7.0 mm 
for annual, semi-annual, and ter-annual oscillations, respectively. MAS1 
station (Fig. 3d) has noticeable annual, semi-annual, ter-annual, and even 
quarto-annual amplitudes with 29.9, 7.9, 5.8, and 2.5 mm, respectively. In 
case of RAMO station (Fig. 3e) semi-annual and ter-annual oscillations have 
significant value of amplitude as compared to the value of annual oscillation 
amplitude. 

Based on the results from the periodograms analysis, estimation of the 
linear trend and seasonal components was carried out using the model: 

 0( ) sin 2� cos 2� sin 4� cos 4�

sin 6� cos 6� sin 8� cos8� ,
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Fig. 3. Lomb–Scargle periodograms for GRAS (a), GLSV (b), SFER (c), MAS1 (d), 
and RAMO (e) stations. 
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where x(t) is the observed time series, &xt is the linear trend, I
AA , O

AA , etc. are 
coefficients for the condition of sine and cosine using the method of least 
squares. The LSE trend and amplitude of annual, semi-annual, ter-annual, 
and quarto-annual term (obtained from Lomb–Scarge periodograms) were 
calculated on the basis of hourly data (results in Section 5). 

In order to verify the trend estimated using LSE modified Mann–Kendall 
trend test (Mann 1945, Kendall and Stuart 1970) for all stations was also 
prepared. Mann–Kendall trend test is a statistical, non-parametric test which 
can be used for trend detection in climatologic time series (Goosens and 
Berger 1986, Mavromatis and Stathis 2011) due to the fact that it does not 
require time series with normally distributed data and has low sensitive to 
gaps in data (Karmeshu 2012). The test execution returns information about 
whether a trend exists (hypothesis True) or whether the data is random and 
independent of each other, and because of that there is no trend in time series 
(hypothesis False). In addition, MK trend test returns the value of a 
statistical factor S, whose character (positive or negative) reflects character 
of trend in the time series:  
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where Xj and Xi are time series, with  i = 1, 2, 3, …, n – 1  and  j = i + 1, i + 2, 
i + 3, ..., n.  

In case of described analysis, the MK trend test for time series with de-
leted oscillations (annual, semi-annual, ter-annual, quarto-annual) was per-
formed. The MK trend test does not give result as a value of trend, but it is 
useful in case of these stations which due to the low value of the trend (ob-
tained by the LSE) require additional verification. 

5. RESULTS  OF  ANALYSIS 
5.1 16-year time series 
In this paper we focused on 16-year ZTD time series, mostly due to the fact 
that, assuming the need to analyze exactly the same period of time for all 
stations, their spatial resolution is better than in the case of 18-year time 
series (more stations). Based on the results obtained from Lomb–Scargle 
periodo-grams and LSE method, annual, semi-annual, ter-annual, and 
quarto-annual oscillations for every station were estimated. The average size 
of the annual oscillation amplitude (for all stations) is on the level of 
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46.8 mm, with maximum value for TORI station and minimum value for 
RAMO station, which are 63.3 and 13.72 mm, respectively. Average 
amplitude of semi-annual oscillations is 7.5 mm, with maximum value for 
JOEN station (11.9 mm). For some stations (e.g., MATE) this oscillation 
does not exist. These amplitudes are similar, but a little smaller than average 
global values for annual and semi-annual oscillations given by Jin (Jin et al. 
2007), which are 50 and 10 mm, respectively. Different characters of time 
series, deter-mined by different size of seasonal components, are shown in 
Figs. 4 and 5. Small amplitude of annual variations (22.6 mm) for CASC 
station (Fig. 4) in combination with one of the highest average ZTD values 
(2.425 m) reflects climate character in area of this station. It is located in 
Portugal, on the coast of the Atlantic Ocean in the humid subtropical zone, 
where high humidity and lack of large temperature variations are probably 
due to the influence of the Gulf Stream. In contrast, GRAS station (Fig. 5) 
with the 41.8 mm of annual amplitude and the lowest average ZTD value 
(2.054 mm) represents the conditions corresponding to large heights (station 
is located at 1319.3 m a.s.l.). 

Fig. 4. ZTD time series for CASC (Portugal) station with fitted oscillations. 

Fig. 5. ZTD time series for GRAS (France) station with fitted oscillations. 
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Fig. 6. Amplitude and phase shift for annual ZTD oscillations (January 1998 –  
December 2013). 

Seasonal components of ZTD time series, like annual variations, could 
be useful for climate applications, especially with taking into consideration 
size of their amplitude and phase shift (month with maximum value of si-
nusoid). Variations of ZTD are mostly determined by wet component of 
troposphere. Their maximum amplitude is usually correlated with maximum 
temperature and humidity. Figure 6 shows size of amplitude, with an indica-
tion of the time when the amplitude reaches a maximum. For most of the sta-
tion it is in the end of July or in the beginning of August, which coincides 
with the summer months in which the highest temperatures are observed. 
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Fig. 7. ZTD trend for 16-year time series (January 1998 – December 2013). 

Trend detection in ZTD long time series has very high value for climate 
change monitoring. Using LSE, the trend value was determined and the ex-
istence of trend was confirmed by means of Mann–Kendall method. Only in 
the case when the Mann–Kendall test confirmed the existence of a trend 
(True), the station was taken for further analysis. From 58 EPN stations, us-
ing both above-mentioned methods, the occurrence of a trend was confirmed 
for 54 stations. Stations without proven trend are: CASC, MATE, MEDI, 
TORI. The average value of trend (for the rest of stations) is 1.0 mm/decade, 
but this value includes both positive and negative trends. 34 stations have 
positive trend and 19 stations negative. The highest positive trend was found 
for the BZRG station and its size is 5.5 mm/decade. The most negative trend 
was found for GOPE station and its size is –4.7 mm/decade. Figure 7 shows 
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location, size, and type of determined trend. Green arrows indicate positive 
trends, and red arrows indicate negative. For the north-eastern part of 
Europe, the trend characters are the same (positive), only with some discrep-
ancies to the size of ZTD trend. The largest discrepancies to the nature of the 
trend occurred in Central-Western Europe, where in Western Germany, Bel-
gium, Nederland, and Eastern France is the 
superiority of stations with a negative trend. These negative trends are small 
in magnitude but occur in almost every station. Their meridional distribution 
may indicate that the distribution of air masses in the summer months is 
responsible for the changes in the ZTD values. In July, the circulation of air 
over continental part of Europe is based largely on the Azores High (high-
pressure zone over Atlantic) and low-pressure zone over Eurasian. 
Maximum range of occurrences of these both atmospheric pressure centers 
has also a meridian run (which is variable over time), coinciding with the 
occurrence of these negative trends. Perhaps in the analyzed period of time 
the average range of one of these atmospheric pressure centers has been 
changed and that could be reflected in changes of average ZTD values 
(negative trends). Most of the other stations which are characterized by 
negative trends (GOPE, DRES, WROC, MOPI, UNPG, VILL) lie near the 
mountains which very often have a different type of climate, which may 
cause discrepancies in trends’ character. 

All results (annual amplitude, semi-annual amplitude, trend, mv, and 
Mann–Kendall trend test results) for 16-year ZTD time series are presented 
in Table 2 in the Appendix. 

5.2  Comparison of 16- and 18-year ZTD time series 
Indicated by Nilsson and Elgered (2008) necessity of data from exactly the 
same period analysis imposes the need to reduce the time series in order to 
achieve the most optimal spatial resolution. On the other hand, determination 
of the trend should be based on the longest possible observations. The two-
year difference in the length of the time series may be important not only in 
relation to the estimated size of the trend, but also as to its character. In EPN 
network 30 stations have at least 18-year ZTD time series (they have been 
operating since 1996) and for these stations a comparison between shortened 
16- and full 18-year ZTD time series has been prepared. 

Annual amplitudes for 18-year ZTD time series are different than in case 
of 16-year time series for every station. Size of amplitudes for longer period 
of time are smaller than in case of shorter period of time, but these differ-
ences are less than 1 mm. Semi-annual amplitudes for 18-year time series are 
also different than for 16-year time series (except RAMO station) for every 
station. In contrast to the annual amplitudes, larger size of semi-annual am-
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plitudes occurs in most of the stations for longer period of time. However 
these differences are also less than 1 mm. 

For 4 stations MK trend test gave different result for 16-year time series 
than in case of 18-year time series. In case of DELF and WARE the result of 
MK trend test was positive (True) for shorter period of time and negative 
(False) for longer period of time. In case of MATE and MEDI result of MK 
trend test was negative (False) for shorter period of time and positive (True) 
for longer period of time. Differences in the number of stations for which the 
trend has been confirmed (for both lengths of time series), confirms that in 
order to analyze the changes in the spatial distribution of ZTD, it is neces-
sary to work on the exact same period of time. This is due to the fact that for 
small value of the trend and time series not long enough, an additional one or 
two seasons with stronger or weaker weather conditions than usual, may no-
ticeably affect the size of trend. Average value of trend, for rest 26 stations, 
is 1.5 mm/decade for 16-year time series and 2.0 mm/ decade for 18-year 
time series. For 4 stations (MAS1, MOPI, RAMO, RIGA) values of trends 
are exactly the same for two periods of time and are 3.0, –0.1, 3.3, and 
5.0 mm/decade, respectively. For ZIMM station value of trend for 16-year 
time series is negative (–0.4 mm/decade) and for 18-year time series is posi-
tive (1.2 mm/decade), whereas for both time series result of MK trend test is 
positive (True). In case of this station confidence interval is better for longer 
period of time, however the size of linear trend for shortened period of time 
is quite small and probably a slight change in the average weather conditions 
in additional two years might affect this change. An example of this station 
shows how sensitive to the changes, depending on the length of time series, 
the ZTD parameter is. Figure 8 represents all differences between results in 
trend value obtained from 18- and 16-year time series for 30 EPN stations.  
 

Fig. 8. Differences in trend value for 18- and 16-year time series. 



INVESTIGATION  ZTD  TIME  SERIES 
 

1117 

Fig. 9. ZTD trend for 18-year time series (January 1996 – December 2013). 

All results for 18-year ZTD time series are presented in Table 2 in the 
Appendix. In addition the results of linear trends estimated based on 18-
years ZTD time series are presented in Fig. 9. 

Long time series obtained from 30 EPN stations indicate the advantage 
of a positive trend in Europe. Only 4 stations (DENT, DOUR, GOPE, VILL) 
have negative character of trend and 26 stations have positive character of 
trend. For 2 stations (DELF, WARE), the MK trend test gave a negative re-
sult (False). The highest positive trend has RIGA station, which is 5.0 mm/ 
decade. The most negative trend has (as in 16-year time series) GOPE sta-
tion, which is –4.7 mm/decade. As in the case of 16-year time series, dis-
crepancies exist in Central-Western Europe, although they are less 
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significant. Primarily, a smaller number of stations in this area could be in-
cluded in the 18-year analysis (due to too short time series), but on the other 
hand the size of the trends, at the stations which were subjected to analysis, 
is lower than in the case of 16-year ZTD time series. 

The comparison showed the importance of additional two years of ob-
servations for the value of linear trend. The vast majority of stations is repre-
sented by a different size of the trend for the 16- and 18-year time series and 
one of stations has even different nature of trend. This shows how important 
for climate application is using the longest possible, but at the same time 
preserving the homogeneity, time series. 

6. SUMMARY 
In this paper, long ZTD time series were analyzed. Seasonal components 
(annual, semi-annual, ter-annual, quarto-annual) and linear trend were found 
using LSE. In order to obtain information about the oscillations, Lomb–
Scargle periodograms were performed for every station. Removed annual 
amplitude from time series allowed to reduce impact that it has on the 
oscillations with smaller amplitude and thus their correct verification. This 
approach is relevant for the analysis of a station with large spatial 
distribution, where the characters of the time series are significantly different 
from each other mainly due to different weather conditions. 

The highest annual amplitude was found for TORI station (63.3 mm) and 
the lowest for RAMO station (13.7 mm). The highest semi-annual amplitude 
was found for JOEN station (11.9 mm) and for some stations this oscillation 
does not exist (e.g., 0.6 mm for MATE station). The nature of the occurring 
oscillations represents the average weather conditions prevailing in the area. 
High amplitude of annual oscillations is related to the continental or moun-
tain type of climate, where the moderating influence of the warm mass of 
water is limited. It is probable that changes in the size of annual oscillations 
(increasing or decreasing from year to year) may reflect changes in the range 
of impact on the continent different type of climate, as well as linear trend. 
The decreasing size of amplitude may be caused by the increasing influence 
of the warm water masses on average weather conditions. However, the 
study of such dependence requires other tools and methods than LSE ap-
proach. 

In the case of a linear trend, results should be considered in two catego-
ries: 16-year time series and 18-year time series to assess the impact of addi-
tional two years. For 16-year ZTD time series the highest positive and the 
most negative trends have BZRG and GOPE stations, with 5.5 mm/ decade 
and –4.7 mm/decade, respectively. For 18-year ZTD time series the highest 
positive and the most negative trends have RIGA and GOPE stations, with 
5.0 mm/decade and –4.1 mm/decade, respectively. For ZIMM station the 
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character of trend for 16-year ZTD data is against the character of the trend 
for 18-year ZTD data. There are also considerable differences in the size of 
the trend between two periods of time, which in case of linear trend spatial 
distribution analysis (important for climate applications), indicates the ne-
cessity of use data from exactly the same period of time. 

To verify the existence of the trend obtained by LSE method, MK trend 
test was also performed. This test is particularly useful for stations with a 
small value of trend designated with LSE. Because MK trend test gave posi-
tive results for the verification of the existence of the trends, despite the di-
vergence in their values and characters, the way of interpreting the trend 
becomes particularly important. Due to the fact that two years may have a 
significant effect on the character and magnitude of the changes, they should 
be seen not only in the category of linear change, but also in the category of 
successive short-term changes (year after year). As in the case of observation 
of amplitudes changes, this task requires the use of more tools than just LSE 
method. 

Interpretation of the results is ambiguous because of the very large varie-
ty of climate types found in Europe, as well as harshness of the terrain, but 
taking into account the basic aspects arising from locations of the stations, 
many discrepancies in a trend character can be explained. It should be em-
phasized that the length of time series is still not sufficient for full climate 
research. However, on the one hand the development of appropriate methods 
of obtaining and interpreting results is important from the point of view of 
the possibility of adjusting constantly developing GNSS technology for the 
purpose of examining the troposphere. On the other hand, almost 20-year 
time series can be a sufficient source of data for supplementing and validat-
ing the climate models. 
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A p p e n d i x  

The list of EPN stations and the results 

Table 1  
The list of EPN stations taken for analysis 

Station Latitude
[deg.] 

Longitude
[deg.] 

H 
[m] Station Latitude

[deg.] 
Longitude

[deg.] 
H 

[m] 
ANKR 39.89 32.76 974.8 MATE 40.65 16.70 535.6 
BOGO 52.48 21.04 149.6 MEDI 44.52 11.65 50.0 
BOR1 52.10 17.07 124.0 METS 60.22 24.40 94.6 
BZRG 46.50 11.34 328.8 MOPI 48.37 17.27 579.0 
CAGL 39.14 8.97 238.4 ONSA 57.40 11.93 45.5 
CASC 38.69 –9.42 77.1 PENC 47.79 19.28 291.7 
DELF 51.99 4.39 74.4 POTS 52.38 13.07 174.0 
DENT 50.93 3.40 63.9 RAMO 30.60 34.76 893.1 
DOUR 50.09 4.59 283.0 REYK 64.14 –21.96 93.1 
DRES 51.03 13.73 202.9 RIGA 56.95 24.06 34.7 
EBRE 40.82 0.49 107.9 SFER 36.46 –6.21 85.8 
EIJS 50.76 5.68 103.8 SJDV 45.89 4.68 336.0 
EUSK 50.67 6.76 245.3 SODA 67.42 26.39 299.7 
GLSV 50.36 30.50 226.8 SOFI 42.56 23.39 1119.6 
GOPE 49.91 14.79 592.6 SVTL 60.53 29.78 77.1 
GRAS 43.75 6.92 1319.3 TERS 53.36 5.22 56.1 
GRAZ 47.07 15.49 538.3 TORI 45.06 7.66 310.4 
HERS 50.87 0.34 76.5 TRO1 69.66 18.94 138.0 
HOBU 53.05 10.48 152.3 UNPG 43.12 12.36 351.2 
HOFN 64.27 –15.19 82.5 VAAS 62.96 21.77 58.0 
JOEN 62.39 30.10 113.7 VIL0 64.70 16.56 449.9 
JOZE 52.10 21.03 141.4 VILL 40.44 –3.95 647.5 
KARL 49.01 8.41 182.9 VIS0 57.65 18.37 79.8 
KIR0 67.88 21.06 497.9 WARE 50.69 5.25 188.0 
KIRU 67.86 20.97 391.1 WROC 51.11 17.06 181.0 
KLOP 50.22 8.73 222.4 WSRT 52.91 6.60 86.0 
LAMA 53.89 20.67 187.0 WTZR 49.14 12.88 666.0 
MAR6 60.60 17.26 75.4 ZECK 43.29 41.57 1166.8 
MARS 43.28 5.35 61.8 ZIMM 46.88 7.47 956.7 
MAS1 27.76 –15.63 197.3     
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Table 2  
Results of analysis of 16- and 18-year ZTD time series.  

Bolded trend values represent positive result of Mann–Kendall trend test. 

Station 

Mean 
ZTD 
[m] 

Annual 
ampli-
tude 

[mm] 

Semi-
annual 
ampli-
tude 
[mm] 

Trend value
 ± error 

[mm/year] 

Mean 
ZTD
[m] 

Annual 
ampli-
tude 

[mm] 

Semi-
annual 
ampli-
tude 

[mm] 

Trend value 
 ± error 

[mm/year] 

16-year ZTD time series 18-year ZTD time series 
BOGO 2.374 52.65 9.44 0.45±0.02     
BOR1 2.385 51.85 9.42 0.14±0.02 2.385 51.80 9.62 0.30±0.02 
BZRG 2.347 62.04 6.36 0.55±0.02     
CAGL 2.376 37.63 3.42 0.22±0.02 2.376 37.88 2.83 0.16±0.02 
CASC 2.425 22.57 1.69 –0.03±0.02     
DELF 2.405 43.89 7.94 –0.18±0.02 2.405 43.76 8.06 0.01±0.02 
DENT 2.412 43.98 7.63 –0.28±0.02 2.411 43.78 7.89 –0.05±0.02 
DOUR 2.346 43.92 7.68 –0.26±0.02 2.346 43.50 7.96 –0.04±0.02 
DRES 2.370 50.89 8.42 –0.23±0.02     
EBRE 2.425 54.21 8.94 0.27±0.02 2.424 54.28 9.13 0.22±0.02 
EIJS 2.402 46.00 8.12 –0.37±0.02     
EUSK 2.358 46.36 7.91 –0.20±0.02     
GLSV 2.352 53.26 10.60 0.53±0.02     
GOPE 2.255 48.76 8.40 –0.47±0.02 2.255 48.45 8.54 –0.41±0.02 
GRAS 2.055 41.77 2.46 0.19±0.02 2.054 41.61 3.13 0.14±0.02 
GRAZ 2.281 56.33 8.06 0.12±0.02 2.281 55.47 8.39 0.28±0.02 
HERS 2.406 40.95 7.85 0.42±0.02 2.405 40.95 8.28 0.40±0.02 
HOBU 2.377 47.10 8.11 –0.04±0.02     
HOFN 2.36 42.48 6.67 –0.41±0.02     
JOEN 2.349 53.53 11.91 0.31±0.02     
JOZE 2.380 52.85 10.48 0.41±0.02 2.380 52.77 10.65 0.36±0.02 
KARL 2.386 49.62 8.43 –0.22±0.02     
KIR0 2.224 49.49 9.46 0.12±0.02     
KIRU 2.253 50.33 10.05 0.19±0.02 2.253 49.94 11.14 0.10±0.02 
KLOP 2.367 47.28 7.85 –0.38±0.02     
LAMA 2.359 52.18 9.73 0.27±0.02 2.358 51.76 9.84 0.42±0.02 
MAR6 2.370 50.61 9.34 0.37±0.02     
MARS 2.419 44.30 1.21 0.20±0.02     
MAS1 2.392 29.87 7.92 0.30±0.02 2.392 29.81 7.47 0.30±0.02 
MATE 2.283 41.1 0.56 0.02±0.02 2.283 40.97 0.62 0.03±0.01 
MEDI 2.43 54.48 3.52 0.04±0.02 2.430 54.09 4.37 0.15±0.02 
METS 2.36 50.41 9.11 0.31±0.02 2.360 49.92 9.76 0.27±0.02 

to be continued 
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Table 2 (continuation) 

Station 

Mean 
ZTD 
[m] 

Annual 
ampli-
tude 

[mm] 

Semi-
annual 
ampli-
tude 
[mm] 

Trend value
 ± error 

[mm/year] 

Mean 
ZTD
[m] 

Annual 
ampli-
tude 

[mm] 

Semi-
annual 
ampli-
tude 

[mm] 

Trend value 
 ± error 

[mm/year] 

16-year ZTD time series 18-year ZTD time series 
MOPI 2.256 49.92 8.48 –0.10±0.02 2.257 49.14 8.67 –0.10±0.02 
ONSA 2.391 46.63 8.36 0.12±0.02 2.390 46.29 8.91 0.19±0.02 
PENC 2.351 52.85 8.38 0.30±0.02 2.350 52.10 8.74 0.45±0.02 
POTS 2.378 49.15 8.59 0.23±0.02 2.377 48.92 8.77 0.41±0.02 
RAMO 2.153 13.72 8.49 0.33±0.01 2.153 13.72 8.49 0.33±0.01 
REYK 2.352 42.43 7.02 0.36±0.02 2.352 42.45 6.59 0.18±0.02 
RIGA 2.391 52.79 10.02 0.50±0.02 2.390 52.72 10.39 0.50±0.02 
SFER 2.423 24.23 4.58 0.19±0.02 2.423 24.21 4.12 0.18±0.02 
SJDV 2.313 45.73 6.45 0.13±0.02     
SODA 2.283 50.99 10.57 0.40±0.02     
SOFI 2.118 46.02 3.73 0.21±0.02     
SVTL 2.368 53.56 11.35 0.21±0.02 2.367 53.47 11.73 0.36±0.02 
TERS 2.404 43.67 8.23 –0.27±0.02     
TORI 2.354 63.34 5.94 –0.03±0.02     
TRO1 2.328 49.49 8.80 0.00±0.02     
UNPG 2.342 46.92 1.49 –0.25±0.02     
VAAS 2.367 51.25 9.48 0.42±0.02     
VIL0 2.249 47.87 8.80 0.21±0.02     
VILL 2.255 28.91 0.78 –0.20±0.02 2.255 29.40 1.08 –0.16±0.02 
VIS0 2.374 48.88 8.58 0.25±0.02     
WARE 2.374 44.54 8.05 –0.19±0.02 2.374 44.20 8.20 0.04±0.02 
WROC 2.375 52.82 9.77 –0.14±0.02     
WSRT 2.399 45.72 8.36 –0.09±0.02     
WTZR 2.237 48.58 8.96 0.17±0.02 2.236 48.17 9.00 0.34±0.02 
ZECK 2.095 53.85 6.75 0.43±0.02     
ZIMM 2.162 47.85 6.74 –0.04±0.02 2.162 47.37 7.01 0.12±0.02 
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A b s t r a c t  

The paper presents the results of analyses of numerical experiments 
concerning GPS signal propagation delays in the atmosphere and the dis-
crete mapping functions defined on their basis. The delays were deter-
mined using data from the mesoscale non-hydrostatic weather model 
operated in the Centre of Applied Geomatics, Military University of 
Technology. A special attention was paid to investigating angular charac-
teristics of GPS slant delays for low angles of elevation. The investiga-
tion proved that the temporal and spatial variability of the slant delays 
depends to a large extent on current weather conditions. 

Key words: slant delay, mapping function, mesoscale model, anisotropy. 

1. INTRODUCTION 
Atmospheric refraction plays an important role in precise determination of 
position by means of Global Positioning System (GPS) techniques. The in-
fluence of atmospheric pressure, temperature, and first of all humidity slows 
the GPS signal down, diffuses it and changes its propagation direction. In 
consequence, these factors cause the propagation time between the satellite 
and the receiver to be longer than in the vacuum. These delays, called slant 
tropospheric delays or corrections, are mainly related with the lower layers 
of the atmosphere where weather phenomena occur. Since the GPS waves 
are non-dispersive in the troposphere, the slant delays cannot be eliminated 
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and they appear in the observational equations as additional unknowns. In a 
specific measurement epoch there are as many delays as there are observed 
GPS satellites. From the computational point of view, this situation is unfa-
vourable and it results in multiplication of the number of the unknowns and 
usually in a bad conditioning (peculiarity) of the observation matrix. In prac-
tice, in order to reduce the number of the unknowns, the slant delays are ex-
pressed using zenithal delays (common for all satellites) computed 
subsequently with other geodesic parameters in the estimation process of ob-
servation systems solutions. The relation between these delays is realized us-
ing mapping functions dependent on the direction of the satellites observa-
tions. Just a few years ago, the available Bernese (Dach et al. 2007) and 
GAMIT-GLOBK (King and Bock 2005) software packages used mainly the 
Niell mapping functions (Niell 1996). The coefficients of these functions 
were determined on the basis of the solutions of the GPS waves propagation 
equation, the so-called eikonal equation, using selected profiles of the stan-
dard atmosphere model and verified using upper air sounding data. This in-
direct way of determining the slant delays, due to neglecting the current 
weather conditions, is burdened with a large systematic error, especially for 
satellites at low elevation angles. For this reason, operational possibility to 
determine the mapping functions using meteorological data from global 
weather predicting models was brought to attention (Niell 2000). The re-
search presented in Boehm et al. (2006) was a continuation of Niell’s work, 
and the European Centre for Medium-Range Weather Forecasts (ECMWF) 
model was used for this. The discrete mapping functions were defined for 
the global network and the international IGS services (International GNSS 
Service), IVS (International VLBI Service), and IDS (International DORIS 
Service). Introducing these mapping functions significantly improved the re-
sults of the satellite geodesic techniques and made it possible to realize the 
precise positioning of a single point (PPP) with sub-centimetre accuracy 
(Urquhart et al. 2011). Data from the mesoscale non-hydrostatic Coupled 
Ocean/Atmosphere Mesoscale Prediction System – Naval Research Labora-
tory (COAMPS–NRL; Hodur 1997, Bosy et al. 2010) model are used for the 
research presented in this paper. This model, unlike the global ones, due to 
better spatial resolutions of the computational grids, enables to monitor the 
temporal and spatial variability of the meteorological elements fields with 
better effectiveness, especially the humidity which is the main cause of diffi-
culties encountered in GPS signal delay modelling. The values of the delays, 
especially for low elevation angles, may have significant influence on the so-
lutions of the observation systems. For this reason, the proper determination 
of the delays is extremely important for accuracy of spatial geodesic tech-
niques and it has significant influence on the accuracy of geodesic parame-
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ters computations (e.g., Bogusz et al. 2011, Urquhart et al. 2011, Wielgosz 
et al. 2012). 

2. SLANT  DELAY  OF  GPS  SIGNAL 
The considered slant delay ��s is a result of integrating the refraction coeffi-
cient n of the atmosphere along the GPS signal path s from the satellite to the 
receiver (Fig. 1) according to Eq. 1. In vacuum the signal propagates along a 
straight line while in the atmosphere (according to the Fermat principle) 
along a curve line. Beside the curvature called the geometric elongation ef-
fect ��g, the signal is first of all slowed down. The slowdown effect (addi-
tional elongation) is called the electromagnetic effect ��e: 

 
rec rec rec rec

sat sat sat sat

( ) 1 1 1 ,

e g

s n s ds ds ds dl

= =

=

0 0

0 � 
 � � 
2 2 2 2
��������� �������

 (1) 

where ��s is the total delay of the signal in the atmosphere (expressed in 
units of length, e.g., meters), and ds, dl are the differential increments of the 
s and l (straight line) paths’ lengths of the GPS signal from the satellite (sat) 
to the receiver (rec). 

The ��g element defines the curvature and represents the geometric delay 
resulting from the difference in length of the signal paths calculated along 
the curve and the straight line connecting the receiver and the satellite. The 
geometric delay �g has significant contribution (decimetres) for low elevation 
satellites; it is less than 1 cm for elevation angles greater than 15° and it 
equals zero in the direction of the zenith (Mendes 1999). 

Meteorological parameters generated by the COAMPS mesoscale model, 
i.e., potential temperature, total pressure, and specific humidity (Figurski et 
al. 2007, 2009), were used for determining tridimensional refraction fields 
nxyz. The fields were interpolated from the computational space of the 
mesoscale model (Lambert’s Conformal Projection with the Gal-Chen 
 

Fig. 1. The geometry of the GPS signal propagation. 
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and Somerville’s nonlinear vertical coordinate) into the parallel planes of a 
local topocentric coordinate system defined by the GPS station position 
(Fig. 1). The Cartesian coordinate system used for realizing the computa-
tions simplifies preparation of the algorithm of the eikonal equation called 
also the ray Eq. 2 written in the form of ordinary differential equations sys-
tem: 

 1( ) ( ) , ( ) ,
( )

d d d dn n n
ds ds ds n ds

&9 >� � � ? ( � � ?; @� �� � < A
r rr r � r

r
 (2) 

where s is the path measured along the ray (Fig. 1) and defined by the vector 
r = [x(s), y(s), z(s)] with respect to the beginning of the topocentric reference 
system, � is the vector tangential to the trajectory (ray) at point r, and n(r) is 
the refraction coefficient dependent on the radius vector r.  

The equation system 2 indicates that both the length of the path s and the 
value of the slant delay �� are dependent on the spatial heterogeneousness of 
the refraction coefficient n(r) defined by the gradient ?n(r). The solution of 
the system 1 was formulated in the form of the following initial-value prob-
lem: 

 � � � �
0

0 0 0 0( ) , ( ) , ( ) cos ,cos ,sin 90 .dx s ds dy s ds dz s ds � B C
�
� � D


r r
�  (3) 

In Eq. 3  r0 = [x(s0), y(s0), z(s0)]  is a vector of the GPS station antenna lo-
cation, � is the zenithal angle, &0 is a versor tangential to the trajectory at 
point r0 which is determined by the directional cosines: cos �, cos B, cos % 
defining the direction to a selected point in the space, e.g., the satellite posi-
tion. In order to determine signal delay of the particular satellite, shooting 
method (Hobiger et al. 2008) or collocation method (Zus et al. 2012) is used. 

3. THE  ALGORITHM  OF  DETERMINING  THE  SLANT  DELAY 
The path s of the ray and the slant delays �� related with it were determined 
using an iteration algorithm (Figurski et al. 2007, 2009). For every GPS sta-
tion it uses atmospheric refraction fields defined in the topocentric systems 
(Fig. 1) on rectangular grids interpolated from irregular grids (of spatial 
resolution of 13 and 4.3 km in the Lambert’s Conformal Projection) of the 
mesoscale model. The distribution of distances between the computational 
planes (levels) of these grids is not uniform. Distributions similar to that pre-
sented in Rocken et al. (2001) were used for the research. This solution 
saves the operational memory of the computer and shortens the time of com-
puting while maintaining appropriate accuracy of the obtained values of the 
slant delay. It is also compatible with the distribution of atmospheric fields 
in real atmosphere, in the altitude reference system, and in mesoscale mod-
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els. In the grids considered here, the cells are cuboids (Fig. 2) with different 
heights dh and constant lengths of the sides dx, dy equal to the distances be-
tween the nodes of the mesoscale model cells. The program for local three-
line interpolation is introduced because of the applied procedures of solving 
the equations system 1 and thus the necessity of computing the values of re-
fraction in any point of the computational cell (Fig. 2). 

 000 100 010

101 011 110 111

(1 )(1 )(1 ) (1 )(1 ) (1 )(1 )

(1 ) (1 ) (1 ) .
xyzn n x y z n x y z n x y

n x y z n x yz n xy z n xyz
� 
 
 
 � 
 
 � 
 


� 
 � 
 � 
 �
 (4) 

The variables (x, y, z) in Eq. 4 are normalized. The normalization is equiva-
lent to an auxiliary transformation of the cuboids cells into unitary cubes 
(Fig. 2). 

Polynomial form of the function nxyz simplifies determination of gradient 
components nxyz vector which are necessary for integrating realization proce-
dure for the differential equations system 2 of the ray. The procedure deter-
mines the trajectory, i.e., the GPS signal path. The classical constant step 
Runge–Kutta method of the fourth order (Ralson 1995) was used here. Iden-
tifications of the cells of the computations grid in which the determined 
point of the trajectory is placed (Fig. 2), is an important phase of the algo-
rithm. For irregular grids, this identification is usually a complex process and 
computationally expensive. However, it is simple for the used rectangular 
grids. In this case, the cells are identified by the (i, j, k) indexes defined by: 

� � � �� � � �� � � �� �� �0 0 0, , floor * , floor * , floor * ,j j k x x dx y y dy z z dh� � � �  (5) 

Fig. 2. Computational algorithm illustration – the three-line interpolation. 
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where “floor” is a function rounding the numbers down, and  r0 = [x0, y0, z0]  
is the vector connecting the centre of the topocentric system with the local 
system (x*, y*, z*) of the current cell of the grid (Fig. 2). 

Procedure 5 may also be applied to regular spherical grids. The refrac-
tion value and the gradient 4 are computed for a new point of the trajectory 
after determining the point and identifying the cells of the grid (Fig. 2). The 
new position is then determined by means of the procedure of integration. 
The iteration process is continued until the modelled atmosphere is left. Re-
cording the coordinates of the points of the trajectory and their related values 
of refraction nxyz enables to compute the slant delay value ��s (Eq. 1). 

4. NUMERICAL  EXPERIMENTS 
4.1  Meteorological conditions 
For the conducted basic research, every forecast from the model may be con-
sidered as the real state. However, having in mind future provision of 
mesoscale zenithal ��z and slant ��s delays for the users, as well as mapping 
functions  m = ��s/��z  determined on their basis, we have to be aware that 
the question of confronting the model results with the actual conditions, i.e., 
appropriate monitoring and validation of the mesoscale model performance, 
will be inevitable. For this reason, investigating propagation of the GPS 
waves was related with periods in which the state of the atmosphere deter-
mined by the COAMPS mesoscale model correctly reflected the real atmos-
pheric conditions. 

To quantitatively verify the results, MSG 2 (Meteosat Second Genera-
tion) satellite images from the archives of the Dundee University, 
http://www.sat.dundee.ac.uk/, were used. Cloud systems related with atmos-
pheric precipitation are observed in the IR7 (8.3-9.1 μm) images (Fig. 3). 
The satellite images are presented in the COAMPS model projection. It is 
observed that areas of precipitation and related cloud systems generated by 
the model are correlated with the cloud systems observed in the images. It is, 
among others, an effect of the observations data assimilation process which 
determines the initial conditions of the weather forecast. Partial quantitative 
verification of the atmosphere state, especially concerning the surface fields 
in the area of Poland, may be conducted using data provided by synoptic sta-
tions of the Institute of Meteorology and Water Management. If all sites 
were equipped with automatic systems measuring basic meteorological pa-
rameters, it would provide excellent auxiliary material from the Active Geo-
detic Network European Position Determination System (ASG EUPOS) 
network. Currently, EUREF Permanent Network (EPN) and the WAT1 sites 
are equipped with such stations. 
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Fig. 3. Comparison of the cloud cover fields observed in the MSG 2 satellite images 
in the IR7 channel and the forecasted fields of precipitation for the 13 km computa-
tional grid of the COAMPS model at 6.00 on 17 April 2008. 

4.2  The process of scanning the atmosphere 
The process of scanning the atmosphere generated by the COAMPS 
mesoscale model was used in order to investigate the character of the slant 
delay spatial distribution (Figurski et al. 2009). The slant delays were deter-
mined according to the scheme presented in Fig. 4 for elevation angles   
within the range of [3°, 10°] and [15°, 90°] with increments of 1° and 5°, re-
spectively, and for azimuths � within the range of [0°, 350°] with increments 
of 10°. It takes into consideration  24 × 36 = 864 directions.  

Such sampling of the space enables us to obtain appropriately accurate 
interpolated values of the delay for any direction. Due to the minimum value 
of the elevation angle,   = 3D, the computations could not be realized for all  
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Fig. 4. The spatial process of scanning the atmosphere. 
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Fig. 5. Slant delay as a function of the elevation angles for fixed azimuth values and 
mesoscale model forecast time. Daily course of zenithal delay for the WAT1 site. 

points of the mesoscale model space. For example, the area of 1885 by 
2197 km (13 km grid), as presented in Fig. 4B, is appropriate for determin-
ing the full distributions of the slant delay ��s for the rays inclined at 3° with 
respect to the plane of the horizon for all points belonging to the territory of 
Poland (except for those that are subject to visibility problems). The lengths 
of the rays projections Rz (Eq. 6) for the elevation angles   (Fig. 4B) are de-
fined by the (x, y) coordinates of the intersection of the sphere of  a + h  ra-
dius and the straight line defined by the equation:  y = x � tg �  and crossing 
the centre of the topocentric coordinate system: 

 � �2 2 2arctg ( / ) tg , ( ) ,zR x z y x a x y a h � F � � � � � �  (6) 

where  a = 6371.229 km, and  h = 30 km  is the height of the COAMPS at-
mospheric model. 

For    = 3D  Eq. 6 provides  R  =3D G 370 km. The R  parameter value usu-
ally influences the choice of the spatial resolution of the mesoscale model 
grid. Figure 4B shows that a square of the side length of about 1400 km is 
sufficient to determine ��s for  R  = 3D. The courses of slant delays ��s pre-
sented in Fig. 5 as functions of the elevation angles for fixed azimuth values, 
mesoscale model forecast time and daily zenithal delays ��z are the results of 
the computations. 

4.3  Mesoscale mapping functions 
Using the plots of Fig. 5, complete discrete mapping functions mc may be de-
rived which are dependent on GPS station position  x = (, H, h), time t, ele-
vation  , and azimuth � angles determined by the process of scanning the 
mesoscale model atmosphere: 
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 (7) 

where  ��z = ��s (� = 90°)  is the zenithal delay. 
In case of investigating the influence of water vapour content on GPS 

signals propagation or a reciprocal task, e.g., GPS tomography of the atmos-
phere using the complete mapping function mc, it is possible to extract its 
wet mw and hydrostatic mh parts. Determination of mw and mh (Rocken et al. 
2001, Urquhart et al. 2011) is realized using the following relations: 

 � �
� � � �

,
, , ,

s z
w h w w

s z s z s z
w w w w w h h h

n n n
m m
= =

= = = = = =
� � ( 0 0
0 0 ( � 0 0 � 0 0

 (8) 

where  , , , ,s s z z
h w h w= = = =0 0 0 0  nw, nh  are dry and wet parts of the slant ��s and 

zenithal ��z delays and of the refraction coefficient n. 
For the  t = 0  epoch, the mc functions are computed using the analysis of 

meteorological fields, while for  t J 0  using forecasts obtained from the 
mesoscale model. The analysis is based on real data which have to be col-
lected from the meteorological data exchange network for the main synoptic 
times (00, 06, 12, 18 UTC). The delay related with it causes that operational 
application of mc is feasible for ultra-short, e.g., 6-hourly weather forecasts. 
Equation 8 shows that for the measurement epoch t, the mc function differs 
from the ��s by the multiplication factor which is a reciprocal of the ��z de-
lay. Due to relatively small values of changes of ��z (Fig. 5), investigating 
mc or ��s in the range of low elevation angles   is practically equivalent. For 
this reason, amplitudes mc and ��s are proportional, and their angular charac-
teristics are identical. The functions described by Eq. 8 vary from the simpli-
fied ones routinely used in GPS analyses by anisotropy of the spatial 
distribution. The simplifications are first of all related to the assumed inde-
pendence of azimuth �. The research presented below indicates that such an 
assumption is justified only for appropriately large elevation angles assumed 
in practice as the cut-off angles (  > 10D). 

5. ANALYSIS  OF  SLANT  DELAY  DISTRIBUTIONS 
Investigating the mapping functions 7 is not simple because of their multi-
dimensionality. Therefore, the analysis method of projections on sub-spaces 
of various combinations of the  , �, t, x parameters was used for this pur-
pose. For example, the projection on the �, � sub-space is equivalent to fix-
ing the position x of the GPS site and fixing the time t of observation. The 
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first plot (Fig. 5) illustrates the relation 9 between the slant delay ��s and the 
elevation angle � for constant value of azimuth � and time t for the WAT1 
reference site. The other plot (Fig. 5) presents one-dimensional temporal 
courses of the zenithal delay described by Eq. 10. They reflect, among oth-
ers, the changes of meteorological conditions (e.g., air humidity) above the 
observation point.  

 � �, const, const, ,s s t x= =  �0 � 0 � �  (9) 

 � �WAT190 , const, , .s s t x x= =  �0 � 0 � D � �   (10) 

From a practical point of view, the sets of values of function 7 for elevation 
and azimuth angles determined by the varying in time position of GPS satel-
lites are important for the GPS solutions. Generally, the slant delays ��s for a 
selected GPS station are determined by means of fast methods of ray track-
ing according to the scanning scheme presented in Fig. 4. Forecasted refrac-
tion fields of the mesoscale model determined in one hour intervals are used 
in the computations. Tables 1 and 2 contain examples of angular distribu-
tions of slant delays for 17 and 19 April 2008, averaged with respect to azi-
muth and time (day). 

The sets include the minimum min ( )s=  0 , maximum max ( )s=  0 , and aver-

age ( )s=  0  values and the standard deviations of the delays for the elevation 
angles � considered in the computations. They are determined for 900-
element samples of data. The averaging ( )s=  0  was done with respect to a 
set of azimuths � from the range of (0°, 360°) with 10° increments. Analysis 
of the results obtained for two selected days indicates that for the elevation 
angle    = 3D, the azimuth differences of the delays are up to 1.1 m (on 
17 April) and 1.6 m (on 19 April). They decrease with increasing �, reaching 
14 and 28 cm for the elevation angle of    = 15D. Additional comparison of 
estimated values of standard deviations �0=( ) shows that the distribution for 
19 April has greater spatial variability than the distribution for 17 April 
(Fig. 6). Therefore, it may be concluded that the GPS weather defined by the 
spatial variability and irregularity was worse for the meteorological condi-
tions observed at 00 UTC on the second of the considered days (Table 2). It 
is interesting that the conclusion might be opposite if the average values 

( , )s=  �0  were considered alone. In this case, the maximum difference is 
only 5 cm. The presented example illustrates the dissimilarity of the anisot-
ropic mesoscale mapping functions developed in the research and the iso-
tropic NMF or VMF1 type functions (Niell 1996, Boehm et al. 2006). 
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Table 1 
Angular distribution of slant delays for the WAT1 reference station, 

17 April 2008, 00 UTC 

� min ( )s=  0  
[m] 

( )s=  0  
[m] 

max ( )s=  0  
[m] 

( )=  �0  
[m] 

3° 35.35 36.00 36.45 0.21 
4° 28.79 29.16 29.46 0.14 
5° 24.11 24.39 24.62 0.11 
6° 20.69 20.91 21.09 0.09 
7° 18.10 18.29 18.44 0.07 
8° 16.08 16.24 16.37 0.06 
9° 14.47 14.61 14.73 0.06 
10° 13.16 13.29 13.39 0.05 
13° 10.38 10.48 10.56 0.04 
15° 9.14 9.22 9.28 0.03 

Table 2 
Angular distribution of slant delays for the WAT1 reference station,  

19 April 2008, 00 UTC 

� min ( )s=  0  
[m] 

( )s=  0  
[m] 

max ( )s=  0  
[m] 

( )=  �0  
[m] 

3° 35.00 35.96 36.60 0.38 
4° 28.53 29.14 29.61 0.29 
5° 23.93 24.39 24.75 0.24 
6° 20.53 20.91 21.22 0.21 
7° 17.96 18.29 18.55 0.18 
8° 15.96 16.25 16.48 0.16 
9° 14.36 14.62 14.82 0.14 
10° 13.06 13.29 13.47 0.13 
13° 10.31 10.49 10.63 0.10 
15° 9.07 9.23 9.35 0.09 
 

The plots of the delay differences and their average values for each hour 
of the forecast: 

 WAT1, ( , , , ), 0,1,..., 24 hs s s s s
r t x t= = = = =  �0 � 0 
0 0 � 0 �  (11) 

are presented in Fig. 6, where xWAT1 is the WAT1 reference site position vec-
tor. 
Application of the differences presents in a clearer way the dependence of 
delays on the elevation � and azimuth � angles. Observing them in the abso- 
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Fig. 6. Differences of slant delays as functions of azimuth and elevation angles for 
the WAT1 site. 

lute courses is more difficult because the disturbances (differences) ampli-
tude for the elevation angle of 5° is about 50 times smaller than the average 
value. The plots of Fig. 6 may also be presented in the polar form which is 
more comfortable for analysis. 

Figures 7-12 present azimuth distributions of differences of slant de-
lays s

r=0  for the WAT1 site for elevation angles    = 3D, 4D, 5D. They were 
constructed using the following equations: 

 

� �WAT1

( , ) cos , ( , ) sin ,

( , ) ( , ) ( , ) ,

( , ) {3 , 4 ,5 }, , {1, 24}, ,

s s
r r

s s s
r
s s

x y

t x

= � � = � �

= � = � = �

= � =  �

� 0 - � 0 -

0 - � 0 - 
 0 -

0 - � 0 5 D D D 5

 (12) 

where ( , ), ( , )s s= � = �0 - 0 -  is the discrete course and its average with respect 
to azimuth (Fig. 6) for each hour (t = 0, 1, …, 24) of the daily forecast; x, y 
are coordinates of radius vectors of the  ( , )s

r= �0 -   lengths determined for 

the set of azimuths:  � 5 [0D, 360D). 
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Fig. 7. Anisotropic distributions of the differences of the slant delay 

s s s
r= = =0 � 0 
 0  ( s=0  is the average with respect to the azimuth) for a daily fore-

cast on 17 April 2008. The synoptic situation is presented in MSG 2 IR7 satellite 
images. Units: [m]. 
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Fig. 8. Azimuth distributions of the differences of the slant delay 

12( , )s s s
r t= = =0 � 0 
 0 -  ( 12( , )s t=0 -  is the course for the 12 hour forecast) on 

17 April 2008. The synoptic situation is presented in relative humidity fields. Units: 
[m]. 
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Fig. 9. Distributions of the differences s s s
r= = =0 � 0 
 0  of the slant delay for eleva-

tion angles of 3°, 4°, 5° at subsequent hours of the daily forecast on 19 April 2008 
for the synoptic situation presented in MSG 2 IR7 satellite images. Units: [m]. 
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Fig. 10. Anisotropic distributions of the differences of the slant delay 

12( , )s s s
r t= = =0 � 0 
 0 -  at subsequent hours of the daily forecast on 19 April 2008. 

The GPS signal rays for the elevation angle of 3D are superimposed over vertical 
cross-sections of the humidity field. Units: [m]. 
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Fig. 11. Forecasted distributions of differences of slant delay 

s s s
r= = =0 � 0 
 0  for 14 June 2009. The weather condition related with an atmos-

pheric front is presented in MSG 2 satellite images. Units: [m]. 
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Fig. 12. Relative distributions of slant delay: 12( , )s s s

r t= = =0 � 0 
0 -  for 14 June 
2009. Units: [m]. 



K. KROSZCZY�SKI 
 

1144

Distributions presented in Figs. 8, 10, and 12 were also obtained using 
Eq. 12 but for differences ( , )s= �0 -  defined by 

 � � � � � �12, , , , .s s s
r t= � = � = �0 - � 0 - 
 0 -  (13) 

In this equation, 12( , , )s t= �0 -  corresponds to the distribution of slant delay at 
12 UTC. The plots of the type as in Fig. 8 present differences between the 
azimuth course at a specific hour of forecast and the course at 12 UTC for 
each of the elevation angles (  = 3D, 4D, 5D). Red/blue colour indicates 
greater/smaller values than the averaged discrete course with respect to azi-
muth of the slant delay ��s. Additionally, MSG 2 geostationary satellite im-
ages from selected spectral channels, meteorological elements fields for the 
computational surfaces of the mesoscale model (e.g., relative humidity), and 
vertical cross-sections indicating the conditions of the GPS signals propaga-
tion are included. Equations 12 and 13 do not use up all the possibilities of 
investigating the spatial distributions of slant delays. For example, s=0  for 
given elevation angles may be azimuth daily series obtained as a result of 
averaging 24-hour forecasted courses. In this case, stronger variability of the 
distributions should be expected (Tables 1 and 2, and Fig. 13) because the 
daily average usually deviates significantly from the hourly averages used in 
Eq. 12. Other information related with the possibility of interpolating the de-
lays for a receiver located in the neighbourhood of reference sites, e.g., 
ASG-EUPOS network, may be obtained by means of determination of spa-
tial differences of delays between the network GPS sites for the same meas-
urement epoch. 

Analysis of the azimuth distributions of slant delays presented in Fig. 7 
shows that they are similar. Such a situation, occurring for each hour of the 
forecast, indicates the azimuth stationarity of the weather conditions and at 
the same time the stationarity of the signal propagation conditions in the at-
mosphere. At this time, the WAT1 reference site was under cloud cover of 
an atmospheric front moving over Poland and in the beginning under influ-
ence of characteristic north-westerly advection of an air mass. Positive (red) 
and negative (blue) values of differences of delays slightly fluctuate, show-
ing changes of the order of a decimetre. It is also observed that the directions 
of their extremes do not change significantly. Figure 8 shows a greater spa-
tial and temporal variability of the delays distributions. In the first hours of 
the forecast, the differences are positive, reaching the values of the order of 
two decimetres for the elevation angle of 3°. It means an increase of the 
length of the signal propagation path in the atmosphere in comparison with 
the one for 12 UTC which determines the reference epoch. In the following 
hours, the signs and the directions of the differences change, while their am- 
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Fig. 13. Averaged azimuth differences of hourly and daily slant delays. 

plitudes decrease below one decimetre. They are negative and much bigger 
(about 0.5 m) after 16 hours of forecast which means improvement in the 
propagation properties of the atmosphere. On 19 April 2008 (Fig. 9), the 
values and the changes of directions of the slant delay differences are bigger 
than on 17 April 2008 all day long. The positive component in the westerly 
direction decreases starting at 00 UTC. At the same time, the south-easterly 
component appears and develops reaching about 0.5 m. Then, in the after-
noon hours of the forecast, the scenario is opposite. The plots in Fig. 10 indi-
cate better transmission properties of the atmosphere in the first part of the 
day, and worsening of the properties in the following part. This is partly jus-
tified by cloud systems observed in the included satellite images in the vicin-
ity of the WAT1 site. A similar situation, presented in Fig. 11, is observed 
for distributions investigated for comparison for 14 June 2009. In general, it 
may be concluded that positive differences (Figs. 7, 9, and 11) are usually 
correlated with directions indicating existence of a developed system of 
layer clouds, e.g., frontal system, which is related with areas of larger quanti-
ties of water vapour, while negative values correspond to GPS waves propa-
gation through cloudless areas of the atmosphere. Distributions presented in 
Fig. 11 show (in comparison with the above-discussed ones) greater spatial 
and temporal variability of positive and negative directions of slant delay 
differences. They reflect in a good way the motion of cloud structures over 
the WAT1 site, as observed in satellite images. Investigation of angular 
characteristics (Fig. 12) shows that the differences values of the slant delays 
with respect to the reference delay of 12 UTC are almost 1 m in the first and 
last hours of the forecast. The distributions presented in Figs. 7 through 12 
reflect relative spatial and temporal changes of slant delays resulting from 
the atmospheric conditions evolution in the vicinity of the WAT1 site. Simi-
lar characteristics may be obtained for all reference sites of the ASG-EUPOS 
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system. Generally, they may be obtained for each point of the computational 
area of the mesoscale model which fulfils the criterion of feasibility of scan-
ning (Eq. 12). It is said that they determine the conditions of microwaves 
propagation in the atmosphere, i.e., the GPS weather, for the considered area 
and time of the model data archiving. Function 12 used for investigating the 
heterogeneousness of the slant delays is based on the differences of the abso-
lute courses and average courses corresponding to them. Application of such 
a method enables to detect the azimuth differences. However, it does not 
contain all the information. It is the case because the averages with respect to 
the azimuth determined for each hour of the forecast change in time. Fig-
ure 13 presents the temporal courses for various elevation angles referred to 
daily azimuth averages, i.e., computed using 24 values of hourly averages. 

On 19 April 2008 the differences increased while on 14 June 2009 they 
decreased for some of the forecast time, and then they increased exceeding 
the initial values. In the analysed cases, the changes of the average delays for 
small elevation angles exceed 1 m. The time courses (Fig. 13) also reflect 
well the character of temporal changes of differences of the distributions 
presented in Figs. 10 and 12. All the considered courses and angular distri-
butions indicate existence of a usually neglected azimuth relation. The dis-
crepancy from symmetry may be illustrated in a cylindrical system by means 
of transferring two-dimensional distributions (Figs. 7 through 12) to tridi-
mensional space (Fig. 14). Horizontal cross-sections (contour lines) of the 
constructed surfaces correspond to the azimuth distributions for fixed eleva-
tion angles �, while vertical cross-sections correspond to profiles of differ-
ences of slant delays for a selected value of azimuth �. 

Fig. 14. Tridimensional anisotropic distributions of differences of slant delays and 
their hourly azimuth average values for the WAT1 reference site; � – azimuth,  _ – 
arbitrary value of the elevation angle ( _ = 0 �   = 0o,  _ = 1 �   = 90o). 
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Fig. 15. Differences of slant delays between reference sites. 

For appropriately large elevation angles (  > 20D), the function contour 
lines (Fig. 14) become circles (for    = 90D) they convert to a point. It means 
that for measurements at such values of the cut-off angles, the azimuth 
asymmetry is negligible. Tridimensional discrete mapping functions may be 
obtained by adding to each of the contour lines of the selected distributions 
the hourly averages corresponding to them, and then dividing the values by 
zenithal delays. They are determined by the positions of GPS reference sites 
for measurement epochs related with subsequent hours of the forecast. These 
sets of functions (delays) enable us to analyse their spatial differences 
(Fig. 15). 

The differences of slant delays (Fig. 15) between the WAT1 and the 
WROC reference sites are a few times larger than those for the WAT1 and 
the LODZ sites which means that the propagation conditions in the atmos-
phere are dramatically different for those sites. 

6. SUMMARY 
The conducted research proved that non-hydrostatic mesoscale model fore-
cast data enable to model spatial and temporal heterogeneousness of atmos-
pheric refraction fields which may be used for investigating and simulating 
GPS waves propagation in the atmosphere. The results of computational ex-
periments showed that the slant delay is a function of the azimuth of obser-
vation for small values of elevation angles. This relation reflects spatial 
heterogeneousness of the atmospheric state including the distribution of hu-
midity along the GPS signal path. It was observed that the azimuth asymme-
try (anisotropy) of the slant delays reaches the value of 1 m and it may be 
even larger in unfavourable weather conditions. Defining differential angular 
characteristics enabled us to present and investigate the anisotropic distribu-
tions of the slant delay in a better way. Application of the mesoscale model 
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data enabled us to determine them for various atmospheric conditions. A 
more precise explanation of heterogeneousness of the obtained distributions 
and their spatial and temporal evolution requires further research related 
with, e.g., increasing the number of computational levels of the weather 
models, especially in the lower, humid part of the troposphere.  
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A b s t r a c t  

The relationship between the F2-layer critical frequency and solar 
wind parameters during magnetic storm sudden commencement (SSC) 
and main phase periods for intense (IS) and very intense (VIS) class of 
storms is investigated. The analysis covers low- and mid-latitude sta-
tions. The effects of ionospheric storm during SSC period is insignificant 
compared to the main phase, but can trigger the latter. The main phase is 
characterized by severe negative storm effect at both latitudes during VIS 
periods while it is latitudinal symmetric for IS observations. The IS re-
veal positive/negative storm phase in the low-/mid-latitudes, respec-
tively. Ionization density effect is more prominent during VIS events, 
and is attributed to large energetic particle and solar activity input into 
the earth magnetosphere. However, ionospheric effect is more significant 
at the low-latitude than at the mid-latitude. Lastly, ionospheric storm ef-
fect during a geomagnetic storm may be related to the combinational ef-
fect of interplanetary and geomagnetic parameters and internal iono- 
spheric effect, not necessarily the solar wind alone. 

Key words: F2 layer critical frequency, SSC, very intense storm, intense 
storm, driver gas, ionization density. 
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1. INTRODUCTION 
The effects of magnetic storms on the ionosphere are complex and deviate 
greatly from average ionospheric behavior. The global distribution of iono-
spheric storm effects is also complicated and differs considerably from one 
storm to another. These disturbances sometimes take the form of increases/ 
decreases of the F-layer critical frequency (foF2), and are referred to as the 
positive/negative ionospheric storms, respectively. The propagation of nega-
tive and positive ionospheric storms is strongly determined by the thermos-
pheric disturbance gravity waves (Liu et al. 2010). According to Kane 
(2005), positive storm effects are a result of downwelling of neutral atomic 
oxygen and uplifting of the F-layer due to winds. Both of these rely on large 
scale changes in the thermospheric circulation caused by heating in the auro-
ral zone. The storm negative phase in foF2 and total electron content (TEC) 
occurs in a composition disturbance zone which reaches lower latitudes in 
summer than in winter, and has a preference for the night and morning sec-
tors due to the local time variation of neutral winds.  

The reaction of the ionosphere as seen at different ionospheric stations 
may be quite different during the same storm period depending on the station 
coordinates, local time effects, and some other parameters (Danilov 2001, 
Akala et al. 2010, Vijaya et al. 2011, Adebesin et al. 2013). At low latitude 
and equatorial zone, E × B drifts are affected by prompt penetration of 
magnetospheric convection electric fields, as well as by long-lived dynamo 
electric fields from the disturbance neutral winds and storm-related changes 
in ionospheric conductivity (Fejer 1997). In addition, changes in the neutral 
composition alter the balance between production and loss in the plasma and 
this affects the peak density of the ionosphere. An increase in the percentage 
of molecular neutrals, as would be the case if the thermosphere were heated, 
would lead to depletion in the ionospheric density (Davis et al. 1997). Such 
effects have been reproduced by coupled models of the ionosphere-thermo- 
sphere system. 

Adekoya et al. (2012a) had demonstrated that investigations into the 
origin and nature of SSC on the ionospheric F-region have continued to en-
gage the attention of scientists who constitute the space weather community. 
Some of these include Prölss (1995), Mikhailov and Perrone (2009), 
Burešová and Laštovi
ka (2007, 2008), and Danilov (2013). While some re-
searchers believed that the concept of SSC is delusion, others assumed that it 
is a reality. Danilov (2001) listed the SSC enhancements as one of the open 
problems of F-region physics and suggested that perhaps soft particle precip-
itation in the dayside cusp or magnetospheric electric field penetration might 
play a role in this phenomenon. Recently, Danilov (2013) affirmed and re-
ported the appearance of ionospheric SSC enhancement in approximately 
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25-30% of ordinary storms, and in almost all prominent storms. Chukwuma 
(2007) asserted that the difficulty with the explanation of these phenomena is 
because in the studies of ionospheric storms it is assumed that the beginning 
of the disturbance is defined by storm sudden commencement (SSC) or main 
phase onset (MPO), which as a scheme restricts the geoeffectiveness of the 
solar wind to post-onset time. These foreclose the explanation of any aspect 
of the morphology of ionospheric storms whose origin precedes the onset 
reference time. Mikhailov and Perrone (2009) assumed a criterion for select-
ing SSC phenomenon which is that an SSC foF2 enhancement should pre-
cede the magnetic storm onset and take place within a reasonable time 
interval before the SSC and develop under quiet geomagnetic conditions. If 
an observed foF2 increase does not satisfy this requirement, there is no rea-
son to consider it an SSC enhancement. This work therefore attempts to find 
the relationship between ionospheric and solar wind phenomena during SSC 
and main phase of geomagnetic storms at some selected low- and mid-
latitude stations.  

2. DATA  AND  METHODOLOGY 
The geomagnetic index and solar wind data used consist of hourly UT values 
of the low latitude magnetic index Dst [nT], the solar wind flow speed V 
[km/s], the southward interplanetary magnetic field component (IMF Bz 
component [nT]), the plasma flow pressure P [nPa], the proton number den-
sity [N/cm3], the plasma temperature K, plasma beta, and interplanetary elec-
tric field [mV/m2]. These data were obtained from the National Space 
Science Centre’s NSSDC OMNIWeb Service (http://nssdc.gsfc.nasa.gov/ 
omniweb). 

In like manner, the ionospheric data used are hourly UT values of foF2 
obtained from Space Physics Interactive Data Resource (SPIDR’s) network 
(http://spidr.ngdc.noaa.gov) of ionosonde stations located in the low- and 
mid-latitude regions. These stations are located in the Australian (Darwin, 
Learmonth), Euro-African (Grahamstown, Juliusruh/Rugen), and American 
sectors (Boulder). Their coordinates are listed in Table 1. 

In order to contribute to the solution of the controversial problem of 
ionospheric F2 and geomagnetic storm phenomena during SSC event that 
leads to main phase disturbances, six intense geomagnetic storms were in-
vestigated: four very intense (Dst � –250 nT) and two intense (–100 nT � 
Dst > –250 nT) (e.g., Gonzalez et al. 2002, Adebesin 2008) storms at low 
and low-mid latitude (Table 1). It is important to note that paucity of data at 
some stations during the days under investigation restricted the choice of 
ionosonde stations. However, the normalized deviation of the critical fre-
quency foF2 from the reference, which is used to denote the F2 region re-
sponse to a geomagnetic activity, is given by 
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Table 1  
List ionosonde stations used with their geomagnetic and geographic coordinates 

Name of the 
ionospheric  

station 

Station 
code 

Geographic 
latitude and 
longitude 

Geomagnetic  
latitude and  
longitude 

Difference  
between LST  
and UT [hrs] 

Darwin DW41K –12.5,    131.0 –22.90,  202.66 +9 
Learmonth LM42B –21.9,    114.0 –34.15,  185.02 +8 
Grahamstown GR132 –33.3,      26.5 –33.92,    89.37 +2 
Boulder BC840 40.0,  –105.3 48.90,  316.50 –7 
Juliusruh/Rugen JR055 54.6,      13.4 54.25,    99.73 +1 

 

 ave

ave

F2 ( F2)
( F2) 100% ,

( F2)
fo fo

D fo fo



� �  (1) 

D(foF2) variation is described in terms of percentage change in amplitude of 
the foF2 from the reference. According to Liu et al. (2008), positive and 
negative storms occur when the absolute maximum value of D(foF2) ex-
ceeds 20%. Further, this limit is sufficiently large to prevent inclusion of 
random perturbation and disturbances of gravity waves, thereby making the 
indicated positive and negative storms represent real changes in electron 
density and not just redistribution of the existing plasma. 

The data analyzed consist of D(foF2) of respective hourly values of foF2 
for 6-8 April 2000, 15-17 July 2000, 16-18 September 2000, 30 March – 
1 April 2001, 10-12 April 2001, and 23-25 August 2005. The reference for 
each hour for each storm event is the average value of foF2 for that hour cal-
culated from the four quiet days preceding the storm, based on the magnetic 
activity index (Ap < 26  corresponding to disturbance storm time  Dst � –25) 
(Adeniyi 1986). Also these days are devoid of not only any significant geo-
magnetic activity, but also an absence of any considerable solar activity. 
This followed from the fact that high solar flare activity results in 
ionospheric disturbances due to their effects on thermospheric neutral densi-
ty (Sutton et al. 2006). 

3. RESULTS 
3.1  Signature of interplanetary and geomagnetic parameters with 

ionospheric variations 
3.1.1  Storm of 6 April 2000 
Figure 1 presents the interplanetary, geomagnetic, and ionospheric observa-
tions for the 5-9 April 2000 storm event covering the initial, main, and re- 
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Fig. 1. Geomagnetic and interplanetary variations with D(foF2) response during 
storm-time period for low- and mid-latitude stations. The storm spans 5-9 April 
2000. The thick horizontal dashed lines depict the disturbed time reference level on 
the D(foF2) plot. 

covery phases, respectively. Figure 1a presents the geomagnetic index Dst 
(left side) and solar wind speed (right side). The storm is summarized using 
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available interplanetary data. However, Vieira et al. (2001) classified geo-
magnetic storm as weak (when  Dst > –50 nT), moderate (when  –100 nT < 
peak  Dst � –50 nT), and intense (when  Dst < –100 nT). From the early hour 
of 5 April the storm emerged with a moderate to weak amplitude activity up 
to around 12:00 UT on 6 April. Following this is the period expected to be 
dominated by sudden storm commencement phenomena (Balasis et al. 2006, 
Adekoya et al. 2012a), but the decrease in the westward ring current encir-
cling the earth did not significantly enhanced the H component (little energy 
is entering into the earth magnetosphere). However, the Dst value was ob-
served to be –6 nT around the onset period, which indicates that the storm is 
not preceded by SSC. The Dst thereafter decreases to a minimum peak value 
of –288 nT at 00:00 UT of the main phase. This coincided with the maxi-
mum plasma speed increase of 625 km/s at 09:00 UT. Also, this period of 
minimum Dst was observed to have an increasing plasma flow pressure with 
maximum peak value of 20.34 nPa at 03:00 UT (Fig. 1b). Bz was initially 
southwardly oriented with a magnitude of –27.3 nT at 21:00 UT before a 
northward orientation, which coincides with the Dst minimum peak. The 
proton density was initially decreased from the early hour of 5 April with 
decreasing average value of 3.50 N/cm3 which lasted for about a day and a 
half (Fig. 1b). The high electric field experienced during the main phase co-
incides with the Bz southward turning, as well as plasma temperature. The 
increase in plasma pressure and electron density consequently increased the 
plasma temperature, as well as a lifting in the electric field drift. This tem-
perature rise (Fig. 1d) during the main phase corresponds to increase in 
plasma beta of about 2.92 magnitudes (Fig. 1c). It transpires from the high 
plasma beta and temperature values that the onset period was followed by 
ejecta, which may not be magnetic cloud type. According to Dal-Lago et al. 
(2004), the interaction of the high stream and ejecta results in an increase in 
speed, density, and temperature. 

The ionospheric F2 effect observed over the low- and mid-latitude sta-
tions are presented in Fig. 1e using a normalized deviation of the critical fre-
quency, D(foF2), during the storm progression. Highlighted in the plot is the 
region for sudden storm commencement/storm onset (mark SSC), main 
phase (the region between the second and the third vertical dashed lines 
across the plot), and then the recovery phase. The horizontal dashed lines 
show the disturbed reference level. Discernible changes in the D(foF2) were 
observed at the onset, main and recovery phases of the storm, respectively, 
which may be the consequence of geomagnetic storm effects. Here, the max-
imum ionization density of the F2 layer serves as a convenient parameter to 
specify the ionospheric behaviour. However, ionization density may either 
increase or decrease during the disturbed conditions, and these changes are 
designated as positive and negative ionospheric storms (P- and N-storm), re-
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spectively. The ionosphere at Darwin emerges with a negative ionospheric 
disturbance (N-storm) from 00:00 UT on 6 April with peak electron density 
variation value of 34% at 03:00 UT. Thereafter, a sharply enhancement (pos-
itive –54%) was observed around 06:00 UT before a prolonged negative 
storm which extended to the SSC period. The intense negative phase obser-
vation at SSC was trailed by significant negative phase storm during the 
main and the recovery phase was largely controlled by the intense positive 
storm. Similarly, Learmonth with insignificant negative ionospheric storm 
variation during the storm-onset period was followed by noticeable negative 
storm effect at post-midnight and post-noon periods with percentage magni-
tudes of 43 and 31% at 02:00 and 14:00 UT during the main phase. The 
ionospheric storm response over Grahamstown was insignificant during the 
marked SSC period, while the main phase was largely predominated by an 
intense negative phase storm as a result of the depletion in D(foF2). The ion-
osphere over Boulder and Juliusruh/Rugen shows similar D(foF2) morphol-
ogy with that observed over Learmonth. The main phase at these stations 
was completely controlled by negative storm effect which extended into the 
recovery phase. It has been reported that changes in neutral composition al-
ter the balance between production and loss in the plasma, and subsequently 
affects the peak density of the ionosphere. If the thermosphere were heated, 
the molecular neutrals percentage would increase, and would result in the 
depletion of the ionospheric density (Davis et al. 1997). 

3.1.2  Storm of 15 July 2000 
Depicted in Fig. 2 is the interplanetary and geomagnetic response with the 
corresponding ionospheric observation during a very intense storm (VIS) of 
16 July 2000 (see discussion section for the storm classification). Figure 2a-d 
presents the interplanetary and geomagnetic observation while Fig. 2e pre-
sents the ionospheric F2 effect during the geomagnetic storm and spans 14-
18 July 2000, representing the initial (storm-onset periods is embedded in 
the initial phase period of the storm), main and the recovery phases, respec-
tively. The characteristic signature of this magnetic storm is the depression 
in magnitude of Dst value within 17:00 UT on 15 July to 11:00 UT of 16 July 
known as storm main phase (i.e., the H component of magnetic field) 
(Fig. 2a). This depression was a result of the ring current encircling the Earth 
in the westward direction (e.g., Kamide et al. 1998). The Dst value decreases 
greatly to a minimum value of –301 nT at 01:00 UT on 16 July. This corre-
sponds to the increase in solar wind flow speed to a peak value of 1107 km/s. 
On the Dst plot is the picture of the sudden positive increase known as the 
sudden storm commencement (SSC), which is generally recently known as 
the SSC (see Balasis et al. 2006, Mikhailov and Perrone 2009, Adekoya et 
al. 2012a) and spans 12:00-17:00 UT. This period is observed to be a turning  
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Fig. 2. Same as in Fig. 1 but for the storm of 14-18 July 2000. 

point for the flow speed increase, as well as the southward orientation of 
IMF Bz (Fig. 2b). It is generally observed during this period that all the ob-
served parameters responded with sudden changes. This is a result of the ef-
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fect of compression of the front side of the magnetosphere of enhanced solar 
wind pressure, and subsequently increased the plasma temperature to its 
peak value around 17:00 UT (Fig. 2d). Consequently, the temperature de-
creased together with plasma beta to low values of 19 192 K and 0.03, re-
spectively. The electric field increase to its peak value coincides with the 
peak southward orientation of Bz (–49.4 nT) and proton density (20.6 N/cm3) 
at about 20:00 UT. This storm was followed by a slow recovery that lasted 
for over 10 hours. The storm is characterized as a magnetic cloud type, with 
a characteristic low plasma beta, relatively high density ratio of He++ to pro-
ton (Wang et al. 2003), low plasma temperature, and slowly varying strong 
magnetic field Bz (Gonzalez et al. 1999, 2002, Adekoya et al. 2012a).  

The consequence of this storm on the ionospheric F2 layer over the low- 
and mid-latitude stations is presented in Fig. 2e. The horizontal dashed lines 
show the disturbed reference level of both positive and negative storm phas-
es. Between the first two vertical lines is the period marked SSC. We ob-
served that the ionospheric F2 electron density during the SSC period at 
Learmonth and Grahamstown was enhanced with an average foF2 value of 
about 32%. Boulder and Juliusruh are in the Northern Hemisphere. Their 
D(foF2) variation was depleted significantly compared to the Southern Hem-
ispheric stations (Learmonth and Grahamstown) with weak positive storm 
appearance during the main phase. The observed ionospheric storm event 
during the main phase may have originated from the mass input of energetic 
particle that change the daytime eastward electric field at this stations. The 
main phase depletion could be attributed to composition changes, which di-
rectly influence the electron concentration in the F2 region. In other words, 
the ionospheric storm intensity is more pronounced during the main phase, 
and may have arise from more penetration of the connective electric field 
and neutral wind (e.g., Foster and Rich 1998).  

3.1.3  Storm of 17 September 2000 
The solar wind parameters and magnetic index observation for the intense 
geomagnetic storm that spans 15-19 September 2000 are illustrated in 
Fig. 3a-d. This storm had a minimum Dst excursion of –201 nT. The storm-
onset occurred within 12:00-21:00 UT on 17 September. The Dst amplitude 
started decreasing from around 19:00 UT and reached its minimum ampli-
tude of –201 nT at 23:00 UT. It was accompanied with a steep drop and po-
larity reversal in IMF Bz (Fig. 3b). It turns southward and attained maximum 
negative value of –23.9 nT at 21:00 UT. Afterwards, there was a steep rise 
noticed in the northward direction. During the main phase, the solar wind 
speed reached a peak of 839 km/s, with a corresponding increase in flow 
speed during the SSC period. The compression in the earth magnetosphere 
subsequently increased the flow pressure and the temperature to a peak  
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Fig. 3. Same as in Fig. 1 but for the storm of 15-19 September 2000. 

value; which in effect increased the proton number density during the main 
phase. The electric field activity during the SSC period is observed to turn  
 

0

200

400

600

800

1000

-250

-200

-150

-100

-50

0

50

0 12 0 12 0 12 0 12 0 12

Pl
as

m
a S

pe
ed

 (k
m

/s)

Ds
t (

nT
)

Dst Plasma Speed 

0

5

10

15

20

25

30

35

40

-30

-20

-10

0

10

20

30

0 12 0 12 0 12 0 12 0 12

Pr
ot

on
 D

ee
ns

ity
 (N

/cm
^3

)Bz (nT) Flow Pressure (nPa) Proton Density 

0

2

4

6

8

10

12

14

-25
-20
-15
-10
-5
0
5

10
15
20

0 12 0 12 0 12 0 12 0 12

Pl
as

m
a B

eta

El
ec

tri
c F

iel
d 

(m
V/

m
^2

)

Electric Field Plasma beta

0

200000

400000

600000

800000

1000000
Pl

as
m

a T
em

p.
 (K

)

SSC

-0.80
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
2.00
2.20

0 12 0 12 0 12 0 12 0 12

D(
fo

F2
) ×

10
0%

Darwin Learmonth
Grahamstown Boulder
Juliusruh/Rugen

(a)

(b)

(c)

(d)

(e)

UT (Hour) 



B.J. ADEKOYA  and  B.O. ADEBESIN 
 

1160

Table 2  
The distribution of storms according to their southward IMF Bz source 

Storm date 
Peak 
Dst 
[nT]

V  
[km/s]

Bz 
[nT]

Plasma 
temperature

[K] 
Plasma 

beta 
Proton 
density
[cm–3] 

Source  
of storm event 

6 Apr 2000 –288 625 –27.3 L 1.06 33.4 sheath  
16 Jul 2000 –301 1107 –49.4 L 0.03 9.7 cloud 
17 Sep 2000 –201 839 –23.9 H 0.93 32.8 sheath 
31 Mar 2001 –387 821 –44.7 H 1.61 25.2 sheath + ejecta 
11 Apr 2001 –271 687 –20.5 H 1.22 24.2 sheath + cloud 
24 Aug 2005 –216 721 –38.3 H 6.29 29.6 sheath + ejecta 

Explanations: H – high plasma temperature (i.e., T � 400 000 K), L – low plasma 
temperature (i.e., T < 400 000 K). 

southward with a reduction in magnitude up till a peak value of –16.28 mV/m2 
during the SSC period (Fig. 3c). It thereafter rotates northward and reached a 
peak value of 14.19 mV/m2 during the main phase boundary. It is over-
whelming that the solar wind dawn-to-dusk electric field directly drives 
magnetospheric convection. These electric fields are caused by a combina-
tion of increase solar wind velocity and southward IMF. This storm event 
was observed to be a sheath Bz source storm event (see Table 2 and Sec-
tion 4 for more details). 

The ionospheric observations to this storm are presented in Fig. 3e. The 
onset period occurred during the daytime of 17 September. The significant 
positive disturbance is majorly noticed at Darwin throughout the studied 
storm period, the SSC responded with depletion in electron density which 
was trailed by an enhanced D(foF2) value of 168% around 05:00 UT at the 
main phase. The electron density variation for Learmonth, Grahamstown, 
Boulder, and Juliusruh/Rugen were disturbed with negative storm effect dur-
ing the main phase compared to Darwin. Only Learmonth during the SSC 
was enhanced with noticeable storm disturbances. However, the ionospheric 
response over the low-latitude stations was more significant than it appears 
over the low latitude than in the mid-latitude of the Southern Hemisphere. 
Prölss (1993) had suggested that at low latitudes, the energy dissipation of 
the two traveling ionospheric disturbances (TIDs) launched in both hemi-
spheres causes an increase in the upper atmosphere temperature and in the 
gas densities. These TIDs may be connected to the excessive and impulsive 
energy input in the high latitude during the storm that dissipates to the equa-
tor with high speed. The noticeable feature is that the intense main phase 
ionospheric storm emerged from SSC and more pronounced in the Northern 
Hemisphere over the mid-latitude stations. 
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3.1.4  Storm of 31 March 2001 
Figure 4 presents the superposed plot of Dst, plasma flow speed, the IMF Bz, 
and other solar wind parameters together with the corresponding D(foF2)  
 

 

Fig. 4. Same as in Fig. 1 but for the storm of 29 March – 2 April 2001. 
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observations for the storm that occurred within 00:00 UT 29 March – 
23:00 UT 2 April 2001. From Fig. 1a, the Dst plot shows a reduction in solar 
activity for a couple of hours at the initial phase. This progressive low storm 
signature continued till around 00:00 UT 31 March when a sudden positive 
storm enhancement was followed by a large depression in the Dst index to a 
value of –387 nT at 08:00 UT. On the contrary, the flow speed plot shows a 
high speed stream during the main phase of the storm with a peak value of 
821 km/s. The maximum Bz southward orientation is observed with a peak 
value of –44.7 nT (Fig. 1b); this coincides with the Dst minimum peak value 
at 08:00 UT. The intense IMF is believed to be associated with essentially 
two activities: firstly the high-speed stream, intrinsic fields, and plasma as-
sociated with the coronal ejecta; and secondly, the shocked and compressed 
fields and plasma due to the collision of the high-speed stream with slower 
solar wind preceding it (Gonzalez et al. 1994). Observing Fig. 1a, b, and d, 
one can see that the simultaneous increase in the flow speed stream and 
plasma pressure may be responsible for an increase in plasma temperature 
during the onset period. However, the electric field was marked with an in-
crease in northward field flow of 30.62 mV/m2 during the main phase period. 
Moreover, the increase in plasma beta and high electric field orientation dur-
ing the main phase may be an indicative that the storm driver gas was the 
ejecta associated with a southward IMF Bz sheath (e.g., Gonzalez et al. 
2002, Dal-Lago et al. 2004). 

Figure 4e depicts the D(foF2) variation for this storm. Starting from 
30 March, the plot shows a concurrent increase in D(foF2) for all the sta-
tions. This positive storm excursion was extended to the SSC period. During 
the SSC, the ionospheric F2 effect over Darwin and Grahamstown (in the 
Southern Hemisphere) was insignificant, while the effect is noticeable over 
Boulder and Juliusruh with a positive ionospheric storm effect. Subsequent-
ly, all the stations simultaneously depleted which resulted in an intense nega-
tive ionospheric storm at the main phase.  

3.1.5  Storm observation during 11 April 2001 
The plot of the response of 11 April 2001, was shown in Fig. 5. The plot 
spans 9-13 April 2001. Figure 5a presents the Dst and plasma flow speed ob-
servations. The Dst observation revealed moderate storm appearance at the 
beginning of 9 April. This dominates the first observational day. Thereafter, 
a progressive increase in Dst value > –25 nT was observed throughout the 
second day. Thereafter, the Dst decreased to –105 nT at 18:00 UT, reaching 
the minimum peak value of –271 nT at 23:00 UT, before a sharp recovery. 
The increasing plasma flow speed observed during the SSC was preceded by 
a low solar wind flow stream. During the period mark SSC the Dst was ob-
served to be –2 nT, which is an indicative that the storm does not preceded  
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Fig. 5. Same as in Fig. 1, but for the storm of 9-13 April 2001. 

by SSC. The Bz southward rotation emerges from the SSC period, reaching 
a minimum value of –20.5 nT during the main phase (Fig. 5b). As observed 
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in Fig. 5d, the sudden compression of the magnetosphere by solar wind in-
creased the plasma temperature, which thereafter decreased after the impact. 
This as well increases the proton density and flow pressure to peak values of 
24.7 N/cm3 and 24.47 nPa at the main phase. The electric field orientation 
during the SSC period was northward and records a maximum field stream 
during the main phase. At the right hand side of Fig. 5c is the plasma beta 
plot. It has a relatively high value (i.e., > 1) at the main phase. 

Figure 5e depicts the corresponding ionospheric response. The electron 
density concurrently decreased during the SSC and the main phase of the 
storm. The ionospheric effect is more pronounced over the low-latitudes than 
in the mid-latitudes at both storm-onset and main phase periods. This shows 
an evident of latitudinal dependence. Also, the critical observation of the 
hemispheric dependence shows that the ionospheric storm effect is more 
pronounced in the Southern Hemisphere than in the Northern Hemisphere. 
This intense negative storm record extends to the recovery phase and de-
creases with time. This negative ionospheric storm effect during the main 
phase may be connected with a prompt eastward penetration of electric field 
(PPEF) and equatorward neutral winds (Balan et al. 2010) and change in 
thermospheric composition generated during geomagnetic storms at auroral 
latitude which are then transported to lower latitudes by the disturbed 
thermospheric wind circulation produced by joule heating and particle pre-
cipitation in the auroral region (Prölss 1995). 

3.1.6  Storm of 22-26 August 2005 
The plot of the response of this storm is as shown in Fig. 6. The plot spans 
22-26 August 2005. Throughout the initial phase the storm was quiet with 
the Dst peak value not exceeding ±16 nT. During the onset period the Dst 
increases as a result of sudden positive enhancement in the H component to 
about 30 nT before it later decreases to the minimum peak value of 216 nT 
around 11:00 UT during the main phase. The decrease is a result of depres-
sion in the ring current encircling the Earth in the westward direction. The 
higher plasma density and velocity combine to form a much larger solar 
wind ram pressure. This pressure compresses the Earth’s magnetosphere and 
increases the field magnitude near the equator. This Dst decrease is coinci-
dent with a high speed stream of solar wind with a peak of 721 km/s at 
13:00 UT, high proton temperature, increased proton density, and flow pres-
sure at 13:00 UT, as well as high southward turning of Bz of magnitude  
–38.3 nT was evident. The Bz later rotates northward, reaching a peak value 
of 19.6 nT at 13:00 UT (in Fig. 6b). However, it transpired from the concur-
rent enhancement in plasma beta and proton temperature that the shock pro-
duced was followed by ejecta which are not of magnetic cloud type.  
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Fig. 6. Same as in Fig. 1, but for the storm of 22-26 August 2005. 
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Consequently, the ionospheric effect of this storm is highlighted in 
Fig. 6e. The plot spans 22-26 August 2005 indicating the initial, main, and 
recovery phases, respectively. As discussed in Section 4, the storm is an in-
tense storm driven by complex ejecta gas. The ionospheric effect is latitudi-
nal dependence. Severe long lasting increase/decrease of ionization at low-
/mid-latitude constituted the typical ionospheric response to the intense ge-
omagnetic storm. The D(foF2) wavelike variation over Darwin elongated to 
the SSC period with electron density increase (positive storm effect). Simi-
larly, the ionosphere over Grahamstown had initial records of positive storm 
phase with a magnitude of 39% and 40% at 04:00 and 17:00 UT before the 
SSC period. Consequent to the storm onset, the ionosphere responded with a 
weak positive storm of magnitude 25%. The effect over Learmonth iono-
sphere is more significant during the main phase, and insignificant during 
both initial and recovery phases. The ionosphere over Boulder and Juliusruh/ 
Rugen shows similar D(foF2) pattern during the main phase. Their respec-
tive SSC period response appears to be negative with weak amplitude at 
Boulder, and Juliusruh experiencing quiet condition. The main phase over 
both stations was abruptly depleted with a significant negative storm impact. 

4. DISCUSSION  AND  COMPARISON  WITH  PREVIOUS  RESULTS 
According to Gonzalez et al. (2002), the dominant interplanetary phenomena 
that are frequently associated with intense magnetic storms are the inter-
planetary manifestations of fast coronal mass ejections (CMEs). Two such 
interplanetary structures, involving an intense and long duration Bs compo-
nent of the IMF are: the sheath region behind a fast forward interplanetary 
shock, and the CME ejecta itself. These structures, when combined, lead 
sometimes to the development of very intense storms, especially when an 
additional interplanetary shock is found in the sheath plasma of the primary 
structure accompanying another stream (Gonzalez et al. 2002). For the in-
tense magnetic storms (IS) (�250 nT � Dst < �100 nT) and very intense 
magnetic storm (VIS) (Dst � –250 nT), the solar wind speed and the IMF in-
tensity must be substantially higher than their “average” values of  V � 
400 km/s,  Bz = –10 nT  and over a period exceeding 3 h (Gonzalez and Tsu-
rutani 1987, Gonzalez et al. 2002, Vieira et al. 2001, Adebesin 2008, Adebe-
sin and Chukwuma 2008). With the aforementioned geomagnetic storm 
classification and characteristics, it is obvious that the storms of 7-9 April 
2000, 16-18 July 2000, 29 March – 2 April 2001, and 9-13 April 2001 are 
very intense storms (VIS), while the storms of 17-19 September 2000 and 
22-26 August 2005 are intense geomagnetic storm (IS). Moreover, some 
geomagnetic storms, especially the largest one, begin with a sudden impulse 
which signals the arrival of an interplanetary shock structure (Gonzalez et al. 
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2002). This generally coincides with the onset of a period of increased ram 
pressure (initial phase). 

We highlighted in Table 2 the distribution of storms according to their 
IMF Bz sources. According to Gonzalez et al. (2007), there are several driv-
ers that are responsible for the excitation of disturbed conditions. These are: 
(i) the corotating interactive region (CIR), which in many cases may be as-
sociated with high speed stream; (ii) the interplanetary coronal mass ejec-
tions (ICME) which are the main causes of magnetic cloud (MC) driver; 
(iii) the “Sh + MC” for a sheath Bs (Bz southward) field which is followed 
by a magnetic cloud; (iv) the “S compressed MC” for a magnetic cloud 
compressed by a shock; and (v) “Complex” for a case in which none of the 
other cases were identified. However, Echer et al. (2005) classified the mag-
netic cloud as having high magnetic field strength, smooth rotation in the Bz 
or By component, low proton temperature, and plasma beta. The sources of 
the interplanetary southward magnetic field, Bs, responsible for the occur-
rence of the storms were related to the intensified shock/sheath field, inter-
planetary magnetic cloud’s field, or the combination of sheath-cloud or 
sheath-ejecta field (Dal Lago et al. 2004). Only the storm of 16 July 2000 is 
observed to be driven by MC, while all others are either driven by sheath and 
cloud, sheath followed by ejecta, or ordinary sheath (see Table 2). Echer et 
al. (2005 and reference therein) have reported the occurrence of low proton 
temperature in solar wind at main phase and postulated the existence of 
magnetic cloud. Furthermore, they characterized the driver gas region by 
low solar wind proton density and temperature associated with intense and 
smooth magnetic fields during a visualization of the evolution of the ICMEs 
in interplanetary space. Sometime within the gas, strong north-south IMF 
orientations occur. This occurs mainly in a low plasma beta within an inter-
val of 0.03-0.8, with 0.1 typical (e.g., Choe et al. 1992). We found here for 
the MC driver gas, a low plasma beta of 0.03, low proton density of 9.7, high 
north-south IMF component, and low plasma temperature, which are com-
mon ICME driver characteristics. 

During a geomagnetic storm, the disturbed solar wind-magnetosphere in-
teractions could affect the low- and mid-latitude ionospheric F region due to 
intense transient magnetospheric (prompt or direct penetration) convective 
electric fields and neutral air wind (ionospheric disturbance dynamo) 
(Adekoya et al. 2013 and references therein), which result in changes to 
rates of production and loss of ionization. These electric fields redistribute 
the plasma, affecting production and loss rates (Buosanto 1999). Storm-
related electric fields may also destabilize the plasma, producing irregulari-
ties. It is to be noted that ionization density may either increase or decrease 
during disturbed conditions, and these changes are traditionally designated 
as positive and negative ionospheric storms, respectively. A decrease in the 
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mean molecular mass (increasing the O density relative to N2 and O2) from 
downwelling through constant pressure surfaces would lead to increases in 
electron density (positive storm) while an increase in the mean molecular 
mass (i.e., decreases in the O/N2 and O/O2 neutral density ratios) due to 
upwelling leads to decreases in electron density (negative storm) (Buosanto 
1999). Mikhailov et al. (1995) reported that an increase in the O density is 
more important than an increase in the O/N2 ratio in causing positive storm 
effects. Parameters such as latitude, hemispheric, and phase of the storm are 
crucial for determining the occurrence and magnitude of the positive and 
negative storm effects. Many observations and modeling studies have shown 
the mechanisms that are responsible for these storm time effects. 

Though many attempts are going on, there remain gaps in the present 
understanding of how the ionosphere responds to geomagnetic storms. 
Danilov (2001) had explained the principal features of the positive and nega-
tive phase distribution and variations on the basis of the principal concept: 
during a geomagnetic disturbance there is an input of energy into the polar 
ionosphere, which changes thermospheric parameters, such as composition, 
temperature, and circulation. Composition changes directly influence the 
electron concentration in the ionospheric F2 region. The circulation spreads 
the heated gas to lower latitudes. The conflict between the storm-induced 
circulation and the regular one determines the spatial distribution of the neg-
ative and positive phases in various seasons. According to Davis et al. 
(1997), large ionospheric currents cause joule heating of the atmosphere and 
if these currents are sufficiently long lived, they can cause an upwelling of 
the neutral thermosphere, bringing more molecular species such as N2 and 
O2 to the height of foF2. At F region altitudes, these molecules are converted 
into molecular ions by charge exchange or ion-atom interchange reactions 
with oxygen ions and then relatively rapidly undergo dissociative recombi-
nation to cause depletion in the F region plasma density. The origin of nega-
tive ionospheric storms is well understood. It is attributed to changes in the 
composition of neutral density in response to a storm, which will take place 
only after sufficient particle precipitation from the auroral oval. 

Danilov (2013) has recently proposed in his comprehensive review paper 
that SSC enhancements could occur in the absolutely geomagnetically quiet 
background, so it could not be related directly to geomagnetic activity but 
manifests some sort of interaction between the ionosphere and neutral at-
mosphere (the coupling from below) to geomagnetic activity. However, 
around this period, littlie energy is entering into the earth magnetosphere, 
which significantly decreases the ring current encircling the earth magneto-
sphere in westward direction (e.g., Gonzalez et al. 1994, Kamide et al. 
1998). The storms of 6 April 2000 and 11April 2001, are not preceded by 
SSC, so there storm onset may not be associated with SSC. The observed 
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D(foF2) variation for the five ionospheric stations in the low and low-mid 
latitude did not show a concomitant variation during sudden storm com-
mencement, main phase and the recovery phase, respectively. At low latitude 
the SSC period is recorded with a weak storm appearance and mid latitude 
stations remains in quiet mode. This may result from the fact Adekoya et al. 
(2012a) raised. They reported that ionospheric F2 response during the SSC 
period is thought puzzling; they may either increase or decrease or remain in 
quiet mode. Also, they reported that low to moderate variation in the 
ionospheric F2 during SSC may signal the upcoming of large ionospheric 
disturbances at the main phase.  

Liu et al. (2008) studied the enhancement of the electron concentration 
in the ionosphere during three geomagnetic storms (21 April 2001, 29 May 
2003, and 22 September 2001) using ionosonde observations and total elec-
tron content measurement along the 120°E meridian in the Asia/Aus- tralia 
sector. All three events show quite similar features. The strong SSC en-
hancements during these events are simultaneously presented in foF2 and 
TEC and enhancements have latitudinal dependence, tending to occur at low 
latitudes with maxima near the northern and southern equatorial ionization 
anomaly (EIA) crests and depletions in the equatorial region. This is quite 
different from what was reported by Burešová and Laštovi
ka (2007) for 
middle latitudes. They found no systemic latitudinal dependence in SSC en-
hancements over European region. However, the difference in the latitudinal 
and longitudinal intervals considered in both papers could be a natural ex-
planation of that difference (Danilov 2013). An SSC is a period during 
which little energy is entering into the earth magnetosphere regardless of the 
speed and number of density of particle in the solar wind. This is referred to 
as the “pre-storm” period in other related literatures (e.g., Kane 1975, Bure-
šová and Laštovi
ka 2007, 2008, Mikhailov and Perrone 2009, Adekoya et 
al. 2012a, Danilov 2013).  

Prior to the storms, some of the stations recorded some degree of posi-
tive/negative ionospheric effect. This was consistent with earlier studies of 
Kane (1975). He pointed out that sometimes there appears positive phase of 
an ionospheric storm before the SSC of a magnetic storm. Blagoveshchensky 
and Kalishin (2009) carried out a detailed study of positive phases of 
ionospheric storms preceding SSC. They came to a conclusion that ordinary 
mechanisms operating during the main phases of the magnetic storm cannot 
provide the necessary enhancement in foF2 prior to the storm. The sudden 
decrease in the intensity of electron density during the SSC period was im-
mediately followed by a severe response during the main phase. 

Furthermore, it is very important to note the discernible changes between 
the latitudinal ionospheric effect during IS and VIS events. During the IS, 
the atmosphere at the low-latitude region responded with an intense positive 
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ionospheric storm effect and the effect was vice versa over the mid-latitude 
station. This observation was consistent with the recent work of Adekoya 
and Adebesin (2014) and Adebiyi et al. (2014). However, the ionospheric ef-
fect is higher in the low latitude than it appears in the mid-latitude. The 
D(foF2) variation is concurrent during VIS, the ionosphere is dominated by 
intense negative storm. This simultaneous depletion in the D(foF2) at the 
main phase during the VIS event may be connected with a substantial in-
crease in the average values of the solar wind parameters and the interplane-
tary magnetic field. Observing the latitudinal dependence at the low and 
mid-latitudes during the main and the recovery phases of the storm, the 
negative ionospheric storm effect at the main phase was followed by a posi-
tive storm during the recovery phase at low-latitudes and overturned at the 
mid-latitudes. The mid-latitude was generally depleted with a negative storm 
effect prior to variation during the SSC period. This is consistent with the re-
sults obtained by Adebiyi et al. (2014) and Adekoya et al. (2012b). Adekoya 
et al. (2012b) had investigated the effect of geomagnetic storm on middle 
latitude ionospheric F2 during the storm of 2-6 April 2004, and reported that 
positive-negative (PN) storm phase in D(foF2) variation during SSC will 
signal the upcoming of an intense negative storm during the main phase. For 
the observed low latitudes, the low, negative storm (N) variation during the 
SSC is trailed by a severe negative storm effect of the main phase. If 
ionospheric storms show an initial positive excursion followed by negative, 
it is classified as PN-storms (e.g., Vijaya et al. 2011). Furthermore, regard-
less of the peak variation of foF2 at the initial phase, the pre-storm period is 
always characterized with low ionospheric storm which is immediately fol-
lowed by an intense ionospheric variation at the main phase. 

Tables 3 and 4 presents the peak deviation of the ionospheric critical fre-
quency D(foF2) during the SSC and main phase period for each of the geo-
magnetic storm events at the low and mid-latitude stations with their 
corresponding peak values of Dst index, solar wind parameters (i.e., flow 
speed (V), southward interplanetary magnetic field (IMF Bz), and plasma 
pressure (P)) as well as the combine solar wind speed, and the Bz (VBz field) 
at the main phase; they all follow into the sun-Earth’s magnetosphere-
ionosphere coupling. Figures 7a and b show the regression plots for the 
ionospheric F2 variation with the aforementioned geomagnetic storm param-
eters for each of the five ionospheric stations during the main phase period; 
this is clarified in Table 5. Both tables, however, present the correlation co-
efficient between D(foF2) and the corresponding peak values of Dst, solar 
wind parameters and VBz field, respectively. However, it is imperative to 
note that not all the observed storms are preceded by SSC. However, those 
that are preceded by SSC are associated with high solar wind speed (i.e., V � 
700 km/s). SSC or storm onset periods resulted  from the sudden decrease  in 
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Table 5  
Correlation coefficient of D(foF2) variations during each of the 6 storm events  

versus Dst, V, Bz, plasma pressure, and VBz at main phase respectively;  
for each of the 5 stations 

Stations Latitude 
position

D(foF2) 
vs peak Dst 

[nT] 

D(foF2) 
vs V 

[km/s] 

D(foF2) 
vs Bz 
[nT] 

D(foF2)  
vs P  
[nPa] 

VBz  
[nT] 

Darwin Low 0.772 0.543 0.136 0.623 0.017 
Learmonth Low 0.410 0.045 0.497 0.328 0.208 

Low latitude average 0.591 0.294 0.317 0.476 0.113 
Grahamstown Mid 0.399 0.472 0.542 0.836 0.551 
Boulder Mid 0.398 0.186 0.513 0.178 0.339 
Juliuruh/Rugen Mid 0.111 0.154 0.453 0.544 0.434 

Mid latitude average 0.303 0.271 0.502 0.519 0.442 
Total averaged 0.418 0.280 0.428 0.502 0.310 

Aprox. total averaged 
[%] 

42 28 43 50 31 

Note: The total averaged is the mean correlation coefficient for each variable plotted 
against D(foF2). 

the ring current encircling the earth’s magnetosphere and subsequently sud-
denly enhanced the H component (i.e., Dst) of the field. This generally coin-
cides with the onset of a period of increased ram pressure (initial phase) that 
is followed by sustained southward IMFs (main phase) and then by a return-
to-normal condition (the recovery phase) (e.g., Gonzalez et al. 1994). Con-
sequently, the large class of storms is characterized with flow speed exceed-
ing 700 km/s and begins with SSC. 

Figures 7a and b present the regression scatter plots for the ionospheric 
F2 stations under investigation during the main phase of the aforementioned 
geomagnetic storms. The first column presents the regression plots of Dst 
[nT], the second for V [km/s], third for Bz [nT], fourth for P [nPa], and fifth 
for VBz [nT] in that order against their corresponding ionospheric F2 re-
sponse for the low- and mid-latitude stations under consideration. The sum-
mary of the correlation values are highlighted in Table 5. It was observed 
that the correlation of D(foF2) against Dst is more appreciative for Darwin, 
with percentage coefficient of 77% when compared to other stations. The 
corresponding ionospheric F2 variation against flow speed V [km/s] is de-
picted in the second column in Fig. 7a. It can be seen from the scatter plot 
and Table 5 that only Darwin showed a better correlation between D(foF2) 
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and V. The correlation coefficient is 54% compare to Grahamstown (47%), 
Boulder (18%), Juliusruh/Rugen (15%), and Learmonth (4%). In relation to 
Bz, it was observed that Grahamstown (54%) and Boulder (51%) have a 
good correlation, its relationship with Learmonth was approximately (50%) 
better compared to Juliusruh (40%) and Darwin (13%). However, only 
Learmonth and Boulder show an almost insignificant correlation between 
D(foF2) and plasma pressure. The average sum of the low- and mid-latitude 
values are use in observing the latitudinal dependence. At low-latitudes, only 
Dst is the main feature for ionospheric storm, with average percentage corre-
lation of 59%. However, at mid-latitude, Bz and plasma pressure are the de-
terministic feature for causing intense ionospheric storm. Adebesin and 
Kayode (2012) have suggested that at high- and mid-latitude flow speed is 
the most geoeffective parameter with the F2 ionosphere. However, the pre-
sent studies confirmed that at low-latitude Dst is the most geoeffective, 
while plasma pressure (52%) and Bz (54%) might be the important parame-
ters causes ionospheric F2 variation at mid-latitude. 

Moreover, it should be noted that the ionospheric F2 effect over the low-
latitude region is more significant than it appears over the mid-latitude sta-
tions during the VIS events. The effect overturned during the IS event. This 
may be associated with the internal ionospheric effect and not necessary so-
lar wind criteria feature alone. This is because the correlation between 
D(foF2) and solar wind parameters did not show much significance in their 
coefficients except for the D(foF2) and Dst. Although, the persistency of so-
lar wind critical feature in the magnetosphere is as a result of combinational 
solar wind and internal magnetospheric activity rather than solar wind varia-
tion alone (Balasis et al. 2006). As a consequence, we combined the solar 
wind plasma speed (V) and the southward interplanetary field (Bz) to look at 
their relationship with the D(foF2), since the VBz is the most geoeffective so-
lar wind variables with Dst index (Balasis et al. 2006, Bakare and 
Chukwuma 2010). Their relationship shows on the average a poor correla-
tion (see Table 5), the low-latitude average is 11%, mid-latitude average is 
44%, and the overall average is 31%. The consequent of this is that the in-
crease in the ionospheric effect during geomagnetic storm may be related to 
the combination of interplanetary and geomagnetic parameters, and internal 
ionospheric effect rather than solar wind variation alone. 

5. SUMMARY  AND  CONCLUSION 
We have presented the relationship between ionospheric F2 and solar wind 
phenomena during the SSC and main phase of geomagnetic storms for six 
(6) geomagnetic storms. Two are intense (–100 nT � Dst > –250 nT) and 
four are very intense (Dst � –250 nT) in the low and low-mid latitudes. The 
SSC phenomena that lead to an intense ionospheric positive and negative 
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storm phase during the Dst minimum were investigated. These are Dst posi-
tive increase, southward turning of Bz (� –10 nT), increase in plasma speed, 
and high plasma pressure for both low- and low-mid-latitudes. It is pertinent 
to note that the largest geomagnetic storm with flow speed exceeding 
700 km/s begins with SSC. Saranya et al. (2011) found that Dst index has no 
influence on the pre-storm enhancement phenomenon. Blagoveshchensky 
and Kalishin (2009) assumed that the mechanisms of the pre-storm en-
hancements are related to the impact of rapid particles in the foreshock re-
gion of the solar wind on the Earth’s magnetosphere. Regardless of the peak 
variation of D(foF2) the SSC period is always characterized with low iono-
spheric storm, which is immediately followed by an intense ionospheric 
variation during the main phase. The implication is that ionospheric storm 
during SSC period is insignificant compared to the main phase but can trig-
ger the main phase storm phenomenon. Only one out of the entire storms is 
driven by magnetic cloud gas, which is the common ICME driver. 

We observed that ionospheric storm effect during SSC is latitudinal 
symmetric. It is more pronounced at the low-latitude with negative storm ef-
fect than at mid-latitude with positive storm effect. However, the main phase 
is characterized with severe negative storm effect at both latitudes during 
VIS event periods. This is attributed to the large energetic particle and solar 
activity input into the earth magnetosphere. The negative ionospheric storm 
effect at the main phase was followed by a positive storm during the recov-
ery phase at low-latitudes and overturned at mid-latitudes. In contrary during 
the IS, the atmosphere at the low-latitude region responded with an intense 
positive ionospheric storm effect and the effect was vice versa over the mid-
latitude station. In a nut shell, the ionospheric effect is more significant in 
the low-latitude than at mid-latitude. 

Additionally, SSC period is the quality of upcoming geomagnetic storm 
and ionospheric disturbance. Adekoya et al. (2012a, b) had suggested that 
SSC period might be related to some kind of pathway for penetration of en-
ergy into the terrestrial ionosphere and magnetosphere at the main phase. 
The recovery phase is simultaneously depleted with a significant ionospheric 
storm effect throughout the studied geomagnetic storm events across the lati-
tude except for Darwin whose ionosphere responded with a severe positive 
storm during 6-8 April 2000 event.  

The poor correlation between the solar wind parameters and D(foF2) in-
dicates that increase in ionospheric storm effect during geomagnetic storms 
may be related to the combination effect of interplanetary and geomagnetic 
parameters and internal ionospheric effect. At low-latitude Dst is the most 
geoeffective, while plasma pressure (52%) and Bz (54%) might be the im-
portant parameters causing ionospheric F2 effect at mid-latitudes. The 
ionospheric F2 effect over the low-latitude region is more significant than it 
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appears over the mid-latitude stations during the VIS while the effect is 
overturned during the IS period. 
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A b s t r a c t  

Satellite Laser Ranging (SLR) to LAGEOS has a remarkable con-
tribution to high-precise geodesy and geodynamics through deriving and 
validating various global geophysical models. This paper validates ocean 
tide models based on the analysis of satellite altimetry data, coastal tide 
gauges, and hydrodynamic data, i.e., CSR3.0, TOPEX4.0, CSR4.0A, 
FES2004, GOT00.2, and the CSRC Schwiderski model. LAGEOS orbits 
and SLR observation residuals from solutions based on different ocean 
tide models are compared and examined. It is found that LAGEOS orbits 
are sensitive to tidal waves larger than 5 mm. The analysis of the aliasing 
periods of LAGEOS orbits and tidal waves reveals that, in particular, the 
tidal constituent S2 is not well established in the recent ocean tide mod-
els. Some of the models introduce spurious peaks to empirical orbit pa-
rameters, which can be associated with S2, Sa, and K2 tidal constituents, 
and, as a consequence, can be propagated to fundamental parameters de-
rived from LAGEOS observations. 

Key words: satellite geodesy, ocean tides, SLR, LAGEOS, orbit deter-
mination. 
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1. INTRODUCTION 
Satellite Laser Ranging (SLR) greatly contributes to deriving various geo-
detic and geophysical parameters (Smith and Turcotte 1993), e.g., to deriv-
ing Earth orientation parameters (Schutz et al. 1989, So�nica et al. 2014), 
static and time-variable Earth’s gravity field (Cheng et al. 1997, Bianco et 
al. 1998, Maier et al. 2012), station coordinates and velocities (e.g., Schillak 
and Wnuk 2003, Lejba and Schillak 2011), crustal deformations (Schillak et 
al. 2006), and elastic Earth parameters (Rutkowska and Jagoda 2010, 2012). 
The orbits of LAGEOS satellites equipped with laser retro-reflectors can be 
very well determined through the SLR observations with the accuracy at a 
level of a few millimeters, as well as through the minimized area-to-mass ra-
tios of LAGEOS, and, as a consequence, a minimized impact of non-
gravitational orbit perturbations. This implies that LAGEOS orbits are sub-
ject to orbit perturbations of gravitational origin to the greatest extent, and 
thus, are very well-suited for the validation of geodynamical models, e.g., 
Earth gravity field and ocean tide models. 

The tidal forces are caused almost uniquely by the gravitational attrac-
tion of the Moon and the Sun. These forces are responsible for the solid 
Earth, atmosphere, and ocean tides as a consequence of the mass redistribu-
tion and gravity changes in the system Earth. Up to now, ocean tide models 
(OTM) were typically validated by computing monthly tidal elevation dif-
ferences between models (Wünsch et al. 2005), by comparing with global 
tide gauge datasets (Ponchaut et al. 2001, Zahran et al. 2006), by comparing 
with sea level Topex/Poseidon (T/P) time series analysis (Shum et al. 1997) 
or by comparing of the simulations of tidal elevation differences at 
footpoints of GRACE (Wünsch et al. 2005). In this paper, OTM are evaluat-
ed using LAGEOS and the impact of the OTM on the orbit determination of 
the LAGEOS satellites is investigated. An intrinsic comparison is carried out 
using seven different OTM based on analysis of satellite altimetry data, e.g., 
TOPEX/Poseidon: CSR3.0 (Eanes and Bettadpur 1996), TOPEX4.0 (Egbert 
et al. 1994, Egbert and Erofeeva 2002), a model based on analysis of gravity 
field changes observed by different satellite missions: CSR4.0A (Eanes 
2004), and hydrodynamic models with assimilation from observed tidal data, 
i.e., altimeter: FES2004 (Lyard et al. 2006), GOT00.2 (Ray 1999), EOT08A 
(Savcenko and Bosch 2008), and coastal tide gauges: CSRC Schwiderski 
(Schwiderski 1980). 

2. LAGEOS  ORBIT  MODELING 
The orbits of LAGEOS satellites are estimated using a development version 
of the Bernese GNSS Software version 5.2 (Dach et al. 2007) with the SLR 
extensions. The definition of the satellite orbits consists of the list of models 
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applied along with estimated deterministic (Keplerian elements) and empiri-
cal orbital parameters. Estimating empirical parameters, which absorb insuf-
ficiently known perturbing forces, is necessary, because of modelling 
deficiencies in some forces acting upon a satellite. These parameters are re-
lated to modelling deficiencies of the solar radiation pressure (direct and re-
radiated by the Earth’s surface), thermal thrust, mismodellings and variations 
in gravity field and ocean tide models. 

In the 7-day LAGEOS solutions, a multistep collocation method of 
2-minute intervals and a polynomial degree of 12 was adopted for the nu-
merical integration. The full unconstrained set of six osculating orbital pa-
rameters is estimated together with the empirical force model, which 
comprises: 

In along-track:  S0 + SS sin (u) + SC cos (u),  
In out-of-plane:  WS sin (u) + WC cos (u), 

where S0 stands for a constant acceleration in the along-track direction, SS 
and SC are once-per-revolution sine and cosine along-track accelerations, re-
spectively, WS and WC are once-per-revolution sine and cosine accelerations 
in the out-of-plane direction, and u is an argument of latitude of the satellite 
within the orbital plane. Additionally estimated parameters are: stations co-
ordinates (all stations), range biases for selected stations – one set of parame-
ters per every week, and Earth orientations parameters (i.e., pole coordinates 
and length-of-day) – one set of parameters per day. 

Fig. 1. Number of SLR normal points gathered by ILRS stations to LAGEOS-1 and 
LAGEOS-2 in 2008. 
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The reference frame SLRF2008 and Earth orientation IERS-08-C04 se-
ries (Bizouard and Gambis 2014) were used as a priori information. In gen-
eral, the 7-day LAGEOS solutions and all models used are in very good 
agreement with the solutions derived by the International Laser Ranging 
Service (ILRS; Pearlman et al. 2002) Analysis Centers with some modifica-
tions, e.g., using of atmospheric tidal loading model for crust displacements 
 

Table 1  
Ocean tide models validated using LAGEOS orbits (after So�nica 2014) 

Type of model Description 

Length of arc 7 days 

Data editing 2.5 sigma editing, maximum overall sigma: 25 mm 

Satellite center of mass Station- and satellite-specific 

Troposphere delay Mendes–Pavlis delay model + mapping function 
(Mendes and Pavlis 2004) 

Cut-off angle 3 degrees 

Gravity field model EGM2008 up to degree and order 30  
(Pavlis et al. 2012) 

Relativity 
Light time propagation correction and Schwarzschild 
orbit perturbation according to IERS Conventions 2010 
(Petit and Luzum 2010) 

Third-body Earth’s Moon, Sun, Venus, Mars, Jupiter, ephemeris: 
JPL DE405 (Folkner et al. 1994) 

Subdaily pole model IERS2000 (Kolaczek et al. 2000) 

Tidal forces 
Solid Earth tide model, Earth pole tide model, and 
ocean pole tide model applied – IERS Conventions 2010, 
Atmospheric tidal loading (Ray and Ponte 2003) 

Nutation model IAU2000 

Solar radiation pressure Direct radiation: applied with fixed solar radiation coef-
ficient  CR = 1.13 

Numerical integration Interval: 2 minutes, polynomial degree: 12, collocation 
method (Beutler 2005) 

Earth orientation  
parameters (a priori) 

A priori C04 series from IERS, consistent with 
ITRF2008 (Bizouard and Gambis 2014) 

Reference frame (a priori) SLRF2008/ITRF2008 (Altamimi et al. 2011) 

Range biases Estimated for: Simeiz, Zimmerwald (IR) 
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and the gravity field model EGM2008 (Pavlis et al. 2012) up to degree and 
order 30. A priori terrestrial reference frame SLR2008 is the ILRS version of 
ITRF2008 (Altamimi et al. 2011) with some additional stations that were not 
included in ITRF2008 solution (namely, for some older and some newer 
SLR sites or SLR sites affected by earthquakes). A list of the most important 
models used in the LAGEOS solutions can be found in Table 1. 

Data of the year 2008 are adopted for the comparison of seven ocean tide 
models. Figure 1 illustrates the number of SLR normal points to both 
LAGEOS satellites gathered by the ILRS stations. In total 139 000 SLR 
normal points are available in this year. The number per week varies be-
tween 1932 and 3804. For two selected ocean tide models, namely for 
FES2004 and CSR4.0A, 10-year LAGEOS solutions (2002-2012) are addi-
tionally generated in order to investigate the influence of particular tidal con-
stituents. 

3. OCEAN  TIDE  MODELS  (OTM) 
Ocean tide models are typically expressed by the coefficients of amplitudes 
and waves of particular discrete frequencies (Petit and Luzum 2010): 

 � �( , , ) ( , ) cos ( ) ( , ) ,f f f
f

t Z t% H  H  	 K H � 
�  (1) 

where Zf is the amplitude of wave f, � is the longitude, and � is the latitude 
of the point, �f  is the phase longitude (referred to the Greenwich meridian) 
and � is the Doodson argument. The hydrodynamical effects of ocean tides 
can be expanded as periodic variations of the normalized Stockes’ coeffi-
cients of degree n and order m. After the expansion into spherical harmonic 
functions the equation yields (Petit and Luzum 2010): 

 � � � �, , , ,
1 0

( , , ) (sin ) ,
N n

nm f n m f f f n m f f
f n m

t P C m S m% H  H 	 L  	 L 



M M

� � �

� � M � � M��� �  (2) 

where , ,f n mC M , , ,f n mS M  are prograde and retrograde normalized spherical har-
monic coefficients of the main wave f of degree n and order m, �f is the phase 
bias according to the Shureman conventions and Pnm represents the normal-
ized associated Legendre function. The practical implementation of ocean 
tide models consists of the list of astronomical amplitudes for semi-diurnal 
waves M2, S2, N2, K2, the diurnal waves K1, O1, P1, Q1, the long-period 
waves Mf, Mm, Sa, Ssa, and also for other waves, e.g., quarter-diurnal waves. 
For an extensive study concerning the impact of the particular tidal waves on 
the LAGEOS-1 and LAGEOS-2 orbits please refer to Iorio (2001), whereas 
the analysis of the spectrum of tidal perturbations on the orbital elements of 
LAGEOS-1 is described by Dow (1990). 
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4. SENSITIVITY  OF  LAGEOS  ORBITS  TO  OCEAN  TIDES 
The truncation of OTM up to a particular degree/order (d/o) or to a minimum 
size of a tidal wave is important on one hand to minimize computational 
time, and on the other hand, to investigate the sensitivity of LAGEOS orbits 
to small tidal waves. In order to study the impact of the maximum d/o of 
OTM on LAGEOS orbits, six solutions were generated using the CSR4.0A 
model up to maximum d/o 2, 4, 8, 12, 20, and 30. The RMS of the observa-
tion residuals and the comparison between estimated and predicted orbits are 
shown in Table 2.  

Table 2  
The sensitivity of LAGEOS orbits to maximum degree/order of OTM  

and the size of tidal wave using CSR4.0A (mean values for 2008) 

OTM 
up to 
d/o 

Maximum 
size of tidal 

wave 
[mm] 

RMS of 
residuals

[mm] 

Comparison of estimated and predicted orbits 

RMS of radial 
prediction  

[mm] 

RMS of along-
track prediction

[mm] 

RMS of out-of-
plane prediction 

[mm] 
2 � 568.94 – – – 
4 � 10.29 23.5 405.9 205.4 
8 � 7.42 29.9 399.1 200.6 

12 � 7.42 29.8 399.0 200.6 
20 � 7.41 29.8 398.9 200.6 
30 � 7.41 29.8 398.7 200.4 
30 2000 9.63 30.3 404.7 203.8 
30 500 7.91 29.9 397.0 199.9 
30 50 7.45 29.9 398.3 200.4 
30 5 7.42 29.8 398.9 200.4 
30 0.5 7.41 29.8 398.7 200.4 

 
Using maximum d/o 2 or 4 is definitely insufficient, because it gives a sig-
nificant loss of accuracy of the solution (RMS: 569 and 10 mm, respec-
tively). LAGEOS satellites are very sensitive up to d/o 8 of OTM. Using 
OTM up to d/o 30 may slightly improve RMS of observation residuals (dif-
ference of 0.01 mm), and the orbit prediction, especially in the along-track 
direction (by 0.8 mm). Degree 8 is an absolute minimum needed for reason-
able LAGEOS solutions, but it is recommended that OTM should be used up 
to d/o 30 for LAGEOS orbit determination in order to avoid orbit degrada-
tion due to model truncation. 
The sensitivity of LAGEOS solutions to amplitudes of ocean tides is ana-
lyzed by choosing only the tides exceeding the particular threshold. Table 2 
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shows six different test cases with the maximum considered size of the tides 
set to: 2000, 500, 50, 5, and 0.5 mm, and the approach, where regardless of 
the size, all waves are considered (�). Big values of RMS residuals for 
maximum wave size of 2000 and 500 mm (9.63 and 7.91 mm, respectively) 
indicate that taking into consideration smaller waves is obligatory when 
processing LAGEOS data. Small differences are visible between the solu-
tions based on OTM maximum size of 50 and 5 mm. Waves smaller than 
0.5 mm have no impact on LAGEOS solutions. Therefore, taking into ac-
count at least all waves larger or equal 5 mm is highly recommended. 

The high sensitivity of LAGEOS orbits is striking, in particular because 
the uncertainties of amplitudes (formal errors) of tidal waves in OTM may 
exceed 50 mm, i.e., about one order of magnitude more than the sensitivity 
of LAGEOS orbits. This confirms that using the LAGEOS satellites is suita-
ble for validating the low-degree part of OTM. 

5. VALIDATION  OF  OCEAN  TIDAL  MODELS 
Different OTM are validated by comparing the quality of LAGEOS-1 and 
LAGEOS-2 orbits (see Table 3). Three hydrodynamic models based on tide 
gauge observations (CSRC Schwiderski) or tide gauges and satellite altim-
etry (FES2004, GOT00.2) are compared with the hydrological models based 
on satellite altimetry data (CSR3.0, CSR4.0A, TOPEX4.0) and with one em-
pirical model based on many satellite missions (EOT08A). Most of the OTM 
are based on the analysis of satellite altimetry data stemming from 
TOPEX/Poseidon (T/P) mission. Above and below latitude of 66°N and 
66°S (given by the T/P or Jason-1/2 satellite inclination), and for shallow sea 
areas, the tidal waves are of inferior quality. Moreover, some of the models 
contain missing water areas in the model description (e.g., the Baltic Sea, 
Black Sea, and Red Sea). 

Table 3  
Ocean tide models validated using LAGEOS orbits 

Model Type Mainly based on Reference 
CSR3.0 hydrological Topex/Poiseidon (T/P) Eanes and Bettadpur (1996) 
CSR4.0A hydrological T/P, GRACE Eanes (2004) 
TOPEX4.0 hydrological T/P Egbert et al. (1994) 
EOT08A empirical T/P, ERS-1/-2, GFO,

   Jason-1, Envisat 
Savcenko and Bosch (2008) 

FES2004 hydrodynamic tide gauges, T/P, ERS Lyard et al. (2006) 
GOT00.2 hydrodynamic tide gauges, T/P, ERS Ray (1999) 
CSRC 
   Schwiderski 

hydrodynamic tide gauges Schwiderski (1980) 
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FES2004 is the model that is recommended by the IERS Conventions 
2010 (Petit and Luzum 2010). Compared to the CSR3.0, which was recom- 
mended by IERS Conventions 2003 (McCarthy and Petit 2004), FES2004 
has the benefit that the treatment of the secondary waves is specified. 

5.1 RMS of observation residuals and orbit predictions 
Seven series of LAGEOS solutions are generated, each based on a different 
OTM. Table 4 shows the mean values of the RMS of the observations re-
siduals of LAGEOS solutions. Although all solutions show RMS errors at a 
comparable level, an association of the solutions with four groups is possi-
ble. The first group with the smallest RMS of residuals contains those mod-
els which are based, to a great extent, on the T/P satellite mission. These are: 
CSR3.0, CSR4.0A, and TOPEX4.0 with the RMS values of 7.40, 7.41, and 
7.44 mm, respectively. It seems that the models based on LEO altimetry sat-
ellite missions may give a benefit to higher satellite like LAGEOS. EOT08A 
model has an average RMS of observation residuals about 0.6 mm larger 
than the aforementioned models and 0.4 mm smaller than FES2004 and 
GOT00.2. EOT08A is based on six different satellite missions and a long 
time series of observations. The third group contains two hydrodynamic 
models with T/P observations, namely FES2004 and GOT00.2. The RMS of 
residuals for these models yield 8.41 mm, i.e., it is about 1 mm (12%) worse 
than for exclusively T/P based models (CSR3.0 and TOPEX4.0). The oldest  
 

Table 4  
RMS of observation residuals and comparison between predicted and estimated  
7-day LAGEOS orbits using the Helmert transformation (mean values for 2008) 

Ocean tide 
model 

RMS of 
residuals

[mm] 

Comparison of estimated and predicted orbits 
including the Helmert transformation 

RMS of  
radial prediction

[mm] 

RMS of along-
track prediction

[mm] 

RMS of out-of-
plane prediction

[mm] 

Scale 
[ppb] 

CSR3.0 7.40 30.1 387.7 200.5 –0.10 
CSR4.0A 7.41 29.8 398.7 200.4 –0.05 
TOPEX4.0 7.44 30.1 392.9 202.8 –0.10 
EOT08A 8.02 30.8 497.2 257.9 0.04 
FES2004 8.41 31.1 536.6 299.6 0.17 
GOT00.2 8.41 31.2 542.7 303.3 0.15 
CSRC  
  Schwiderski 

8.72 31.1 553.2 280.9 0.00 
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model, namely the CSRC (Schwiderski 1980) hydrodynamic model, is char-
acterized by the largest RMS of the residuals of 8.72 mm. 

The differences between solutions using different OTM (max. 1.32 mm 
of RMS) are slightly larger than the differences between solutions using dif-
ferent Earth gravity field models (max. 1.16 mm of RMS, see So�nica et al. 
2012). This implies that the modelling of ocean tides is one of the key fac-
tors influencing the quality of LAGEOS orbits. 

Table 4 contains the result of the orbit comparisons between estimated 
and predicted orbits when the Helmert transformation parameters are esti-
mated. A classification of all models into three groups is possible on the ba-
sis of the along-track (S) and the out-of-plane (W) components from Table 4. 
The first group, with RMS in S about 400 mm and in W about 200 mm, con-
tains CSR3.0, CSR4.0A, and TOPEX4.0, i.e., this group corresponds to the 
first group when classifying the models according to RMS. Then, the second 
group with EOT08A that has RMS about 500 mm in S and 260 mm in W. 
Finally, FES2004, GOT00.2, and the CSRC Schwiderski which have the 
RMS of S and W predictions at the level of 540 and 300 mm, respectively. 
The radial (R) component does not indicate any significant differences be-
tween compared models. 

A comparison between predicted and estimated orbits without estimating 
Helmert parameters is shown in Fig. 2. The direct comparison of orbits 
(without estimating rotations, translations, and a scale) shows even bigger 
RMS in the S component, implying some difficulties in establishing the rota-  
 

Fig. 2. Comparison between predicted and estimated orbits using different OTM, 
mean values for 2008; units: mm. 
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tion parameters in weekly SLR solutions. On the other hand, discrepancy of 
the W component is smaller than the discrepancy of the same component 
from Table 4.  

The largest differences in OTM are between d/o 10 and 30. LAGEOS 
orbits are mostly sensitive to OTM up to d/o 8. Therefore, the older class 
hydrological OTM with a poorer spatial resolution as compared to the hy-
drodynamic models, may possibly lead to better LAGEOS orbits, provided 
that they contain good estimates of the low-degree spherical harmonic coef-
ficients. The larger RMS of residuals in LAGEOS solutions using hydrody-
namic models may be due to some deficiencies in the “datum definition” of 
these models. For lower orbiting satellites, e.g., for GRACE, the best results 
can be achieved using EOT08A and FES2004 (Meyer et al. 2012), due to the 
satellite orbit sensitivity to all the tidal constituents, and not only to low de-
gree coefficients of OTM.  

5.2 Empirical orbit parameters 
Empirical parameters absorb, to a certain extent, deficiencies in modelling 
the gravitational and non-gravitational forces acting on the LAGEOS satel-
lites. Thus, the comparison of these parameters estimated using different 
OTM allows us to study the magnitude of errors still present in particular 
models. 

5.2.1 Empirical orbit parameters in out-of-plane 
Figure 3 top illustrates WS values in 2008 for LAGEOS-1 and LAGEOS-2. 
The average value of WS for LAGEOS-1 is about 5 × 10–10 ms–2, whereas it is 
negative for LAGEOS-2 and yields about 7 × 10–10 ms–2. The variations WS 
series mainly correspond to variations of C20 in 2008 (see So�nica et al. 
2012). 

Figure 3 does not illustrate any offsets for one or more OTM w.r.t. other 
models, but different variations can easily be noticed between days 105 and 
222. In this period, FES2004 and GOT00.2 exhibit bigger amplitudes of var-
iations in the consecutive weeks than the other models. In case of the 
LAGEOS-1 satellite, these variations could be associated with an eclipsing 
period. In 2008 there is one eclipsing period for LAGEOS-1 lasting from day 
110 till day 203, which agrees with the periods of large variations in the 
FES2004 and GOT00.2 solutions. 

The cosine once-per-revolution out-of-plane term (WC, see Fig. 3 bot-
tom) is very sensitive to OTM, as opposed to the different Earth gravity field 
models for which WC does not exhibit any differences (cf. So�nica et al. 
2012). The differences of OTM are more apparent in case of WC than WS, 
because WC is free from the impact of the variations of C20. The CSR4.0A  
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Fig. 3. Empirical orbit parameters in the out-of-plane direction for selected OTM. 
Eclipsing periods are shaded. 

model shows the smallest amplitude and a different phase in the WC series 
(see Fig. 3 bottom), whereas FES2004 and EOT08A indicate large variations 
in WC for consecutive weeks. 

The perturbing accelerations in the W direction influence the three orbital 
elements, defining the orientation of the satellite orbit in the inertial frame: 
right ascension of ascending node �, argument of perigee �, and the inclina-
tion angle i. The relationships between the Euler angles and the accelerations 
in W read, according to Beutler (2005), as: 

2 2

sin ,
1 sin

d r u W
dt na e i
N '�



  (3) 

2 2

1 sincos ' 1 sin ' ,
1 tan

d p r r uvR vS W
dt e GM p na e i
, � �� � '� 
 � � 
� �� �

� � 
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 (4) 

2 2

cos ,
1

di r u W
dt na e

'�



  (5) 

where W�, R�, and S� denote the accelerations in W, R, and S, respectively. 
The symbol a denotes a satellite semi-major axis, e is the orbital eccentricity, 
n is the mean motion, r is the length of satellite state vector, p is the semi-
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latus rectum, v denotes the true anomaly, and GM is a product of gravita-
tional constant and Earth’s mass. It can be seen in the three equations (3-5) 
that the right ascension of the ascending node and the inclination angle are 
solely perturbed by forces in W, whereas the argument of perigee is also sen-
sitive to perturbations in R and S. 

Table 5 relates the impact of the major ocean tide constituents to the per-
turbations of orbital elements: � of LAGEOS-1, � of LAGEOS-2, and � of 
LAGEOS-2. The � of LAGEOS-1 is neglected here, because the orbit of 
LAGEOS-1 is near-circular, and thus, � cannot be well established. 

The spectral analysis of 10-year LAGEOS solutions using FES2004 and 
CSR4.0A reveals periods clearly referring to the tidal constituents perturbing 
orbital elements. Figure 4 exhibits the amplitudes of Fourier analysis of the 
WC for LAGEOS-1 (top) and LAGEOS-2 (bottom). The solution using 
FES2004 shows peaks around 14.1, 24.8, 28.2, 28.6 days, and the largest 
peak for 280 days for LAGEOS-1. For LAGEOS-2 the peaks are for 15.1, 
24.8, 26.3, 28.8, 33.5, 86, 111, 137, and 285 days. Most of the peaks refer to  
 

Table 5  
Aliasing periods and perturbations of LAGEOS orbits  
due to the ocean tides for degree 2, after Iorio (2001) 

Tide 
� of LAGEOS-1 � of LAGEOS-2 � of LAGEOS-2 

Period 
[days] 

Amplitude
[mas] 

Period 
[days] 

Amplitude
[mas] 

Period 
[days] 

Amplitude 
[mas] 

K1 1043.67 156.55 569.21 35.69 569.21 177.76 
O1 1043.67 151.02 569.21 34.43 569.21 171.48 
P1 221.35 11.49 138.26 3.00 138.26 14.95 
Q1 788.90 24.67 690.88 9.03 690.88 44.98 
K2 521.83 6.24 284.60 6.24 284.60 5.95 
M2 14.02 

521.83 
75.59 13.03 

284.60 
75.65 13.03 

284.60 
72.12 

S2 280.93 9.45 111.20 6.87 111.20 6.55 
N2 449.30 12.93 312.00 16.49 312.00 15.72 
T2 158.80 0.28 85.27 0.27 85.27 0.26 
Mm 27.55 0.54 27.55 1.00 27.55 0.69 
Sa 365.27 20.55 365.27 37.71 365.27 26.17 
Mf 13.66 0.62 13.66 1.13 13.66 0.78 
SSa 182.62 5.98 182.62 10.98 182.62 7.62 

Note: The periods related to the tidal constituents found in the spectral analysis of 
empirical orbit parameters are indicated in bold. 
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Fig. 4. Amplitude spectra (Fourier transform) of WC empirical parameter from 10-
year LAGEOS solutions using FES2004 and CSR4.0A. 

the particular tidal constituents perturbing LAGEOS orbits. The periods of 
tidal constituents found in the spectral analysis of WC or other empirical orbit 
parameters are indicated in bold in Table 5. 

The largest peaks in Fig. 4, which are equal to 280 days and 111 days for 
LAGEOS-1 and LAGEOS-2, respectively, can be explained by the reso-
nance between the diurnal and semi-diurnal tides and LAGEOS orbits. Due 
to the drift of ascending node 1LN� , which is mainly due to C20, the time  
interval between two consecutive passes (in the same direction) of the Sun 
through the orbital plane (the so-called draconitic year) can be expressed for 
LAGEOS-1 (with a prograde drift of  1LN� = 1050 days) as: 

 1

1

1

365.25360 days days 560 days .
360 360 365.25

365.25

L

L

L

-ND
� �

D D 
N

N

�
�

�
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In analogy for LAGEOS-2 ( 2LN� = 570 days, retrograde), the draconitic 
year is equal to 222 days. The diurnal tidal constituent S1 imposes orbit per-
turbations having a period of the draconitic year, whereas the semi-diurnal 
constituent S2 imposes orbit perturbations with a period of the half of the 
draconitic year (the semi-draconitic year). The perturbations due to S2 have 
periods of 280 days and 111 days for LAGEOS-1 and LAGEOS-2, respec-
tively. This explains the peaks found in Fig. 4 and the relations to the eclips-
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ing seasons found in Fig. 3. Figure 4 suggests as well that deficiencies in the 
S2 tide are the main quality limiting factor for the LAGEOS solutions. This 
can be, both, due to the deficiencies in the S2 atmospheric tide, or due to the 
deficiencies in the S2 ocean tide. The atmospheric tides are, however, much 
smaller as compared to ocean tides (So�nica et al. 2013), and thus, cannot 
solely explain the large orbit perturbations. The differences between ampli-
tudes of peaks in Fig. 4 suggest that, in particular, FES2004 contains the S2 
tide of inferior quality. 

Most of the ocean tide models have largest residuals in the Polar Regions 
due to the absence of TOPEX/Poseidon and Jason data. The residuals, e.g., 
of EOT08A for tidal constituent S2 in the Arctic Sea and near Antarctica ex-
ceed 5 cm (Savcenko and Bosch 2008), whereas from the study in Section 4 
we know that the LAGEOS orbits are sensitive to the ocean tides larger than 
5 mm. 

For high-orbiting satellites the semi-draconitic year corresponds exactly 
to the eclipsing periods of the satellite orbits (with an exception of satellites 
in sun-synchronous orbits). This explains the relation between eclipsing pe-
riods and differences in empirical parameters found in Fig. 3. In fact, the dif-
ferences are not directly due to the eclipsing seasons, but due to the alias 
with S2 tide, which imposes the orbit perturbations of the same period as the 
eclipsing seasons. 

Figure 4 top shows, in addition, a small peak around 285 days for the 
LAGEOS-2 orbit. The residuals of K2 in the Polar Regions exceed 3 cm, 
whereas the residuals of M2 are of the order of 5 cm, but only for the shelf 
areas, e.g., for EOT08A (Savcenko and Bosch 2008). Therefore, the peak of 
285 days should be associated with deficiencies in K2, rather than M2, de-
spite that both tides impose the perturbations on the LAGEOS satellites of 
the same period (see Table 5). The uncertainties for these tidal waves signif-
icantly exceed the sub-centimeter sensitivity of LAGEOS orbits to tidal 
waves found in Section 4. The perturbations imposed on LAGEOS-1 orbits 
due to the K2 and M2 tides have a period of 521.8 days; thus, an analysis of 
a longer time series is needed in order to detect these periods with a suffi-
cient accuracy. 

The large peaks from Fig. 4, of 14.1 and 15.1 days for LAGEOS-1 and 
LAGEOS-2, respectively, can be explained by the imposition of the annual 
tidal signal Sa and the groundtrack repeatability of satellites. The 
groundtrack repeatability of LAGEOS-1 is  grL1 = 7d 23h 45 min  and of 
LAGEOS-2 it is  grL2 = 8d 22h 58min. The peaks close to 14 days can be 
explained by overlapping of the groundtrack repeatability, Sa, and generated 
7-day arcs. The overlapping period for LAGEOS-1 reads as: 
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and for LAGEOS-2: 

 

2

2�2 15.1 days .
2� 2�7

365.25Lgr

�
�

 (8) 

Lemoine et al. (2004) found that the amplitudes of some constituents in 
FES2004 are underestimated as compared to those obtained from the 
LAGEOS multi-year solutions. The differences in the amplitudes of 18.6-
year tide and 9.3-year tide even reach 6000% and the phases are shifted even 
by 140°. Lemoine et al. (2004) found also large differences in Sa and SSa 
constituents, but they could be explained in terms of the mass displacement 
in the system Earth. Ray et al. (2014) tried to explain the spurious peaks 
around 14 days in GNSS series by subdaily Earth orientation parameter tide 
model errors. They also found the differences in tides between 10 and 20%, 
which correspond to differences of 2 cm at GPS altitudes. All in all, some of 
the ocean tide constituents require a further improvement, because of the 
large differences of their amplitudes in different OTMs. 

In conclusion, the analysis of the WC empirical parameter has revealed 
deficiencies in ocean tide constituents and some substantial differences be-
tween OTMs. The largest perturbations correspond to the S2 tide and the res-
onance between the Sa tide and the groundtrack repeatability of LAGEOS 
orbits. Smaller perturbations due to the K2 tide (alternatively due to M2) have 
also been detected. 

5.2.2 Empirical orbit parameters in along-track 
Now, the empirical forces in the along-track direction are discussed. The S0 
reveals almost no differences for most of OTM (thus not shown here). The 
differences in S0 are at the 8 × 10–13 ms–2 level; therefore, it can be stated that 
S0 is insignificantly affected by different OTM. 

Tapley et al. (1993) claim that errors in the odd-degree diurnal and semi-
diurnal ocean tide coefficients determine variability in both the real and im-
aginary parts of eccentricity excitation, while variability in the odd zonal 
harmonics causes variations with the same spectrum in the real part of the 
excitation of eccentricity vector. Therefore, bigger variations in SC are ex-
pected, which is related to the real part of the excitation of the eccentricity 
vector. Figure 5 illustrates the series of SS and SC for LAGEOS-1. As ex- 
pected, SC demonstrates bigger differences between ocean tide models. Nev- 
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Fig. 5. Empirical LAGEOS-1 orbit once-per-revolution parameters in along-track for 
selected OTM. Differences w.r.t. CSR3.0. 

ertheless, these differences are more than one order of magnitude smaller 
than for WS and WC, and smaller than those reported by Tapley et al. (1993). 

For the SS variations are smaller than for SC for all models. However, the 
OTM affects the along-track empirical parameters only to a small extent. 
The major impact of OTM is reflected in the out-of-plane once-per-revolu-
tion parameters. 

5.3 Orbit comparison 
The orbits based on one OTM are compared with orbits based on all other 
models. The results of the direct comparison without estimating the Helmert 
parameters are presented in Table 6.  

Table 6  
Comparison between estimated orbits based on different ocean tide models:  

RMS of direct orbit differences (mean values for 2008; in mm) 

        Model 
Model 

CSR40 A TOPEX40 EOT08A FES2004 GOT00.2 SCR 
Schwiderski 

CSR3.0 4.5 2.0 10.6 14.6 14.5 13.6 
CSR40 A – 4.5 8.4 12.2 12.0 12.7 
TOPEX40 – – 10.3 14.1 14.1 13.6 
EOT08A – – – 7.3 7.5 13.1 
FES2004 – – – – 1.6 16.0 
GOT00.2 – – – – – 15.8 

 
The OTM based on analysis of satellite altimetry data (CSR3.0, 

CSR4.0A, and TOPEX4.0) agree very well. Especially, the RMS for the dif-
ferences between TOPEX4.0 and CSR3.0 is very small, i.e., 2.0 mm. There 
is also an excellent consistency (1.6 mm) between FES2004 and GOT00.2 
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(both dynamical models with assimilation from observed tidal altimeter da-
ta). Orbits based on EOT08A are quite similar to those based on CSR4.0A, 
FES2004, and GOT00.2 (RMS of 8.4, 7.3, and 7.5 mm, respectively). Good 
agreement between orbits based on dynamic OTM and satellite altimetry 
OTM is only achieved for EOT08A, which acts like “a link” between these 
two types of OTM.  

The agreement between satellite altimetry OTMs (CSR3.0, CSR4.0A, 
and TOPEX4.0) and dynamical OTMs (FES2004 and GOT00.2) is rather 
poor (the RMS is at the level 12-15 mm). The RMS of differences is largest 
when comparing orbits based on the CSRC Schwiderski model with other 
models, i.e., the RMS of 13 mm to OTMs based on satellite altimetry data, 
and to 16 mm for other dynamical OTMs. 

Chapter 6 of IERS Conventions 2010 (Petit and Luzum 2010) indicates a 
7 mm 3D-RMS difference of LAGEOS-1 orbits, when using FES2004 and 
CSR3.0. In this study it was found that the orbit difference is even 14.6 mm 
for 7-day LAGEOS-1 and -2 solutions. However, such a difference strongly 
depends on the applied orbit parameterization and the procedure used for or-
bit comparison, e.g., a direct comparison, or a comparison with the estima-
tion of the Helmert transformation parameters, etc. 

5.4 Earth Orientation Parameters 
Now, the impact of different OTM on the estimation of Earth Orientation Pa-
rameters (EOP, i.e., pole coordinates and length-of-day) from the LAGEOS 
solutions is investigated. Ocean tides are one of the main contributors to the 
EOP variations (Beutler 2005), and, thus, EOP estimations can be used as 
indicators of the OTM quality. The mean differences with respect to IERS-  
 

Table 7  
Comparison between estimated Earth orientation parameters and the IERS-08-C04 

series from the solutions based on different OTM (mean values for 2008) 

Model 
Mean bias RMS of differences 

X pole 
[�as] 

Y pole 
[�as] LoD [�s] X pole 

[�as] 
Y pole 
[�as] 

LoD 
[�s] 

CSR3.0 49 1 –4 186 179 48 
CSR4.0A 61 0 –3 186 182 48 
TOPEX4.0 60 1 –4 188 179 48 
EOT08A 82 8 –6 206 197 51 
FES2004 94 8 –4 220 208 52 
GOT00.2 91 8 –4 219 207 52 
CSRC Schwiderski 84 25 –6 236 223 55 
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08-C04 series, as well as weighted RMS of pole coordinates and length-of-
day values are shown in Table 7. The X pole coordinate shows a bias when 
comparing to C04 series, amounting from 49 �as for CSR3.0 to 94 �as for 
FES2004. The mean bias for the X pole coordinate is smallest for CSR3.0, 
CSR4.0A, and TOPEX4.0 models and largest for FES2004 and GOT00.2. 
The Y pole coordinate, as well as the length-of-day, do not show any signifi-
cant biases with respect to IERS-08-C04 series. The RMS of estimated pole 
coordinates ranges from 186 and 179 μas for CSR3.0 to 236 and 223 μas for 
the SCRS Schwiderski model, for the X and Y components, respectively. 
This implies that the estimated EOP values can be degraded by about 25% 
when using older-class or improper OTM. 

6. DISCUSSION  AND  CONCLUSIONS 
In all tests the most appropriate OTM for LAGEOS orbits are those based on 
altimetry observations from TOPEX/Poseidon (i.e., CSR3.0, TOPEX4.0), or 
models based on T/P containing additional observations derived from 
GRACE and other gravity satellite missions (i.e., CSR4.0A, EOT08A). Hy-
drological models supported by T/P (i.e., FES2004 and GOT00.2) show big 
discrepancies, and the hydrological model based almost uniquely on coastal 
tide gauges (i.e., CSRC Schwiderski) shows the largest deviations in most 
cases. 

Even though the differences in OTM are at cm or sub-cm level, they can 
be detected by LAGEOS, because LAGEOS satellites are sensitive to tidal 
waves bigger or equal to 5 mm, whereas the errors of some tidal constituents 
exceed 50 mm in the current models. The minimum requested degree/order 
of ocean tide model expansion is 8 when processing SLR observations to 
LAGEOS. Using the OTM up to d/o 30 is, however, recommended, in order 
to avoid the degradation of the orbit determined through the model trunca-
tion. There is a good agreement between OTM based on the same type of 
observations and a significant disagreement between models based on differ-
ent assumptions. Only orbits based on the EOT08A model indicate a quite 
high convergence of both the hydrological and hydrodynamic models (see 
Table 6). 

The empirical orbit parameters indicate the smallest variations for 
CSR3.0, CSR4.0A, TOPEX4.0, and EOT08A in WS parameter and for 
CSR4.0A in WC parameter. The spectral analysis of WC and WS series reveals 
the deficiencies in the S2 constituent, especially in the Polar Regions, due to 
the lack of altimetry data above 66°N and below 66°S, and some minor defi-
ciencies in the annual Sa and SSa tides, as well. 

When estimating gravity field parameters from LAGEOS, the WC and WS 
parameters are not estimated due to a direct correlation with C20 (So�nica et 
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al. 2012). In such a case, all spurious peaks from WC and WS may leak to 
LAGEOS-derived gravity field coefficients, in particular to C20, which is one 
of the SLR core products. 

The problems of orbit alias with the S2 tide are well-known for GRACE 
gravity field solutions (e.g., Chen et al. 2009, Meyer et al. 2012). Remarka-
bly, the S2 constituent limits the GRACE capability of recovering C20 varia-
tions. In this study it was found that not only GRACE solutions are affected 
by deficiencies in the S2 tide in the latest OTM, but also SLR solutions and 
LAGEOS-derived parameters suffer from S2 mismodellings. 

The study reveals that the current OTM have a larger impact on the 
LAGEOS orbits than the a priori Earth gravity field models. The mean dif-
ferences of RMS of residuals between solutions using different OTM (max. 
1.32 mm of RMS) are larger than the mean differences between solutions us-
ing different Earth gravity field models with maximum values of RMS 
amounting to 1.16 mm (So�nica et al. 2012). 

The background models have a crucial impact not only on LAGEOS or-
bits, but also on all other SLR-derived parameters. In particular, polar mo-
tion or length-of-day are very sensitive to a priori ocean tide models. The 
difference in RMS of SLR-derived pole coordinates with respect to IERS-
08-C04 series varies even up to 25% when using different ocean tide models.  
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