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A b s t r a c t

This paper outlines an idea for an explanation of a mechanism under-

lying the shape of the universal curve of the Earthquake Recurrence Time

Distributions. The proposed simple stochastic cellular automaton model is

reproducing the gamma distribution fit with the proper value of parameter

γ characterizing the Earth’s seismicity and also imitates a deviation from

the fit at short interevent times, as observed in real data.

Thus the model suggests an explanation of the universal pattern of

rescaled Earthquake Recurrence Time Distributions in terms of combinato-

rial rules for accumulation and abrupt release of seismic energy.
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1. INTRODUCTION

Analyzing seismic catalogs, Corral (2004) has determined that the probability
densities of the waiting times between earthquakes for different spatial areas
and magnitude ranges can be described by a unique universal distribution if the
time is rescaled with the mean rate of occurrence.
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To unify diverse observations, the spatiotemporal analysis was carried out
as follows. Seismicity is considered as a result of a dynamical process, whose
collective properties are largely independent of the physics of individual earth-
quakes. Following Bak et al. (2002), events are neither separated into differ-
ent kinds (foreshocks, mainshocks, aftershocks) nor the crust is divided into
provinces with different tectonic properties. Then, a region of the Earth is se-
lected, as well as temporal period and a minimum magnitude Mc (for con-
ditions and other details, see Corral (2004, 2007)). Events in this space-time-
magnitude window are considered as a point process in time (disregarding the
magnitude and the spatial degrees of freedom) and are characterized only by
their occurrence time ti, with i = 1 . . . N(Mc). Then the recurrence (or wait-
ing) time τi is defined by τi = ti − ti−1.

The entire Earth has been analyzed by this method and it appears that differ-
ent regions’ probability densities of waiting times, rescaled by the mean seismic
rate, as a function of the rescaled recurrence time, collapse onto a single curve f
(Corral 2004):

D(τ ;Mc) = R(Mc)f(R(Mc)τ) , (1)

where mean seismic rate R(Mc) is given by R(Mc) = N(Mc)/T (here
T is a total time into consideration), and recurrence-time probability density
D(τ ;Mc) is defined as D(τ ;Mc) = Prob[τ < recurrence time < τ + dτ ]/τ.
The so-called scaling function f admits a fit in the form of a generalized gamma
distribution

ffit(θ) = Cθγ−1 exp

(
−θδ

β

)
, (2)

where γ = 0.67±0.005, β = 1.58±0.15, δ = 0.98±0.05, C = 0.5±0.1,
and θ = Rτ is dimensionless recurrence time. The value of δ can be approx-
imated to 1. The present characterization of the stochastic spatiotemporal oc-
currence of earthquakes by means of a unique law would indicate the existence
of universal mechanisms in the earthquake-generation process (Corral 2004).

This paper outlines an idea for explanation of a possible mechanism under-
lying the shape of the universal curve in terms of a mechanistic model, namely
a cellular automaton model called Random Domino Automaton (RDA). The
simple rules for evolution of the model, being a slowly driven system, rely
on accumulation and abrupt release of energy only, which well fits the above-
described procedure of neglecting individual properties of earthquakes as well
as diversified tectonic conditions. We show that RDA reproduces the shape of
the “rescaled” distribution of recurrence times.

As can be seen from the original work (Corral 2004) as well as from fur-
ther studies (Marekova 2012), results obtained from various earthquake cata-
logs show a deviation from the gamma distribution at the short interevent times.
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This holds from worldwide to local scales and for quite different tectonic en-
vironments. It is remarkable that the presented toy model reproduces also this
deviation. Thus the model suggests an explanation of the universal pattern of
rescaled Earthquake Recurrence Time Distributions in terms of its combinato-
rial rules for accumulation and release of seismic energy.

Note, that we present a preliminary results – here we are not covering the
realistic range of earthquake energies. So far, some insight into the origin of the
gamma distribution as well as examination the recurrence statistics of a range
of cellular automaton earthquake models are presented in Weatherley (2006).
It is shown there that only one model, the Olami-Feder-Christensen automaton,
has recurrence statistics consistent with regional seismicity for a certain range
of conservation parameters of that model.

An explanation of the earthquake recurrence times in terms of probability
distributions is presented by Saichev and Sornette (2006, 2013).

2. RANDOM DOMINO AUTOMATON

The Random Domino Automaton (RDA) was introduced as a toy model of
earthquakes (Białecki and Czechowski 2010, 2013, 2014; Białecki 2015), but
can be also regarded as an extension of the well-known 1-D forest-fire model
proposed by Drossel and Schwabl (1992). As a field of application of RDA
we have already studied its relation to Ito equation (Czechowski and Białecki
2012a,b) and to integer sequences (Białecki 2012). We point out also other cel-
lular automata models (Tejedor et al. 2009, 2010) giving an insight into diverse
specific aspects of seismicity.

The RDA is characterized as follows:
– space is 1-dimensional and consists of N cells; periodic boundary conditions
are assumed;
– cell may be empty or occupied by a single ball;
– time is discrete and in each time step an incoming ball hits one arbitrarily
chosen cell (the same probability for each one). The balls are interpreted as
energy portions.

The state of the automaton changes according to the following rule:
• if the chosen cell is empty, it becomes occupied with probability ν ; with
probability (1 − ν) the incoming ball is rebounded and the state remains un-
changed;
• if the chosen cell is occupied, the incoming ball provokes an avalanche with
probability μ (it removes balls from hit cell and from all adjacent cells); with
probability (1 − μ) the incoming ball is rebounded and the state remains un-
changed.

The parameter ν is assumed to be constant but the parameter μ = μi is
allowed to be a function of size i of the hit cluster. This extension with respect
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to Drossel-Schwabl model leads to substantial novel properties of the automa-
ton. Note that only the ratio of these parameters, μi/ν, affects properties of the
automaton – changing of μ and ν proportionally corresponds to a rescaling
of time unit.

The remarkable feature of the RDA is the explicit one-to-one relation be-
tween details of the dynamical rules of the automaton (represented by rebound
parameters μi/ν) and the produced stationary distribution ni of clusters of
size i, which implies distribution of avalanches wi. It shows how to recon-
struct details of the “macroscopic” behavior of the system from simple rules of
“microscopic” dynamics.

Various sizes N of RDA can be considered in order to explain the shape of
the universal curve of Scaling Law. It appears that the results for quite a small
size N = 5 are enough to explain the idea and allow to keep the reasoning
concise and detailed. RDA for a bigger size of the lattice behaves similar, and
the overall picture remains the same, as results from explanations given below.

RDA is also a Markov chain (Białecki 2015). It is convenient to define
states i up to translational equivalence. Thus, in the example for N = 5,
instead of 25, there are 8 states only – see Table 1. Such a space of states
is irreducible, aperiodic and recurrent. Transition matrix p, where [p]ij =
probability of transition i −→ j, for N = 5 is of the form

1

5

⎛
⎜⎜⎜⎜⎜⎜⎝

5−5ν 5ν 0 0 0 0 0 0

μ1 5−μ1−4ν 2ν 2ν 0 0 0 0

2μ2 0 5−2μ2−3ν 0 2ν ν 0 0

0 2μ1 0 5−2μ1−3ν ν 2ν 0 0

3μ3 0 0 0 5−3μ3−2ν 0 2ν 0

0 2μ2 μ1 0 0 5−2μ2−μ1−2ν 2ν 0

4μ4 0 0 0 0 0 5−4μ4−ν ν

5μ5 0 0 0 0 0 0 5−5μ5

⎞
⎟⎟⎟⎟⎟⎟⎠

T a b l e 1

States of RDA for the size of the lattice N = 5

State label Example Multiplicity

1 ↪→ | | | | | | ←↩ 1

2 ↪→ | | | | | • | ←↩ 5

3 ↪→ | | | | • | • | ←↩ 5

4 ↪→ | | | • | | • | ←↩ 5

5 ↪→ | | | • | • | • | ←↩ 5

6 ↪→ | | • | | • | • | ←↩ 5

7 ↪→ | | • | • | • | • | ←↩ 5

8 ↪→ | • | • | • | • | • | ←↩ 1
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Fig. 1. A state diagram for RDA of size N = 5. Arrows with respective weights indi-

cate possible transitions; those with avalanches are ended with symbol “L”. A state is

boxed, if it is possible to get it directly after an avalanche.

Stationary distribution is given by

v · p = v . (3)

The evolution of the system is represented in Fig. 1. Arrows between states i
and j, with respective weights wij , indicate possible transitions. A symbol
L(j) depicts an avalanche to state j. The density of the system is growing
from left side (state 1 has density ρ = 0) to right side (up to density ρ = 1
for state 8) .

The expected time between two consecutive avalanches Tav may be ex-
pressed by various formulas (Białecki 2015). For example

Tav =
〈w〉+ 1

1− Pr
, (4)

where 〈w〉 is the average avalanche size and Pr is the probability that the
incoming ball is rebounded both from empty or occupied cell.

The probabilities vi of states i obtained from condition 3 allow determin-
ing the distribution of frequency fi of avalanche of size i, if rebound param-
eters μi/ν are given. There exists also a procedure of obtaining approximate
values of rebound parameters μi/ν, which produce requested distribution of
avalanches (Białecki 2013). The approximation comes from nonexistence of
exact equations for (stationary) distribution of clusters ni for sizes bigger than
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4 (see Białecki 2015). We have used this procedure to obtain values of μi/ν
that give noncumulative inverse-power distribution of avalanches presented in
Table 2, i.e., in the form consistent with Gutenberg-Richter law. The exact value
of power (here 2.1) does not affect results of the construction substantially.

T a b l e 2

Approximate values of rebound parameters μi

and respective avalanche distribution wi

i 1 2 3 4 5

μi 0.999060 0.388232 0.284504 0.097650 0.045810

wi 0.413247 0.102851 0.042587 0.022351 0.014306

Note: The parameter ν = 0.25.

3. DISTRIBUTION OF WAITING TIMES

To calculate the distribution of waiting times, each path starting from a state
reached after an avalanche and ending with an avalanche is considered. There
are 42 such paths for size N = 5. Each path is assigned its respective proba-
bilities that a total passage time is equal to 1, 2, . . . time steps.

Respective weights Sk describing how often the system starts from initial
state k are given by

Sk =

∑
i>k vipik∑

k

∑
i>k vipik

. (5)

For N = 5 initial states are 1, 2 and 3.
The expected time of stay in a state k is

tav(k) =
∑
i

p
(i−1)
kk (1− pkk) · i = (1− pkk)

−1 . (6)

The probability of stay in given state k for a time equal to i time steps is
given by

T k
i = p

(i−1)
kk (1− pkk) , (7)

and all possible values are aggregated in a vector T k with i -th component
equal to T k

i . For a path through two consecutive states, k and l, the respective
probability of time of stay in both of them equal to j time steps is defined by

T kl
j = (T k � T l)j =

j−1∑
n=1

T k
j T

l
n−j . (8)
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For a path through three states, k, l and m we have T klm = (T k � T l) � Tm,
and so on for longer paths.

The probability rates wij for transition i → j, where i �= j, are just
normalized probabilities pij , namely

wij =
pij∑
j �=i pij

. (9)

Thus for a path i1, i2, . . . , ik−1, ik there is assigned a combined weight

W i1i2...ik−1ik = Si1 · wi1i2 · . . . · wik−1ik , (10)

as well as combined weigted time vector

Ωi1i2...ik = W i1i2...ik · T i1i2...ik . (11)

The i th component of the vector Ωi1i2...ik gives a contribution to waiting time
equal to i coming from a path i1, i2, . . . , ik. Summing up those vectors for all
possible paths we end with a distribution of waiting times. One can obtain also
a distribution related to avalanches of chosen size. For example, if such sum is
made for paths related to avalanches of size 2, 3, 4, and 5 only, a distribution
of waiting times related to avalanches of size bigger than 1 is obtained.

Rebound parameters presented in Table 2 were chosen in order to ob-
tain noncumulative distribution of avalanches in the form consistent with
Gutenberg-Richter law. The exact value of power (here 2.1) does not affect
results of the construction substantially.

The system has average density ρ = 0.273885, average avalanche size
〈w〉 = 1.52458 and average time between avalanches Tav = 21.2027. The
parameter Pr = 0.880932 shows that most of incoming balls are rebounded.
Expected times of staying in all states are presented in Table 3. The great ma-
jority of avalanches leads to an empty state (S1 = 0.755449), roughly every
fifth avalanche leads to state 2 (S2 = 0.205253), and roughly every twenty
fifth to state 3 (S3 = 0.0392984).

T a b l e 3

Approximate expected stay times in states

for the size of the lattice N = 5

State 1 2 3 4 5 6 7 8

tav 4.0 2.5 3.3 1.8 3.7 2.2 7.8 21.8

Figure 2 presents obtained distributions of waiting times up to 300 time
steps. The upper curve is for avalanches of all sizes, the next is for avalanches
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Fig. 2. A plot of distributions of interevent times for RDA with N = 5 . The upper line

is for avalanches of all sizes, the curve below is for avalanches of size bigger than 1,
the next is for sizes bigger than 2, and so on. The lowest curve counts only avalanches

of size 5. The dashed line is a plot of fitted gamma distribution ay(γ−1)e−
y
b ; the solid

line below is a plot of fitted exponential curve a′e−
y
b′ . For large interevent times all

these curves overlap.

of size bigger than 1, and so on. The lowest curve counts avalanches of size 5
only.

The dashed line is a fitted gamma distribution ay(γ−1)e−
y

b , where γ =
0.67, b = 22.4, and c = 0.011. This fit is done for points with time coordinate
from 60 (χ2 = 5.5346 · 10−11) . Values of the parameters b and c can be
rescaled, depending on their relation to physical quantities (time, number of
earthquakes). The parameter γ is a fixed parameter, with exactly the same value
which characterizes Earth’s seismicity. The solid line below is a plot of fitted
exponential curve a′e−

y

b′ .

Thus, the exponential part of the universal curve comes from distributions
of biggest avalanches. In the presented example the biggest tav is for the state
8 containing single cluster of size 5 (see Table 3). Thus its contribution to the
overall waiting time distribution dominates for bigger times (compare formulas
6 and 7). Also state 7 containing single cluster of size 4 contributes, but it is
decaying more rapidly.

The other part of the universal curve, comes from contributions of
avalanches of smaller sizes. Its shape is a result of composition of many possi-
ble paths of the evolution, as depicted in Fig. 1. For bigger sizes N there are
much more possible paths (i.e., 1554 for N = 7) through states containing
many clusters with comparable times tav. Their composition flatten the curve.
Moreover, calculation shows that this effect produces a surplus (comparing to
the gamma fit) for small waiting times, which is evident in real earthquakes data
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(Corral 2004, Marekova 2012). The size of the surplus can be reduced by omit-
ting of a contribution of smallest avalanches (also not recorded in real data).

Note that due to the incompleteness of the seismic catalogs in the short-time
scale, real data are usually not displayed on plots for very short time intervals.
Thus, the obtained theoretical curve, shown in Fig. 1, may be similarly cut for
small times. If it is done for time, say, smaller then 10, it reflects the shape of
real data.

4. CONCLUSIONS

Thus, the presented model suggests that the origin of a universal curve is of
combinatorial nature of accumulation and abrupt release of energy according
to the rules depending on some parameters defining probabilities dependent on
size of energy portions, as described above.

We would like to underline some limitations of the presented model result-
ing from its simplicity. Saichev and Sornette (2006) pointed out the importance
of the mechanism of triggering of earthquakes by other earthquakes in under-
standing of distributions of inter-event times. Such mechanism is absent in the
presented model, and we intend to introduce it. Another important issue is the
comparison features of waiting time distribution in case of rescaled and not
rescaled, and the appropriate scaling is another challenge for the model. More-
over, in the recent study Matcharashvili et al. (2015) investigated the relative
ratio of correlated and uncorrelated waiting times, and they found that the ratio
is similar for different catalogues. We send interested reader to this paper for a
detailed discussion of properties of distributions of waiting times.

All this strongly suggests the need of extensions of the presented results in
order to explain mechanistically the universal distribution of inter-event time
for earthquakes.

A c k n o w l e d g m e n t. This work was partially supported by National
Science Centre, project 2012/05/B/ST10/00598. This work was partially sup-
ported within statutory activities No. 3841/E-41/S/2015 of the Ministry of
Science and Higher Education of Poland.

R e f e r e n c e s

Bak, P., K. Christensen, L. Danon, and T. Scanlon (2002), Unified scaling law for

earthquakes, Phys. Rev. Lett. 88, 17, 178501, DOI: 10.1103/PhysRevLett.88.

178501.

Białecki, M. (2012), Motzkin numbers out of Random Domino Automaton, Phys. Lett.
A 376, 45, 3098-3100, DOI: 10.1016/j.physleta.2012.09.022.



M. BIAŁECKI1214

Białecki, M. (2013), From statistics of avalanches to microscopic dynamics parame-

ters in a toy model of earthquakes, Acta Geophys., 61, 6, 1677-1689, DOI:

10.2478/s11600-013-0111-7.

Białecki, M. (2015), Properties of a finite stochastic cellular automaton toy model of

earthquakes, Acta Geophys. 63, 4, 923-956, DOI: 10.1515/acgeo-2015-0030.

Białecki, M., and Z. Czechowski (2010), On a simple stochastic cellular automaton with

avalanches: simulation and analytical results. In: V. De Rubeis, Z. Czechowski,

and R. Teisseyre (eds.), Synchronization and Triggering: From Fracture to
Earthquake Processes, GeoPlanet – Earth and Planetary Sciences, Springer,

Berlin Heidelberg, 63-75, DOI: 10.1007/978-3-642-12300-9_5.

Białecki, M., and Z. Czechowski (2013), On one-to-one dependence of rebound pa-

rameters on statistics of clusters: exponential and inverse-power distributions

out of Random Domino Automaton, J. Phys. Soc. Jpn. 82, 1, 014003, DOI:

10.7566/JPSJ.82.014003.

Białecki, M., and Z. Czechowski (2014), Random Domino Automaton: Modeling

macroscopic properties by means of microscopic rules. In: R. Bialik, M. Ma-

jdański, and M. Moskalik (eds.), Achievements, History and Challenges in
Geophysics, GeoPlanet: Earth and Planetary Sciences, Springer Intern. Publ.,

Cham, 223-241, DOI: 10.1007/ 978-3-319-07599-0_13.

Corral, A. (2004), Long-term clustering, scaling, and universality in the temporal oc-

currence of earthquakes, Phys. Rev. Lett. 92, 10, 108501, DOI: 10.1103/Phys-

RevLett.92.108501.

Corral, A. (2007), Statistical features of earthquake temporal occurrence. In: P. Bhat-

tacharyya and B.K. Chkrabarti (eds.), Modelling Critical and Catastrophic
Phenomena in Geoscience, Lecture Notes in Physics, Vol. 705, Springer,

Berlin Heidelberg, 191-221, DOI: 10.1007/3-540-35375-5_8.

Czechowski, Z., and M. Białecki (2012a), Three-level description of the domino cellu-

lar automaton, J. Phys. A: Math. Theor. 45, 15, 155101, DOI: 10.1088/1751-

8113/45/15/155101.

Czechowski, Z., and M. Białecki (2012b), Ito equations out of domino cellular au-

tomaton with efficiency parameters, Acta Geophys. 60, 3, 846-857, DOI:

10.2478/s11600-012-0021-0.

Drossel, B., and F. Schwabl (1992), Self-organized critical forest-fire model, Phys. Rev.
Lett. 69, 11, 1629-1632, DOI: 10.1103/PhysRevLett.69.1629.

Marekova, E. (2012), Testing a scaling law for the earthquake recurrence time distribu-

tions, Acta Geophys. 60, 3, 858-873, DOI: 10.2478/s11600-012-0007-y.

Matcharashvili, T., T. Chelidze, and N. Zhukova (2015), Assessment of the relative ratio

of correlated and uncorrelated waiting times in the Soutern California earth-

quakes catalogue, Physica A 433, 291-303, DOI: 10.1016/j.physa.2015.03.

060.



EXPLANATION OF EARTHQUAKE RECURRENCE TIMES BY CA 1215

Saichev, A., and D. Sornette (2006), “Universal” distribution of inter-earthquake times

explained, Phys. Rev. Lett. 97, 7, 078501, DOI: 10.1103/PhysRevLett.97.

078501.

Saichev, A., and D. Sornette (2013), Fertility heterogeneity as a mechanism for power

law distributions of recurrence times, Phys. Rev. E 87, 2, 022815, DOI:

10.1103 /PhysRevE.87.022815.

Tejedor, A., J.B. Gomez, and A.F. Pacheco (2009), Earthquake size-frequency statistics

in a forest-fire model of individual faults, Phys. Rev. E 79, 4, 046102, DOI:

10.1103/PhysRevE.79.046102.

Tejedor, A., J.B. Gomez, and A.F. Pacheco (2010), Hierarchical model for disturbed

seismicity, Phys. Rev. E 82, 1, 016118, DOI: 10.1103/PhysRevE.82.016118.

Weatherley, D. (2006), Recurrence interval statistics of cellular automaton seismicity

models, Pure Appl. Geophys. 163, 9, 1933-1947, DOI: 10.1007/s00024-006-

0105-3.

Received 20 March 2015

Received in revised form 13 July 2015

Accepted 11 August 2015



Acta  Geophysica 
vol. 63, no. 5, Oct. 2015, pp. 1216-1230 

DOI: 10.1515/acgeo-2015-0049 

________________________________________________ 
Ownership: Institute of Geophysics, Polish Academy of Sciences;  
© 2015 Logvinov. This is an open access article distributed under the Creative Commons  
Attribution-NonCommercial-NoDerivs license, 
http://creativecommons.org/licenses/by-nc-nd/3.0/. 

Deep Geoelectrical Structure  
of the Central and Western Ukraine 

Igor M. LOGVINOV 

Institute of Geophysics, National Academy of Sciences of Ukraine, Kiev, Ukraine 
e-mail: anna_log@ukr.net 

A b s t r a c t  

The results of deep induction sounding in Ukraine made in the 
twenty-first century with the participation of the author have been sum-
marized, including also a number of data obtained in the previous dec-
ades. The apparent resistivity and magnetic transfer function on the 
territories of western Ukraine and eastern Poland have been analyzed. 
The articulation of these data with the regional magnetic variation sound-
ings allowed taking into account the influence of a static shift of areal in-
terpretation of magnetotelluric resistivity results, which increased the 
reliability of interpretation. The analysis of induction sounding per-
formed with 1D, 2D, and 3D inversions of magnetic transfer functions al-
lowed localizing the crustal anomalies. The results are discussed. 

Key words: crust and mantle conductivity, East Carpathians, East Euro-
pean Plate. 

1. INTRODUCTION 
Geoelectric survey in Ukraine is actively underway since the 1970s. The 
main results made in the twentieth century were summarized by Rokityansky 
(1982), Bondarenko et al. (1972), Rokityansky et al. (1976), Dyakonova et 
al. (1986). The results of most of these studies were obtained from interpre-
tation of thousands of magnetotelluric sounding (MTS) in the period range 
from 0.1 to 900 s made by industrial organizations of Ukraine (Ingerov et al. 
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1999). Results of regional soundings of the mantle down to a depth of about 
1000 km have been relatively recently obtained, using data from three geo-
magnetic observatories of Ukraine. 

The basis for this work was the geoelectric study conducted in the past 
15 years, with a number of magnetotelluric stations (Jankowski et al. 1984, 
Rakhlin et al. 2005) of the Institute of Geophysics of the National Academy 
of Sciences of Ukraine (IGF NANU). In addition, observations were carried 
out in the framework of two international projects: Central Europe Mantle 
geoElectrical Structure (CEMES), which was initiated by the Institute of 
Geophysics (IGF) of the Polish Academy of Sciences in 2001 (Semenov et 
al. 2008) and joint Polish–Ukrainian observations made in 2006-2007 in Po-
land and Ukraine. Additionally, this work includes part of the short period 
MTS results obtained by exploration organizations (Ingerov et al. 1999). Re-
sults of MTS with periods of more than 40 minutes were considered as deep 
MT soundings (DMTS) and analyzed together with the results of the region-
al magnetovariation soundings (MVS). 
The area of research covers the south-western edge of the East European 
Platform (EEP) and the eastern part of the Carpathians (Fig. 1). Interpreta-
tion was carried out using 1D, 2D, and quasi-3D inversions. Studies in sepa-
rate sub-regions were published by Gordienko et al. (2005, 2006, 2011, 
2012). The paper summarizes the results of all deep geoelectric structures in 
the Western and Central Ukraine. 

Fig. 1. Major tectonic units of the EEP and Carpathian: 1 � the EEP border, 2 – the 
Ingulets–Krivoy Rog–Krupetsk suture zone.  



I.M. LOGVINOV 
 

1218

2. DATA  AND  PROCESSING 
Observations over the last 15 years consisted of digital measurements at 
about 200 sites across Ukraine and Poland made in the frames of Polish–
Ukrainian cooperation. In addition, the data obtained in the frames of the in-
ternational project PREPAN’95 were used (Ádám et al. 1997). 

Recordings of magnetotelluric (MT) fields on photographic paper ob-
tained by IGF NANU were digitized and processed (Gordienko et al. 2005). 
The impedance and magnetic transfer function data as well as MTS respons-
es obtained by industrial organizations of Ukraine (calculated only in the di-
rections of measurement lines oriented along magnetic meridians and 
parallels) formed the study database. The DMTS sites (with periods > 0.7 h) 
and MTS profiles (with 15-30 sites at each) are shown in Fig. 2. The ultra-
deep regional induction soundings were made in two geomagnetic observa-
tories, Kiev and Lviv (Semenov et al. 1998). Apparent resistivities estimated 
by the MTS method in two directions were further expanded with scalar ap-
parent resistivities given by the MVS method at longer periods, reaching 11 
years. This approach allows correcting shift effects in the MTS data, increas-
ing the reliability of the analysis. 

In addition, the three-month observations of the magnetic field in three 
sites located at 200-km distances from each other at the Ukrainian Shield 
were carried out. The resulting transfer functions in the period range from 
104 to 105 s were estimated under the assumption that the external magnetic 
field is represented by a specific plane wave having non-zero vertical mag-
netic component Bz(t) at long periods. In such a case, the generalized MVS  
 

Fig. 2. Locations of sounding sites: a – MT profiles in the Carpathians (Ca), b – MT 
profiles in the western EEP part (Ki), c – central longitudinal MT profiles; circles – 
DMTS sites; squares � geomagnetic observatories Kiev (KIV), Lviv (LVV), and 
Hurbanovo (HRB); triangles � three GMVS sites. 
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(GMVS) method (Ladanivskyy et al. 2010) fills data gaps in the specified 
range of periods. 

Data processing of the observed variations of magnetotelluric fields was 
carried out using the usual boundary conditions on the Earth’s surface ac-
cording to the formulae: 

 ( , ) ( ) ( ) ( ) ( ) ,x xx x xy yE Z B Z B� � � � �� �r  

 ( , ) ( ) ( ) ( ) ( ) ,y yx x yy yE Z B Z B� � � � �� �r  

 ( , ) ( , ) ( , ) ( , ) ( , ) ,z zx x zy yB W B W B� � � � �� �r r r r r  

where E(�, r) and B(�, r) are complex Fourier amplitudes of orthogonal 
horizontal components of the electric E(t) and magnetic fields B(t), � is the 
angular frequency, r is the radius vector on a plane surface of the Earth, 
Z(�, r) is the impedance, and Wz(�, r) is the the magnetic transfer function. 
A more complicated theory was suggested by Schmucker (Schmucker 2003) 
and Shuman (Shuman and Kulik 2002). 

Several types of processing algorithms based on the spectral analysis 
(Egbert and Booker 1986, Egbert 1997, Semenov 1998, Ladanivskyy 2003) 
and on the analysis of time domain convolution functions (Wiel�dek and 
Ernst 1977) were applied to the collected data. Finally, the impedance and 
magnetic transfer function data were estimated in the period range of 10-
104 s. Partly, the processing was carried out using the remote reference 
method. The impedance polar diagrams analysis allowed the detection of 
main directions of regional structures. Results of the data processing 
(apparent resistivity, phases of the impedance, magnetic transfer function) 
formed the data bank used for the solution of 1D, 2D, and quasi-3D model-
ing and inversion problems. 

3. 1D  INVERSIONS  
The methodological basis for present inversion studies was elaborated in the 
frames of the CEMES international project (Semenov et al. 2008). The dense 
DMTS network allows us to refine the electrical conductivity structure of the 
crust and mantle on the territory of Ukraine and adjacent narrow strip of 
Poland. Inverted complex apparent resistivity data were obtained by the ex-
tension of DMTS data with regional MVS responses from Ukrainian 
geomagnetic observatories. The MVS results for the geomagnetic 
observatory KIV were taken as a reference for EEP sites, while results from 
observatories LVV and HRB extend data from the Carpathians (Semenov 
1998, Semenov and Jó�wiak 2006). Apparent resistivities obtained by differ-
ent methods displayed a good agreement in phases, while their amplitudes 
were often distorted by the shift effect. This effect was assumed to be 
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frequency independent due to the small conductance level of EEP sediments 
in Ukraine. Thus, the amplitude curves of DMTS apparent resistivity were 
shifted to MVS levels before their joint 1D inversions by the OCCAM 
(Constable et al. 1987) and D+ (Parker and Whaler 1981) methods. 

The total conductance S beneath the Ukrainian part of EEP increases 
slowly and monotonically from the surface to a depth of ~600 km (the bot-
tom of the upper mantle) and then rapidly from ~30 kS at this depth to 
~300 kS at the depth of 800 km (the center of the mid-mantle). The S error 
for the upper mantle with sediments is estimated at 20% level. The main 
contribution for such a big error comes from the depth interval of 200-
400 km, which is the most difficult zone to analyze the Earth’s conductivity. 
This observation is also true for new experimental data giving minimal error 
bars at the same level (Logvinov 2002). Complex apparent resistivity esti-
mates for Ukrainian sites were recently calculated in this period range using 
a new approach (Ladanivskyy et al. 2010). No regional conductive layers at 
depths of 150-500 km were detected, as distinct from the western TESZ re-
gion where the presence of a well-conductive layer at “asthenospheric” 
depths was found (Jó�wiak 2013).  

 

 

 

 

 

 

 

 

 

 

Fig. 3. Averaged conductivity dis-
tributions for the southwestern 
EEP part at depths of 150-500 km 
(A) and 150-900 km (B); bands 
display mean square errors. 
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Fig. 4. Conductance maps (in S) for sediments (A) and the crust (B); 1 – the Ukrain-
ian Shield border, 2 � the EEP border. 

The averaged conductivity distribution for soundings at 93 sites was es-
timated from the total conductance S:  � = grad S. Conductivity increases 
slowly and monotonically till the depths of 400-450 km (Fig. 3A) and then 
sharply at depths greater than 600 km (Fig. 3B). The maximal conductivity 
is observed at ~700 km and a layer with lower conductivity appears at a 
greater depth of 800-1000 km. A similar distribution of grad S with depth 
was obtained for the Polish EEP part (Semenov and Jó�wiak 2005). This re-
sult does not contradict with the results obtained previously (Semenov and 
Jó�wiak 1999). 

Two strong crustal conductivity anomalies, namely, the Carpathian and 
the Kirovograd, are well known in Ukraine. The condition of horizontal me-
dium homogeneity is not true in these areas and therefore the 1D inversion 
was not used here. 

The sedimentary and, partly, crustal conductancies were additionally es-
timated using both the data obtained from DC resistivity soundings and 1D 
inversion at ~200 MT prospecting sites (with the period range of 1-3600 s). 
The resulting conductance maps for the crust (Logvinov 2012) and sedi-
ments (Ingerov et al. 1999, Logvinov 2012) are presented in Fig. 4. The 
crustal conductance exceeds the level of 250 S only in areas close to the EEP 
border (Fig. 4B). 

The Moho boundary is situated in the studied region at depths of 40-
50 km according to seismic data (Gordienko et al. 2005, 2012). For the aver-
age depth of the crust, the value of 45 km was accepted. 

4. 2D  INVERSIONS  
The analysis of experimental data at all the profiles shown in Fig. 2 was 
made using 2D inversion code REBOCC (Siripunvaraporn and Egbert 
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2000). In this study the misfit between modelled and experimental data was 
considered satisfactory at the levels of 0.1 for magnetic transfer function, 10° 

for the impedance phase, and 30% for the apparent resistivity. The goal of 
the REBOCC inversion was to find the minimum norm model at these misfit 
levels. To estimate the integral conductivity of local structures the parameter 
G (Rokityansky 1982) was used:  

 ,i i iG Q ��  

where Qi is the cross-section area of the conductive object (in m2), and �i is 
its resistivity (in Ohm-m). In case of complex multi-segment structures the 
overall  G = � Gi. 

Inversion starting models account for the information known from drill-
ing and seismic surveys, mainly, the thickness of sediments. The “normal” 
section for the Ukrainian EEP part was based on 1D inversion results ob-
tained at the observatory KIV, while in the Carpathian region the 1D model 
for the observatory LVV was used (Semenov et al. 2008). 

Inverted experimental data included impedance estimates for TM and TE 
modes and magnetic transfer functions. Data at 10-30 sites and 10-13 peri-
ods in the period range of 4-3600 s were selected at different profiles. First 
calculations were carried out separately for TE, TM impedances, and mag-
netic transfer functions (named below as TP). At the final inversion stage the 
model with the smallest RMS for these separate mode solutions was chosen 
as the starting for the joint TE + TM + TP inversion.  

The description of the main features of the Carpathian anomaly of con-
ductivity (CrAC) derived from 2D inversion models for all profiles shown in 
Fig. 2 (CaI-CaVII) is summarized in Table 1. The comparison of these mod-
els with the tectonics of the Carpathians indicates that CrAC is located be-
tween the Magura thrust and Pieniny Klippen Belt (Fig. 1). The depth to the 
top of CrAC decreases to the east of the CaIII profile from 8 to 5 km. The in-
tegral CrAC conductivity is reduced in the same direction. The width of this 
anomaly changes between 33 and 45 km. 

The modeling along CaI and CaII has revealed a sharp difference in pa-
rameters of CrAC in the Tatra Mountains and Eastern Carpathians: the width 
is reduced at least twice and the depth to its top is increased. The conduct-
ance of the anomaly is much smaller in the Tatra Mts (CaI and CaII) than in 
the Eastern Carpathians (CaIII-CaVII). 

The Kirovograd conductivity anomaly (KrAC) is covered with profile 
soundings on its whole length, from the coast of the Black Sea to the north-
ern border of Ukraine (Fig. 2, KiI-KiVI). Its boundaries correlate with faults 
forming the Ingulets�Krivoy Rog�Krupetsk suture zone (Fig. 1). The KrAC 
modelling results can be presented in the form of two separated objects, A  
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Table 1 
Features of the Carpathian and the Kirovograd conductivity anomalies 

Profiles Depth of the top 
[km] 

Width 
[km] 

G × 107 
[S�m] Note 

Carpathian conductivity anomaly 
CaI 18 18 7.2 

* 

CaII 18 15 8.2 
CaIII 8 33 52 
CaIV 8 45 38 
CaV 7 42 45 
CaVI 6 33 24 
CaVII 5 42 14 

Kirovograd conductivity anomaly 
KiI 28/7 18/16 5/8 

The numerator  
options object A, 
denominator – B 

KiII 16/21 16/15 6/8.4 
KiIII 21/12 24/9 8.3/0.3 
KiIV 12/10 18/5 5/0.01 
KiV 30/20 7/7 8/4.2 
KiVI 46/15 5/10 3/0.04 

*)For the first time, 2D modelling of modular values of magnetic transition functions 
(TP) was performed (Zhdanov et al. 1986) along the international Geotraverse II 
(Fig. 2, CaV). Comparison of the inversion results with the previous model shows 
good agreement between the geometrical parameters of the two models for the main 
object, which caused abnormal behavior of TP data along the profile. For example, 
from the inversion the value of G is 4.5 × 108 S�m, while previous value of G is 
4.8 × 108 S�m. Parameters of the object beneath the Carpathians and the Carpathian 
Foredeep much differ. According to the inversion results, the main part of the object 
occurs deeper, and the value of G is 2 times less than in the previous model. The re-
sulting differences are within error limits, as postulated by the authors (Zhdanov et 
al. 1986). 

and B. Table 1 shows their main characteristics at only those profiles which 
had relatively dense magnetic transfer function estimates, because MT re-
sponses were not available at all profiles. Object A has much higher G val-
ues than object B. 

The joint 2D inversion of TE + TM + TP data was carried out along me-
ridian profiles (Fig. 2c) where TE mode corresponds to northern direction of 
electric field. The inversion models were obtained for data at periods of 16-
2500 s. Each profile contained ~20 observation sites. 2D inversion results  
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Fig. 5. Contours of 
crustal conductive 
objects at the 
southwestern EEP 
margin derived 
from 2D inver-
sion; 1 – inversion 
profiles, 2 and 3 – 
borders of the EEP 
and the Ukrainian 
Shield, 4 – graph- 
tization areas 
(Yatsenko 1996). 

 
show that the investigated area hosts a number of local conductive objects. 
Top edges of some of them lie in the granite layer, but most of the objects 
are seen at depth of at least of 20 km (Fig. 5). Many conductive objects at 
such a depth are spatially correlated with areas of graphitization (Fig. 5). 

5. QUASI-3D  INVERSION 
The models of the Carpathian and the Kirovograd conductivity anomalies 
obtained from 2D inversion were used as pilot conductivity distributions for 
a subsequent quasi-3D modelling (Kovacikova 2001). In the thin sheet ap-
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proximation, the anomaly source is replaced by a thin sheet with the anoma-
lous conductance S at a specified depth in the layered normal section. Equiv-
alent currents within the thin sheet are calculated using a Price equation and 
the magnetic field at the ground surface can be calculated gradually from the 
related boundary conditions.  

The collected magnetic transfer functions Wzx(�, r) and Wzy(�, r) for the 
period range of 400-6000 s at the territory of Czech Republic, Slovakia, Po-
land, Hungary, and Ukraine made it possible to trace the Carpathian conduc-
tivity anomaly (Kovacikova et al. 2010, Gordienko et al. 2011, 2012). The 
parameters of the layered medium below the sedimentary cover (> 4 km) 
were taken according to the 1D model for observatory LVV (Semenov et al. 
2008). A thin sheet was located at a depth of 10 km to estimate the conduc-
tivity distribution in this layer (Kovacikova et al. 2010). Figure 6 shows the 
results of such analysis in the Ukrainian Carpathians and the adjacent part of 
Slovakia. 

The magnetic transfer functions for the period range of 40-6000 s were 
also obtained for the region of the Kirovograd conductivity anomaly (Fig. 6). 
The complexity in the construction of this quasi-3D model follows from the 
fact that the anomaly crosses large sedimentary structure of the Dnieper-
Donets Basin (Fig. 6). The sedimentary conductance at depths of 0-2 km was 
taken according to the data shown in Fig. 4. The parameters of layered me-
dium below the sedimentary cover were taken according to 1D model for 
 

Fig. 6. The crustal conductance in Ukraine according to quasi-3D and 1D inversion 
of the MTS impedances; conductance values are shown over 4000 S (1) and less 
than 250 S (2); other notations in Fig. 1. 
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observatory KIV (Semenov et al. 2008). The thin sheet in the inversion was 
located at a depth from 12 to 20 km (Gordienko et al. 2005, 2006). 

In recent years the new research has traced the Kirovograd anomaly from 
Ukraine into SW Russia in the frames of the international project 
KIROVOGRAD (Varentsov et al. 2012). The detailed description of the re-
sults of this project studying the geoelectrical structure of the western slope 
of the Voronezh Massive in Russia and Ukraine by means of the advanced 
simultaneous deep EM sounding array with natural field excitation and geo-
logical and geophysical analysis of the nature of the revealed crustal con-
ducting anomalies has been given by Varentsov et al. (2012, 2013). 
Geoelectrical sections along the series of profiles and maps of sedimentary 
and crustal conductance obtained from 2D+ and quasi-3D data interpreta-
tions are shown in the sited papers. The main advantage of these studies was 
the use of horizontal MV inter-station responses at the stage of quasi-3D in-
version with the two-sheet conductance estimation separated for subsurface 
and deep crustal distributions (Varentsov et al. 2012, 2013). 

6. CONCLUSION  AND  DISCUSSION 
The distribution of the sedimentary conductance was estimated at for terri-
tory of Ukraine and was used to build a world map of the sedimentary con-
ductance (Vozar et al. 2006). These estimates are reaching 1000 S and more 
in the deep sedimentary basins only. The crustal conductance is less than 
250 S for most parts of Ukraine. Two regional crustal anomalies exist there, 
and numerous additional local objects of low resistance were discovered. 
Most of them do not form large homogeneous areas in Ukraine. The greatest 
number of such objects is located in the range of 20-30 km in the Ukrainian 
Shield. 

The obtained characteristics of the geoelectric crustal structure confirm 
the existence of two regional conductivity anomalies, namely, the Carpathian 
and the Kirovograd ones (Fig. 6). The modelling showed that the Carpathian 
conductivity anomaly in the Ukrainian Carpathians is located between the 
Pieniny Klippen Belt and the Magura thrust zone. 

The anomalous behavior of MT fields in the region of Kirovograd con-
ductivity anomaly can be explained by the existence of two conductive ob-
jects. These objects appear in 2D inversion, as well as in quasi-3D inversion, 
and spatially correspond to the location of the boundary fault zones that de-
lineate the Ingulets�Krivoy Rog�Krupetsk suture zone. The strongest anom-
aly of the integral conductivity of object A is confined to the western fault 
zone and is located in the depth range of 18-40 km (Logvinov 2012). 

The spatial distribution of the integral conductivity was obtained in 
Ukraine for the depth interval from the surface to 900 km. The same distri-
bution was obtained at the Polish part of the EEP (Semenov and Jó�wiak 
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2005) and in Eurasia (Semenov and Jó�wiak 1999). The most conductive 
part of the mantle is situated at depths of 600-900 km. Conductivity distribu-
tion at the upper mantle depths may be presented as a layer with a gradual 
increase of conductivity with depth. The distribution of the mantle’s appar-
ent resistivity obtained for such a model was chosen as a reference for the 
correction of shift-effect in the MTS results.  

We note that the new data and conclusions about the deep structure of 
the western part of Ukraine substantially complement the available concepts 
based primarily on the results of seismic and gravity-magnetic survey. 
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A b s t r a c t  
Shear and compressional wave velocities, coupled with other 

petrophysical data, are very important for hydrocarbon reservoir charac-
terization. In situ shear wave velocity (Vs) is measured by some sonic 
logging tools. Shear velocity coupled with compressional velocity is vi-
tally important in determining geomechanical parameters, identifying the 
lithology, mud weight design, hydraulic fracturing, geophysical studies 
such as VSP, etc. In this paper, a correlation between compressional and 
shear wave velocity is obtained for Gachsaran formation in Maroon oil 
field. Real data were used to examine the accuracy of the prediction 
equation. Moreover, the genetic algorithm was used to obtain the optimal 
value for constants of the suggested equation. Furthermore, artificial neu-
ral network was used to inspect the reliability of this method. These in-
vestigations verify the notion that the suggested equation could be 
considered as an efficient, fast, and cost-effective method for predicting 
Vs from Vp.  

Key words: compressional wave velocity, shear wave velocity, sonic 
log, DSI log, MATLAB software. 
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1. INTRODUCTION 
Compressional and shear velocities (Vp and Vs, respectively) are important 
in seismic inversion and petrophysical evaluation of formations, especially 
for analysis of reservoir geomechanical properties. For estimating the ge-
omechanical parameters such as Young’s modulus, Poisson’s ratio, and 
Lame parameters, both Vp and Vs plus density are needed. Accordingly, 
knowing Vp, Vs, and density, other elastic parameters of a rock formation 
can be calculated in terms of the acoustic wave velocities (Liu et al. 2012). 
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According to the acoustic wave propagation theory, the P-wave (Vp) and 
S-wave (Vs) velocities can be expressed as: 

 2 ,Vp � �
�



�  (6) 

 .Vs �
�

�  (7) 

The above-mentioned geomechanical parameters are useful in estimating 
maximum and minimum horizontal stresses, mud weight design, etc. There-
fore, rock mechanical properties can be estimated using some sonic log 
providing P- and S-wave velocity information such as dipole sonic log and 
so on. However, very often S-wave velocity is not recorded in the field all 
the time due to the cost constrains and lack of technology. Therefore, predic-
tion of the S-wave velocity is an interesting objective for researchers 
(Farrokhrouz and Asef 2010). Alternatively, if sonic tools to measure VS are 
not available, we may use a prediction equation for estimating shear wave 
velocity based on compressional wave velocity obtained from monopole 
sonic log (Liu et al. 2012). Almost all such equations are empirical (Asef 
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and Farrokhrouz 2010). Castagna et al. (1985) suggested Eq. 8, that is, a lin-
ear equation based on laboratory data for water-saturated elastic silicate 
rocks. 
 0.862 1.172 .Vs Vp� �  (8) 

Han (1986) used an extensive experimental dataset of sandstone with 
wide ranges of porosity and clay content variation to obtain the equation 
 0.794 0.787 .Vs Vp� �  (9) 

Brocher (2005) developed a relation between elastic wave velocity in the 
Earth’s crust and developed Eq. 10 indicating a nonlinear relationship be-
tween Vp and Vs. 

2 3 40.7858 1.2344 0.7949 0.1238 0.006  ,  1 4 .5 8 ,Vs Vp Vp V p Vpp V� �� 
 �� 
  (10) 

where Vs and Vp are in km/s. It is noticed that each of the above empirical 
equations was developed for a specific field and a specific lithology. Never-
theless, if they are used at Iranian fields, they may result in erroneous predic-
tions. Figures 1 to 3 illustrate the accuracy of the said correlations in 
Gachsaran formation. 

Fig. 1. Calculated Vs versus measured values using Eq. 8. 
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Fig. 2. Calculated Vs versus measured values using Eq. 9. 

Fig. 3. Calculated Vs versus measured values using Eq. 10. 
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Therefore, the present study was conducted to develop a reliable model 
for predicting shear wave velocity in a rock, based on compressional wave 
velocity in Maroon oil field. For this purpose, we utilized different regres-
sion models to obtain the most appropriate approach. We compared real field 
measurements of Vs with predicted values. Furthermore, we applied a neural 
network model to examine the accuracy and reliability of the suggested ap-
proach. 

2. GEOLOGICAL  SETTINGS  OF  THE  STUDIED  FIELDS 
In this research we used data from Maroon oil field in Ahwaz, Southeast 
Iran. The main objective of this study was predicting shear wave velocity 
based on P-wave data. As it is obvious from petrophysical logs and geologi-
cal studies, Gachsaran formation in Maroon oil field consist of seven mem-
bers as presented in Table 1 (Memari 2013). 

Table 1 
Lithology of the studied formations 

Formation Lithology Density 

Gachsaran 7 made up of mainly anhydrite and some 
grey marl and limestone 2.58 < density < 3.02 

Gachsaran 6 mainly anhydrite, salt, red and gray marl 
layers 2.46 < density < 2.9 

Gachsaran 5 mainly anhydrite, salt, red and gray marl 
layers 2.22 < density < 2.85 

Gachsaran 4 mainly anhydrite, salt and gray marl lay-
ers 2.5 < density < 2.97 

Gachsaran 3 

thick anhydrites with subordinate salt in 
the lower half, and alternating anhydrites, 
thin limestones and marls in the upper 
half 

2.46 < density < 2.94 

Gachsaran 2 thick salt units with intervening anhydrite 
and thin limestones 2.53 < density < 2.92 

Gachsaran 1 
(Cap Rock) 

mainly anhydrite and gray marl and mi-
nor layers of limestone 2.69 < density < 2.71 

 
The dipole shear sonic imager (DSI) combines monopole and dipole son-

ic acquisition capabilities for the reliable acoustic measurement of compres-
sional, shear and Stoneley slowness. This is a Schlumberger company tool. 
DSI log for Gachsaran formation in Maroon field was run. Therefore, Vs and 
Vp were obtained directly from this log. 
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3. DATA  ANALYSIS 
Regression analysis was carried out to estimate and model the relationship 
between a response variable and one or more predictors. An empirical equa-
tion is not a perfect relationship. In general, all observation points for a sta-
tistical relationship do not fall directly on the prediction curve. Meanwhile, 
there are many regression models to define the best fit between two parame-
ters, such as: linear, polynomial, exponential, etc. (Rawlings et al. 1998). 
Therefore, in the first step we obtained well log readings of Vs and Vp for 
4000 points from 2984 to 3617 m depth at the studied well. Randomly, we 
picked 1/4 of data points (1000 points) as “additional validating data” for 
further investigation, and we used 3/4 of data points (3000 points) as “mod-
eling data” for developing prediction equation. 

TableCurve software package and MATLAB Curve Fitting Toolbox 
were used to carry out all regression analyses (linear, polynomial, exponen-
tial…). Therefore, the mutual relationship between Vp and Vs was studied. 
The value of R2 and adjusted R2 (R2 adjusted for the number of independent 
variables in the model) are presented in Table 2. R2 is the r-square defined 
as:  
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A data set has values yi which have an associated modeled value fi 
(sometimes called the predicted values) and y  is the mean of the observed 
data. A very good fit yields value of 1, whereas a poor fit results in a value 
near 0. Adjusted R2 is defined as:  
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where n is the number of points in the data set. Adjusted R2 is especially im-
portant in this research because if unnecessary variables are included, R2 can 
be misleadingly high. As it is observed in Table 2, in case of Eq. 19 the 
value of R2 increased and RMSE reduced significantly. Also, it should be 
clarified that R2 and adjusted R2 are in reasonable agreement with each other 
in case of Eq. 19 which implies contribution of Vp to the prediction equation. 
Figure 4 illustrates the scatter of data points against prediction curve for 
Eq. 19. The accuracy of Eq. 19 is further clarified when measured values are 
plotted against predicted values in Fig. 5. It seems that the exponential 
model (Eq. 19) is the best for Gachsaran formation. The results of these 
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analyses are listed in Table 2. The Root Mean Squared Error (RMSE) in all 
models was estimated as: 

 
� �2

1

(observed) (predicted)
RMSE .

n

i

Vs i Vs i

n
�

�

�
�

 (13) 

Table 2 
Prediction equations and impact parameters for Gachsaran formation 

Equa-
tion 

name 

Model summary Equation  

R2 R2
adj RMSE Statistical criteria  

Linear 0.8885 0.8885 0.16 0.4078 0.4614Vs Vp� �  (14) 

4th  
order 0.8835 0.8832 0.1481

2

3 4

14.38 12.04 4.061

0.5692 0.02913

Vs Vp Vp

Vp Vp

� � 


� 

 (15) 

Power 0.8868 0.8868 0.1612 0.83080.7144Vs Vp�  (16) 

Loga-
rithmic 0.9014 0.9013 0.1506

� �
� � � �

2

3 4

15.64 36.72ln( ) 34.2 ln( )

13.27 ln( ) 1.926 ln( )

Vs Vp Vp

Vp Vp

� � 



 �
(17) 

Inverse 0.8187 0.8186 0.2041
7.4654.   ,   1 .2 6 7 72 6Vs

Vp
Vp� � 
  (18) 

Expo-
nential 0.8946 0.8945 0.1555 4.4767345

0.839419

1.87903891.532

1
Vp

Vs

e
�� �

� �
� �

� 





 (19) 

S-curve 0.863 0.8629 0.1774
3.4541.7

VpVs e
� �

�� �
� ��  

(20) 

Fig. 4. The main plot of Eq. 19. 
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Fig. 5. Measure Vs versus values calculated based on Eq. 19. 

4. GENETIC  ALGORITHM  OPTIMIZATION 
Genetic Algorithm (GA) is mostly used for solving optimization problems 
based on principles of evolution. GA is essentially an iterative, population 
based, parallel global search algorithm. Solution to the problem is shown by 
each individual in the population and the population of individuals is kept at 
each generation. A fitness value is given to any individual to clue the search. 
Individuals with superior fitness values are selected and undergo genetic 
transformation by genetic operators such as crossover and mutation. The 
crossover operator randomly selects two individuals as parents and ex-
changes part of their structure to produce two new individuals. The mutation 
operator just randomly selects one individual from the parent population and 
changes its internal demonstration and puts it in the child population. For 
improving the search performance, both of the operator rates should be in-
tently adjusted. The newly produced child population becomes the parent 
population for the subsequent generation and undergoes the same process 
until a stopping criterion has been satisfied. 

For the present study, MATLAB Genetic Algorithm Toolbox for optimi-
zation was used to search optimal values of correlation constants for Eq. 19. 
The performance of GA is generally affected by the size of the initial popu-
lation, the number of generations, and GA parameters including selection 
rate, mutation rate, and crossover rate. Therefore, the best fitness of the end 
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population was evaluated under different sizes of initial population and gen-
erations as well as different selection rate, mutation rate, and crossover rate. 
The best fitness was obtained when the initial population of 2000, number of 
generations of 200, selection rate of 0.08, mutation rate of 0.05, and crosso-
ver rate of 0.6 were obtained by trial and error. The optimum constants are 
shown in Eq. 21. 

 1.561.68 .
4.461 EXP

0.63

Vs
Vp

� 

�� �
 �� �

� �

 (21) 

5. VERIFICATION  ANALYSIS 
At this step, Vs is predicted using author’s equation (Eq. 21) as well as 
Eqs. 8-10 without any change of constants in these three equations. RMSE is 
calculated for identifying the accuracy of each equation and comparing the 
results of correlations with real value. The results are shown in Table 3. In 
this table it is clearly observed that RMSE for Eq. 21 is reasonably less than 
that for other equations. 

Table 3 
RMSE for different prediction equations 

Correlation name Equation no. Calculated RMSE 

Authors 21 0.1741655 
Castagna et al. (1985) 8 0.469219 
Han (1986) 9 0.458684 
Brocher (2005) 10 0.336383 

 

6. NEURAL  NETWORK  MODEL 
MATLAB Neural Network Toolbox was used to examine the accuracy of 
Eq. 21. In the first step, a network including 3000 points (out of 4000) was 
generated; we called it the “modeling data”, while 1000 points were the un-
seen data. We did not use 1000 points to generate neural network model to 
avoid overtraining. Instead, we used these 1000 points as “additional validat-
ing data”. We considered Vp data as input and Vs data as output. This is be-
cause the objective of this research was predicting Vs based on Vp. 
Accordingly, “modeling data” (containing 3000 points) were divided into 3 
parts: 70% for training (2100 points), 15% for validation (450 points), and 
15% for testing (450 points). We know that the number of the hidden neu-
rons affects the accuracy of the result. In order to obtain the best results, we 
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Fig. 6. The architecture of the network developed for Vs prediction. 

Fig. 7. Establishment of ANN for predicting Vs using neural network fitting. 

examined different number of hidden neurons. Finally, the best results were 
obtained by 30 hidden neurons (two hidden layers with 15 hidden unite in 
each). Figure 6 represents a simple drawing of the structure of the network 
made to predict Vs. 

Figure 7 illustrates four steps of the network generation and their fitness 
values. This figure shows that the correlation coefficient for tested data is 
0.95514, which indicates that reliable results can be obtained. 
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Fig. 8. Performance of ANN for predicting Vs using “additional validating data”. 

In the next step, the established network model was employed for pre-
dicting Vs using “additional validating data” (1000 points of unseen data). 
Then the results of the network was compared with real value of the Vs. Fig-
ure 8 illustrates the comparison of the Vs value predicted by Artificial Neural 
Network (ANN) against real values. RMSE and R2 were equal to 0.1573 and 
0.8985, respectively, which indicates a fairly good prediction. 

7. DETERMINING  THE  ACCURACY  OF  EQUATION  21  IN  OTHER  
WELLS 

In the last step of this research, reliability of Eq. 21 was further examined in 
other wells. Well B at Maroon reservoir has monopole sonic log in Gach-
saran formation and only Vp can be obtained from this log. Both Eq. 21 and  
 

Fig. 9. Prediction of Vs from Vp using ANN/Eq. 21 in well B in Maroon reservoir. 
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the established ANN were used to predict shear wave velocity for Gachsaran 
formation in well B. A statistical correlation assessment was carried out to 
compare predicted shear wave velocity based on these two approaches 
(Eq. 21 and ANN). RMSE and R2 were equal to 0.464 and 0.987, respec-
tively. This indicated that predictions of Vs from Vp based on these two 
methodologies are very similar. The result is shown in Fig. 9. However, 
Eq. 21 is preferred because it is simpler. 

8. CONCLUSIONS 
We demonstrated that the shear wave velocity can be predicted from the 
compressional wave velocity. We suggested an equation that can efficiently 
minimize the errors and is more accurate than the three previous equations, 
namely Castagna et al. (1985), Han (1986), and Brocher (2005) ones. The 
suggested equation is reliable to predict shear wave velocity for anhydrite, 
salt, marl, and limestone formations. Genetic algorithm was used to obtain 
the optimal value for constants of the suggested equation. Accordingly, both 
the ANN model and the suggested equation could successfully predict Vs. 
The suggested correlations for predicting the shear velocity in Gachsaran 
formation is reliable enough to be used in a case monopole log is at hand and 
VS data are not available due to the cost constrains, lack of technology or old 
cased wells. 

Acknowledgemen t . Authors would like to appreciate the National 
Iranian Oil Company (NIOC) for providing data and support.  

Nomenclature 

DSI Log  –  Dipole Shear Sonic imager 
MDA  –  Monopole-Dipole Array 
VSP  –  Vertical Seismic Profiling 
Vs  –  Shear wave velocity  [km/s] 
Vp  –  Compressional wave velocity  [km/s] 
E  –  Young’s modulus 
�  –  Poisson ratio 
k  –  Bulk modulus 
�  –  Lame parameter 
μ  –  Shear modulus 
R2  –  Square error 
R2

adj  –  Adjusted Square Error 
RMSE  –  Root Mean Square Error 
ANN  –  Artificial Neural Networks 
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A b s t r a c t  

The Coulomb charges method is used to model apparent resistivity 
measurements carried out in layered geological formations with a bore-
hole using various devices. It is characterized by a high level of effec-
tiveness and accuracy. The results are compared with the theoretical 
solutions for a homogenous medium with the borehole and invaded zone 
for point current source lateral devices. The relative error was less than 
2% for different values of the range of the invaded zone and resistivity of 
invaded and true resistivity of formation. 

Key words: Coulomb charges method, apparent resistivity, lateral de-
vice, normal device. 

1. INTRODUCTION 
Modeling borehole geophysical tools which measure the apparent resistivity 
is very important in order to determine the true resistivity of a rock for-
mation. Currently, the finite element method is mainly used for this purpose 
(Tan et al. 2011). Calculations using this method are time-consuming and 
require powerful computers. For such a type of modeling, the Coulomb 
charges method can be used (Alpin 1964, Alpin et al. 1985). The algorithm 
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proposed in this paper has been modified from algorithms published previ-
ously and shows a high degree of effectiveness and accuracy. It is also much 
less time-consuming and calculations can be carried out on an ordinary PC. 

2. THEORETICAL  BASIS 
The Coulomb charges method (Alpin 1964, Alpin et al. 1985) can be used to 
solve the first kind of boundary problem for the Lapalace equation with in-
ternal boundary conditions by reducing it to the Fredholm integral equations 
of the second kind. The algorithm presented here assumes a rock formation 
model consisting of horizontal homogenous layers with a vertical borehole 
as well as vertical cylindrical coaxial homogenous layers with diameters re-
flecting the ranges of invaded zones. Horizontal and vertical layers can be of 
different thickness and resistivity. The idea of the Coulomb charges method 
is as follows (Alpin 1964, Alpin et al. 1985): 

At the boundary between two conducting media with different resistivity, 
the normal component of current density vector is continuous. At each point 
“p” laying on the surface separating two media we have the following rela-
tion: 

 1
1

1 1(p) (p) ,i i
n ni iE E

R R




� � �  (1) 

where Ri and Ri+1 are the resistivities of two homogenous media with num-
bers i and i + 1; and (p)i

nE  and 1(p)i
nE 
  are the normal components of the 

electrical field at point “p”. 
The normal component of the electrical field, En, can be explained by the 

presence of surface charge density �(p). The dependence between the sur-
face charge density and normal components of electrical field at point “p” is 
expressed by the following relation: 

 1

0

(p)(p) (p) ,i i
n nE E �

�

 � �  (2) 

where �0 is the permittivity of vacuum. 
Transforming Eqs. 1 and 2 we obtain the following relation (Alpin 1964, 

Alpin et al. 1985): 

 av
0(p) 2 (p) (p) ,nK E� ��  (3) 

where  
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  is the reflectivity, and  
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�   is 

the average of normal components of the electrical field at point “p”. 
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The average of normal components av (p)nE  in Eq. 3 is the sum of normal 
components of the electrical fields coming from primary sources, sr (p)nE , 
charges induced on horizontal boundaries between layers, (p)h

nE , charges 
induced on cylindrical boundaries, (p)c

nE , and charges coming from cylin-
drical electrodes of the device, (p)s

nE , calculated at point “p”. 
Thus we have: 

 av sr(p) (p) (p) (p) (p) .h c s
n n n n nE E E E E� 
 
 
  (4) 

Individual normal components can be calculated in the following way 
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where 
_

qpL  is the distance vector between points “p” and “q” (Fig. 1); 
 

_

ApL  is 
the distance vector between points “A” and “p” (Fig. 1); n  is the normal unit  
 

 

 

 

 

 

 

 

 

Fig. 1. Diagram of symbols. 
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vector to the boundary between two media; (*,*) are scalar products; �h (p), 
�c (p), and �s (p) are charge densities on the horizontal and cylindrical 
boundaries and the cylindrical surfaces of the electrodes of the device; IA is 
current strength of the point source located at point A; and Rm is the borehole 
mud resistivity at point A. 

Integration is held for all boundary surfaces, i.e., the horizontal �h, the 
cylindrical �c, and the device �s. 

Putting Eqs. 6-8 into Eq. 3 we obtain Fredholm’s equation of the second 
kind (Alpin et al. 1985): 

 
q

(p) (p,q) (q) (p) ,qN d f� � �
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After taking into account the meanings of symbols from Fig. 1, relation 3 
in cylindrical coordinate system assumes the following forms: 
� for charge density on cylindrical boundaries: 
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� for charge density on horizontal boundaries: 
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where (p)c
n� , 1 (z)c� , (z)c

s� , and (r)h
m�  are charge densities on cylindrical 

boundaries of numbers n, l, s, m at points “p”, “r”, “z” and on horizontal 
boundaries of numbers m at points “r”; n – number of cylindrical boundaries; 
s – number of the cylinders of the device; m – number of horizontal bounda-
ries; (p)c

nK , (p)c
sK , and (p)h

mK  are reflectivities at point “p” on the cylin-
drical boundaries of numbers n and s and on the horizontal boundary of 
number m; IA and Is are strength of current flowing from electrode A and the 
cylindrical electrode of the device of number s; Rm – resistivity of the mud, 
rA – radial distance of point electrode A from the borehole centre; zA – z-
coordinate of point electrode A; rn, rl, and rs are radial distances of cylindri-
cal boundaries of numbers n and l and cylindrical electrode of the device of 
number s; 1

cz  and 1
c
lz 
  – z-coordinate of the start and the end of the l-th cy-

lindrical boundary; c
sz  and 1

c
sz 
  – z-coordinate of the start and the end of the 

s-th cylindrical electrode of the device; znp – z-coordinate of the point “p” 
laying on the cylindrical boundary of number n; rmp – radial distance of the 
point “p” laying on the horizontal boundary of number m; rm – radial dis-
tance of the start of the horizontal boundary of number m; zm – z-coordinate 
of the horizontal boundary of number m; and hs – the length of the s-th cyl-
inder of the device. 

The above integral equations were solved in a numerical way. The un-
known functions of charge densities were expanded into Taylor’s series up 
to the second order. The first and second derivatives were calculated using 
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approximations of the finite differences. The coefficients for numerical 
quadratures were calculated in an analytical way, integrating kernels of inte-
grals with elements of Taylor’s series expansion. Some integrals could not 
be calculated in an analytical way. There were integrals of the following 
type: 
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for  k2 < 1. 
In those cases they were calculated numerically using the 32-point 

Gaussian quadrature. 
After reordering the above equations, we obtain a system of linear equa-

tions with unknown charge densities of elementary cylinders and rings 
(Eq. 17). 

 , , ,
1 1 1 1 1 1
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where  i = 1, 2, 3, …, N;  
1 1 1

h c sn n n
h c s
k k k

k k k
N n n n

� � �

� 
 
� � �   is the total number of all 

elementary cylinders and rings; , ,h c s
i�  is the charge density of the i-th ele-

mentary cylinder (c), ring (h), and cylinder of the electrode of the device (s); 
,
h
i ja  are quadrature coefficients for horizontal boundaries; ,

c
i ja  are quadrature 

coefficients for cylindrical boundaries; ,
s
i ja  are quadrature coefficients for 

cylindrical electrodes of the device; nh number of horizontal boundaries; h
kn  

is the number of elementary rings on the k-th horizontal boundary; nc is the 
number of cylindrical boundaries; c

kn  is the number of elementary cylinders 
on the k-th cylindrical boundary; ns is the number of cylindrical electrodes of 
the device; s

kn  is the number of elementary cylinders on the k-th cylindrical 
electrode of the device; and fi is the charge density on the i-th element due to 
primary sources. 

Figure 2 shows the division of the cylindrical boundary into elementary 
cylinders of height equal to h as well as the division of the horizontal bound-
ary for elementary coaxial rings of width initially equal to h and next in-
creasing in a geometric progression. Unknowns in the system of linear 
equations (Eq. 17) are charge densities on elementary cylinders on cylindri-
cal boundaries and cylindrical electrodes of the device as well as on elemen-
tary rings on horizontal boundaries. 
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Fig. 2. Diagram of the division of cylindrical and horizontal boundaries for elemen-
tary cylinders and rings. 

After putting in order, the system of linear equations (Eq. 17) can be 
written in the matrix form: 

 ,A f� �  (18) 

where A is the matrix of coefficients, � is the vector of unknowns, i.e., 
charge densities on all elementary cylinders and rings, and f  is the vector of 
free terms. 

This system of linear equations was solved using the Gauss elimination 
method. 

The potential V(r0, z0) at any point r0, z0 coming from the point source 
and charges of elementary cylinders and rings is calculated in the following 
way: 
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The meaning of symbols is the same as in Eq. 14. 
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The apparent resistivity  Ra (r = 0, z0)  measured by probe in the middle 
of the borehole at the point of z-coordinate equal to z0 is given by the 
following expression: 

 0
0

A

(0, )
(0, ) ,a

V z
R z KN

I
�  (20) 

where  KN = 4&L  is the device coefficient for electric normal probe, L is the 
length of the device, i.e., the distance between the source and the measuring 
electrode of the device, z0 is the z-coordinate of the source electrode A, and 
IA is the current strength flowing out from the source electrode. 

In case of a lateral device, the apparent resistivity is given by the 
following expression: 

 � �0
A A

(0, ) (0, )
0, .a

V V M V N
R z KL

I I
' �

� �  (21) 

In this case KL has the form: 

 AM AN4� ,
MN

KL ��  (22) 

where AM and AN are distances between source electrode A and measuring 
electrodes M and N, respectively; z0 is the middle of points M and N; 
V(0, M) is the potential at the point (0, M); V(0, N) is the potential at the 
point (0, N). 

3. COMPARING  RESULTS  OBTAINED  USING  THE  METHOD   
OF  COULOMB  CHARGES  WITH  ANALYTICAL  SOLUTIONS 

In order to test the accuracy and effectiveness of the Coulomb charges meth-
od, the apparent resistivity of a point current source lateral device was calcu-
lated. The rock formation was vertically homogeneous containing a 
borehole, the invaded zone, and the virgin zone. The scheme of this model is 
presented in Fig. 3. 

At the axis of the borehole, at point A, there is the source with current 
strength IA. This source and the charges induced at two cylindrical bounda-
ries generate potential difference  VM – VN  between points M and N of z-
coordinates zM and zN. At the point (0, z0), where z0 is the z-coordinate of the 
middle between points M and N, we can calculate the apparent resistivity 
Ra (0, z0) according to Eq. 21. Analytical solutions for such a model were 
presented by Dachnov (1967). 

Inside the cylinder of length Lcyl there are two cylindrical boundaries 
with radii ri and rt, respectively, separating the mud from the invaded zone 
and the invaded zone from the virgin zone. Resistivities of the mud, invaded 
 



A. CICHY  and  A. OSSOWSKI 
 

1252

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Model of the rock formation. 

zone and virgin zone are Rm, Ri, and Ri+1, respectively. Each of these cylin-
ders with length Lcyl was divided into N elementary cylinders with height h, 
where  N = Lcyl/h. Thus, the number of elementary cylinders on which the 
source of the current generates charge density is equal to 2N. These charge 
densities are obtained by solving the system of linear equations (Eq. 18). 

We calculate the potential V(0, zM) at point M in the following way: 
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where  �j are charge densities of elementary cylinders on the boundary be-
tween mud and the invaded zone, zj are z-coordinates of the middle of the 
j-th elementary cylinder on the boundary between mud and the invaded 
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zone, �k are charge densities of elementary cylinders on the boundary be-
tween the invaded zone and the virgin zone, zk are z-coordinates of the mid-
dle of the k-th elementary cylinder on the boundary between the invaded 
zone and the virgin zone. 

The meaning of the other symbols is explained in Fig. 3 or was men-
tioned earlier. 

In the same way we calculate the potential V(0, zN) at point N. 
Using Eq. 21 the apparent resistivity Ra (0, z0) was calculated for differ-

ent values of parameters Ri /Rm, Rt /Rm, and D/d, where  d = 2ri  is the diame-
ter of the borehole,  D = 2rt  is the diameter of the invaded zone. 

Calculations were carried out for different values of the parameter L/d, 
where  L = |zA – z0|  is the distance from the source electrode to the middle 
point of M and N measuring electrodes. 

Calculations were made for  d = 0.2 m,  h = 0.05 m,  Lcyl = 50 m  and 
MN distance equal to 0.01 m. 

For such values, the number of unknowns in the system of linear equa-
tions (Eq. 18) was equal to 2000. The relative error for all the results pre-
sented below for different values of parameters  Ri /Rm, Rt /Rm, and D/d was 
less than 2%. 

 

Fig. 5. Comparison of numerical re-
sults with analytical solutions for  
D/d = 1.5 Ri /Rm = 2 Rt /Rm = 500. 

 

Fig. 4. Comparison of numerical re-
sults with analytical solutions for  
D/d = 1.5 Ri /Rm = 0.1 Rt /Rm = 10 000. 
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Fig. 7. Comparison of numerical re-
sults with analytical solutions for 
D/d = 16 Ri /Rm = 5 Rt /Rm = 1000. 

Fig. 9. Comparison of numerical re-
sults with analytical solutions for 
D/d = 1.5 Ri /Rm = 10 Rt /Rm = 40. 

Fig. 6. Comparison of numerical re-
sults with analytical solutions for  
D/d = 10 Ri /Rm = 10 Rt /Rm = 100. 

Fig. 8. Comparison of numerical re-
sults with analytical solutions for  
D/d = 2 Ri /Rm = 10 Rt /Rm = 100. 
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Increasing the length of the cylinder Lcyl and decreasing the height of the 
elementary cylinder h improved the accuracy of calculations (the relative er-
ror was less than 1%) but significantly increased the number of unknowns 
and, of course, the time of calculations. 

The results using Coulomb charges method (points) in comparison with 
analytical solutions (continuous line; Dachnov 1967) for several chosen val-
ues of parameters Ri /Rm, Rt /Rm, and D/d, are presented in Figs. 4 to 9. 

4. CONCLUSIONS 
The Coulomb charges method presented in this paper can be used for model-
ing measurements of apparent resistivity carried out in a borehole with the 
invaded zone in multilayered rock formations. The method is effective be-
cause it does not require calculations with the use of powerful computers. 
A comparison of the results of calculations with analytical solutions shows 
that the method is also accurate. It can be successfully used for modeling 
measurements of apparent resistivity with the use of a more complicated 
construction, for instance of laterolog type. 
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A b s t r a c t  

In this work, we compare Fourier transform, wavelet transform, and 
empirical mode decomposition (EMD), and point out that EMD method 
decomposes complex signal into a series of component functions through 
curves of local mean value. Each of Intrinsic Mode Functions (IMFs – 
component functions) contains all the information on the original signal. 
Therefore, it is more suitable for the interface identification of logging 
sequence strata. 

Well logging data reflect rich geological information and belong to 
non-linear and non-stationary signals and EMD method can deal with 
non-stationary and non-linear signals very well. By selecting sensitive 
parameters combination that reflects the regional geological structure and 
lithology, the combined parameter can be decomposed through EMD 
method to study the correlation and the physical meaning of each intrin-
sic mode function. Meanwhile, it identifies the stratigraphy and cycle se-
quence perfectly and provides an effective signal treatment method for 
sequence interface.  

Key words: empirical mode decomposition (EMD), intrinsic mode func-
tion (IMF), logging data processing, sequence stratigraphy. 
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1. INTRODUCTION 
Sequence stratigraphy is a branch of stratigraphy, and it studies chronostrati-
graphic framework based on erosion surface or comparable integrated sur-
face, inner stratum of sedimentary sequence, and petrographic distribution 
pattern which is in a cycle type in time and internally linked by formation. 
Sequence partition and interface identification are the foundation to study 
sequence stratigraphy. Generally, outcrop data, core data, logging data, and 
seismic data are adopted for the partition and identification of sequence 
stratigraphy. The logging data contains rich geologic information. When the 
information from outcrop and core is not enough and seismic resolution is 
limited, logging data becomes more important during the partition of se-
quence stratigraphy (Van Wagoner et al. 1990).  

As the theory of high resolution sequence stratigraphy puts forward, var-
ious methods such as wavelet analysis, Hilbert–Huang transform (HHT) are 
applied into strata partition. Hilbert–Huang transform is an arithmetic meth-
od, based on Hilbert spectrum. It includes empirical mode decomposition 
and Hilbert Spectrum Analysis. Empirical mode decomposition, EMD meth-
od for short, calculates local mean curve for instable signals, which decom-
poses the complex signal to a series of component functions for instantane-
ous frequency with obvious physical meaning. This method is very useful to 
deal with non-stationary and non-linear processes (Huang et al. 1998, 1999; 
Wu and Huang 2004). In this study, the EMD method is applied into logging 
data processing. It serves as an effective method for identifying sequence in-
terface in logging. 

2. EMPIRICAL  MODE  DECOMPOSITION  (EMD)  METHOD 
2.1  Theoretical basis of EMD method 
EMD is a kind of transform method, in which analysis should be adaptable 
to the nature of the data. Its essential is to obtain signal’s intrinsic fluctuating 
mode by using the characteristic temporal scale of signal (Li et al. 2010). 
Compared with wavelet transform and Fourier transform, the EMD trans-
form is ideally suitable for handling data from non-stationary and non-linear 
processes. EMD method can decompose any complicated data into a small 
number of intrinsic mode function components, IMFs, which represent the 
basic characteristics of the data. As it is adaptable and the decomposition is 
based on the local characteristics of the data, the IMFs usually are mono-
component oscillatory modes. Specifically, this method is based on the fol-
lowing hypothesis: 

(i) A signal shall have a maximum value and a minimum value; 
(ii) The characteristic temporal scale shall be defined by the time interval 

of extreme points. 
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2.2  Decomposing procedure of EMD method 
Effective algorithm procedure of EMD of a signal x(t) is presented in Fig. 1.  

Intrinsic mode functions (IMFs) have to satisfy the following two condi-
tions:  

(i) in the whole data set, the number of extreme values and the number of 
zero crossings must be either equal or differ at most by one; 

(ii) at any point the mean value of the envelope defined by the local maxi-
ma and the envelope defined by the local minima is zero (de Lima et al. 2006). 

Fig. 1. Decomposing procedure of EMD. 
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The first condition guarantees that the maximum value of datum of local 
part is positive and minimum value is negative; the second condition elimi-
nates the instantaneous frequency vibration caused by nonsymmetrical 
waveform (Huang et al. 1998).  

For a given signal x(t), EMD ends up with a representation of the form: 

 
1

( ) IMF ( ) ( ) .n
ii

x t t R t
�

� 
�  (1) 

In Eq. 1, R(t) stands for a residual trend and the intrinsic mode functions 
{IMFi (t), i = 1,…n}  are the modulating wave of frequency-amplitude mod-
ulation constrained by zero-mean value (Flandrin et al. 2004).  

As depicted in Fig. 1, when the first IMF has been calculated successful-
ly, it is separated from the original signal and produced a residual. This re-
sidual is considered as a new signal to be computed again. It was repeated 
until the residual no longer contains any oscillations (Bowman and Lees 
2013). 

The process shows that the starting point of EMD is to consider signals 
at the level of their local oscillations. EMD method is used to decompose 
original signal into a series of intrinsic mode functions (IMFs) from high 
frequency to low frequency as well as a residual trend item, namely IMFi (t) 
and R(t), respectively. Once this decomposition (EMD) is achieved, details 
are considered as effective and consisting of all local feature.  

In practice, the EMD sifting process was multi-scale, adaptable, and 
based solely on the data, so we can find an appropriate scale that may reveal 
important information embedded in the original signal. 

2.3  Advantages of EMD 
Fourier transform and wavelet analysis are the common methods in logging 
signal analysis. Now, EMD method is compared with them:  

Fourier transform is the foundation for analyzing signal frequency spec-
trum. It decomposes an original signal into weighted sum of several sine sig-
nals, of which each sine signal aims at one fixed frequency and amplitude 
value. It is suitable for analyzing stable signal that does not change with time 
(Wu and Huang 2004). Logging data is instable signal-in-space. Through 
Fourier transform, frequency signal can be obtained. It has a maximum reso-
lution in the frequency domain but it does not contain depth information, so 
you may find the maximum frequency but you cannot confirm its depth.  

Wavelet transform is the extension of Fourier transform. It can adjust the 
size of window automatically according to the frequency (Wawrzyniak 
2010). Meanwhile, it has more resolving and analytic functions. Discrete 
wavelet decomposition produces low frequency signal and high frequency 
signal generated from two complementary filters (Akansu et al. 2010). In 
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application, low frequency part is regarded as the most important part. The 
limitation of wavelet transform includes: first, the selection of wavelet func-
tion shall influence the accuracy of decomposing, and secondly, each extrac-
tion does not contain the complete information. It only represents the part 
after filtering. 

EMD method is the key part of HHT and it is designed specifically for 
adaptable representation of non-stationary and non-linear signal processes. It 
can be used to decompose any complicated data into sums of intrinsic mode 
functions plus a residual (Huang and Wu 2008). EMD provides us with a 
useful method to find out the underlying processes of non-stationary and 
non-linear signals and better indicate the physical meaning of local phase 
change with the instantaneous frequency than any other non-IMF time series. 
EMD decomposes the whole signal and each component contains whole in-
formation that can reflect the characteristics of instantaneous frequency 
(Zheng and Yang 2007). This is the major advantage of EMD method com-
pared to wavelet transform. 

3. EMD  METHOD  APPLICATION  IN  IDENTIFICATION  OF  
LOGGING  SEQUENCE  STRATA 

3.1  Parameters selection and processing 
During well logging data collection, various interference factors cannot be 
avoided, which must influence the resolution of signal. Using a linear com-
bination of sensitive parameters, highly correlated, is an effective method to 
improve accuracy of logging interpretation. At the beginning of processing 
well logging signals data should be deeply analyzed and various parameters 
should be compared. As a result, sensitive parameters reflecting lithological 
characteristics will be selected. Next, cross-correlation coefficients on the se-
lected sensitive parameters such as spontaneous potential and natural gamma 
ray, and transit interval time and density, etc. will be calculated. Combining 
various linearly correlated parameters can strengthen stratum characteristics 
information. Because the noise is generated randomly, stacked signals with 
good correlation can highlight useful information and decrease the influence 
of interference factors. 

In order to stack groups of data with different units, normalization should 
be applied and, next, sets of non-dimensional data can be used to form a new 
analytic parameter. 

3.2  Identification method of circle of basic level 
3.2.1  Data processing rule 
EMD decomposes the original signal into intrinsic functions (IMFi) with dif-
ferent frequency and a remaining trend item R. Each IMF is the mode of a 
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signal at some characteristic dimension. The component with high frequency 
reflects the short-term cycle characteristics that is mainly controlled by as-
tronomical factors (such as long eccentricity, precession cycle), while the 
component with low frequency reflects the middle and long term stable cycle 
characteristics that is controlled by long term structure formation process 
(such as regional tectonic movement, the tectonic of stress field transforma-
tion, and tectonic episodic intensity change). R refers to the data trend or 
zero drift of instruments (Zhang and Nie 2011).  

Based on this rule, correlation of intrinsic mode function IMFi obtained 
after EMD can be determined as follows:  

(i) calculate the correlation coefficient of every IMFi and its original sig-
nal. Commonly, those IMFs which have good correlation with the original 
signal are the best signal components reflecting stable sedimentary environ-
ment; 

(ii) analyze the correlation between different IMFs and combine those 
IMFi with good correlation. This is because that good correlation reveals that 
they have consistent variation style. Combining them can reduce interference 
factors and strengthen signals that reflect the geological characteristics; 
therefore, it can improve the accuracy of bed boundary identification. 

3.2.2  EMD response characteristics 
After the well logging signal is decomposed using EMD method, the time-
frequency characteristics of original well logging signals can be obtained 
from different dimensions, which can reflect different sedimentary cycle 
grades. If the correlation with all kinds of sequence interfaces can be identi-
fied, then it can be deemed as the standard to divide the sequence of well 
logging. 

When the river reaches balance under the dynamics, suppose the bal-
anced profile as a potential energy surface, called the base level. The land 
surface or sedimentary boundary will develop towards the base level through 
sedimentary or erosion action to reach a new balance. Such a circling pro-
cess is called sequence formation cycle (Zheng et al. 2000, 2001). This kind 
of cycle of sequence stratum is reflected in well logging data as rhythmicity 
of mineral grains granularity and lithology. It is reflected as different ampli-
tude and frequency characteristics in well logging curve. Yet, the break 
points of a curve are often the sequence interfaces (Serra and Abbott 1982). 
Based on this, it is useful to make the mirror image on response characteris-
tics of EMD curve of well logging parameters reflecting all kinds of sedi-
mentary environment and summarize five basic types (Table 1). Most well 
logging curves of different sedimentary environments are the combination or 
variants of these five basic types.  
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Table 1  
Basic types of sedimentary environment  

that is corresponding to EMD curve of well logging 

Curve type Indicating 
type Analysis of curve type 

Gradually- 
varied type 

Top 

Poorly sorted. To the top, amplitude 
becomes less gradually and the curve turns 
into zigzag shape, which shows normal 
graded bed sequence. 

Bottom 

Poorly sorted. To the bottom, amplitude 
becomes less gradually and the curve turns 
into zigzag shape, which shows 
reverse grain size order.  

Abrupt 
change type 

Top Well sorted. An abrupt change at the top. 
Stacked upward-fining cycle.  

Bottom Well sorted. An abrupt change at the 
bottom. Stacked downward-fining cycle. 

Fluctuating 
type 

Top 

Granularity turns from coarser below to 
finer and the amplitude becomes less dras-
tically. It belongs to typical transgression 
and shows positive grain size order. 

Bottom 

Granularity turns from finer below to 
coarser and the amplitude becomes bigger 
drastically. It belongs to typical regression 
and shows reverse grain size order. 

Thin inter-
bedding type 

Inter- 
bedding 

Multi-lithology alternately appears and 
changes quickly. It often can be seen in 
thin inter-bedding. 

Block com-
bination type 

Simplex 
lithology 

The lithology is simplex, so the grain size 
of sediment changes are small and stable. 

 

4. PRACTICAL  EXAMPLE 
EDM method was applied for the X well logging data, Xujia River Group, 
middle section of West Sichuan Depression, Sichuan Basin. The sequence 
stratum was divided by using EMD and the cycle of base level was identi-
fied.  
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4.1  Analysis on parameter combination 
Natural gamma ray (GR) log is a common logging method to measure inten-
sity of natural gamma ray in rock along the well bore. Rocks contain differ-
ent amounts of radioactive elements and constantly emit radiation. GR curve 
reflects the granularity, sorting and clay minerals content, which can be used 
to judge lithology, compare stratum, and estimate the shale content. Com-
monly, gamma ray readings in sandstone and clay-stone are low and high, 
respectively. Yet, when sandstone has radioactive minerals such as mica or 
zircon or others, the reading of gamma ray will be influenced directly. 

Spontaneous potential (SP) log is an effective logging method for ana-
lyzing geological profile in borehole, which can be used to measure shaft 
spontaneous potential changes in an open hole. SP curve is often used to di-
vide the sandy-shaly profile into sandstone and shale lithology, compare the 
stratum, define the interface position of filtering layer, calculate the content 
of shale of the stratum, and spread the sedimentary face to study, etc.  

The presented analysis indicated that these two well logging data (GR 
and SP) are the sensitive parameters that are suitable for sequence division 
of the study area. At the same time, their curves indication have consistent 
rule: at the profile of sandstone and shale section well, the value of these two 
curves is low at sandstone while the value is high at shale. So, these parame-
ters can be combined. 

Correlation coefficient between natural gamma ray and spontaneous po-
tentials parameters was equal to 0.44, which indicated that correlation was 
sufficient. Normalization treatment on natural gamma ray and spontaneous 
potentials curves was done to eliminate the influence of units and select line-
ar normalization formula: 

 .x Miny
Max Min

��
�

 (2) 

In Eq. 2, x refers to current parameter value, Max and Min are x’s maxi-
mum and minimum value, respectively, and y is the value after x normaliza-
tion.  

With this expression the normalized values of GR, namely GR� (Eq. 3) 
and SP� (Eq. 4), were calculated: 

 
GR GR

GR ,
GR GR

Min

Max Min

�* �
�

 (3) 

 
SP SP

SP .
SP SP

Min

Max Min

�* �
�
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Mean values of the normalized parameters (GR� and SP�) were combined 
to form a new parameter marked GR_SP: 

 GR SPGR_SP .
2
* *
�  (5) 

Analyzing the correlation of GR_SP and natural gamma ray (GR) and 
spontaneous potentials (SP), there was found the correlation coefficient of 
GR_SP and GR equal to 0.94, and the correlation coefficient of GR_SP and 
SP equal to 0.73. This shows that the new parameter had higher correlation 
with natural gamma ray and spontaneous potentials. It can replace the origi-
nal parameters. 

4.2  Cycle identification and stratigraphic division 
Following the EMD decomposition process presented in Fig. 1 a program 
with MATLAB was prepared. Adopting EMD on GR_SP data of X well, 
Xujia River Group, middle section of West Sichuan Depression, Sichuan 
Basin, the intrinsic mode functions IMF were obtained (Fig. 2). 

IMF1-IMF4 reflected strong vibrations of the signal (Fig. 2). Yet, the po-
sitions of high amplitude value were different. This showed the influence of 
noise on high frequency component. As the frequency of all IMF signals de-
clined, the stable transform trend in signal became stronger and stronger. 

A different intrinsic mode function component can be obtained through 
the decomposition of EMD. Superposing the decomposed components, the 
original signal may be reproduced. Using such characteristics, we repeated 
the reverse accumulation of the intrinsic mode functions IMF1-IMF9 and 
trend item R of each stages of GR_SP in Fig. 2, namely, the combination 
from the component with low frequency to high frequency (Fig. 3).  

IMF9, IMF7, IMF6 or IMF5 acted importantly in original sequence 
(Fig. 3). The changes of original sequence were mainly caused by the oscil-
lation of these four functions. They all had consistent change pattern. This 
pattern reflected the characteristics of stable sedimentary environment of the 
stratum. 

Specifically, the wave scope of IMF5, IMF6, and IMF7 covered several 
meters to tens of meters and the wave width of IMF9 is over one hundred 
meters. The cycles with different base levels commonly are divided accord-
ing to time distribution. In practical layers, the thickness of short-term cycle 
is of several meters to dozens of meters. The middle term cycle is dozens of 
meters to nearly one hundred meters and the long term cycles are nearly one 
hundred meters to several hundred meters. Therefore, IMF5, IMF6, and 
IMF7 reflects the short-term circle characteristics, while IMF9 the middle 
and long term characteristics. 
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Fig. 2. EMD di-
agram of GR_SP 
(IMFs 1-9 are 
the empirical 
mode decompo-
sitions (EMD) of 
the signal which 
is the new com-
bined parameter 
between GR and 
SP). R repre-
sents the final 
residual which 
showed the data 
trend. 
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Fig. 3. Reconstruction of
GR_SP components by
using IMF (GS_SP – solid
line, reproduced sequence
– broken line, r – correla-
tion coefficient of repro-
duced sequence with
GR_SP). 
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Cycle grade was a division on stratigraphic characteristics at different 
scales. The high frequency component in every component of EMD showed 
that it had the details. These details included useful information and also 
contained noise interference. Sedimentary cycle was a relatively stable pro-
cess; the middle and low frequencies in the signals deserved more attention. 
Those high frequency signals were used but with caution.  

In Table 2 the set ri (i = 1-9) of correlation coefficients of GR_SP and its 
EMD functions is presented. Correlation coefficients of original signal and 
its mode functions (IMFi) were calculated by using the correlation function 
corrcoef () provided by MATLAB (Table 2). 

The minimal value in Table 2 is  r1 = 0.0962  which meant that IMF1 has 
the poorest correlation with GR_SP. That result showed that IMF1 contained 
a lot of noise components with high frequency. On the contrary, r9 is the 
maximum value showing the best correlation. That low-frequency appears in 
IMF9 indicates that it contains less noise. Furthermore, EMD functions of 
IMF5, IMF6, and IMF7 also had high correlation with GR_SP. These results 
are same as the conclusion drawn from the above-mentioned EMD diagram 
in Fig. 3. 

In the same way the mutual relationships were calculated between IMFs 
and the correlation coefficients were presented in Table 3. 

The correlation coefficients values of intrinsic mode functions were 
close to zero, so there was a conclusion that they had no linear correlation 
between them. Yet, they could have high local correlation of some segments. 

Table 2  
Correlation coefficients of EMD functions of IMFi and GR_SP 

r1 r2 r3 r4 r5 r6 r7 r8 r9 
0.0962 0.1656 0.2463 0.2303 0.4167 0.3698 0.3333 0.1858 0.5255 

Table 3  
Correlation coefficient value of intrinsic mode functions (IMFi) under EMD 

 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 
IMF1 0.086813 –0.00652 –0.01767 –0.00617 –0.0059 0.00204 0.000747 0.00209 
IMF2  –0.01602 –0.02439 –0.04389 0.033146 0.039231 –0.04593 –0.00704 
IMF3  0.072093 0.016625 –0.04814 –0.00913 0.025364 0.03056 
IMF4  0.046212 –0.00958 –0.01612 –0.01182 –0.01455 
IMF5  0.097756 0.051052 –0.11136 0.106921 
IMF6  0.118184 –0.1617 –0.07389 
IMF7  –0.00862 –0.04254 
IMF8  –0.09877 
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Fig. 4. IMF components scatter plot. 

IMF1-IMF2 and IMF3-IMF4 with less correlation to GS_SP were se-
lected as one group and MF5-IMF9 and IMF6-IMF7 with better correlation 
to GS_SP were selected as the other group, the scatter diagrams were made 
in depth domain (Fig. 4). The scatter diagram for the combination of IMF1 
and IMF2 as well as IMF3 and IMF4 were disorderly. They all had poor cor-
relation with GR_SP. Furthermore, the correlation coefficients in Table 3 
were comparatively low. So, the combination of IMF5 and IMF9 as well as 
IMF6 and IMF7 not only revealed better correlation, they also had higher 
correlation coefficients values. Their scatter diagrams were smooth curves, 
which showed their rules.  

In order to further the explanation of the discussed problem, the periodic 
functions and non-periodic functions with lower correlation coefficients as 
well as random sequences were selected, respectively (Figs. 5a-c) (Bogle et 
al. 1994, Hoste and Zirbel 2006). 

In the first plot in each group in Figs. 5a-c there are presented two origi-
nal signals; r is the correlation coefficient. In the second plot of each group 
in Figs. 5a-c there is the overlapped signal of those two original signals giv-
en in the first figure. In the third plot there is the scatter diagram of those two 
original signals. 
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Fig. 5a. Scatter diagram of two groups of non-linear correlation periodic functions. 

Fig. 5b. Scatter diagram of non-linear correlation and non-periodic functions. 

Fig. 5c. Scatter diagram of random sequences for non-linear correlation. 

In Fig. 5a there is an example of periodic function adopted to make the 
scatter diagram of functions with same frequency and different phases as 
well as the functions with same phase and different frequency. The curves of 
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two periodic functions of non-linear correlation still had periodicity after 
overlapping. Then, their scatter diagrams were stable closed curves. In 
Fig. 5b the presented examples belong to non-periodic functions of non-
linear correlation. After combination they are still non-periodic functions 
and their scatter diagrams are the curves that will never close. In Fig. 5c 
there are random sequences of non-linear correlation; when they are com-
bined, they still belong to non-periodic random sequence and their scatter  
diagrams are disordered. 

 

Fig. 6. Comparison of low frequency signals combination: (a) comparison with the 
related signal of IMF5+IMF9, and (b) comparison with the related signal of 
IMF6+IMF7; r – correlation coefficient. 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
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The scatter diagrams of IMF5 and IMF9, IMF6 and IMF7 are smooth 
curves (Fig. 4c and d). Figure 4c has the correlative characteristics of piece-
wise curve and they have no obvious closed diagram while Fig. 4d has many 
staged closed diagrams in the scatter diagram. According to sedimentology, 
the stratum in different periods may have different sedimentation rules while 
the stratum in the same period may have similar characteristics; these con-
form to the rules reflected by scatter diagram. Accordingly, the combination 
of IMF5 and IMF9 is suitable for researching sedimentation rules of the stra-
tum in middle or long-term and the combination of IMF6 and IMF7 is suita-
ble for researching the short term sedimentation rules of the stratum.  

In Fig. 6, from the correlation of combined signals we can further prove 
that the overlapped sequences of IMF5 and IMF9 as well as IMF6 and IMF7 
can best reveal the rules of long-term cycles and the short-term cycle. 

Besides, the combined sequence of IMF5+IMF9 has higher correlativity 
with IMF9 of low frequency component, which obviously improves the cor-
relativity of IMF9 and GS_SP due to participation of IMF5. Similarly, 
IMF6+IMF7 not only well reflect the rule of IMF5+IMF6+IMF7, but also 
have good correlation with GS_SP. 

 

Fig. 7. Plots illustrating identification of short and middle-term cycle sequence stra-
tum of X well using EMD method. 
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Further analysis showed that combining the decomposition signals under 
EMD resulted in strengthening of intrinsic information reflecting stratum 
characteristics and declined the influence of noise interference. The com-
pared result defined that in the all combined signals of IMFs, only those 
which have good correlation index between each other and also have good 
correlation index with the original signal can better reveal the cycle charac-
teristics of stratum. In Fig. 7 the results of EDM analysis are presented.  

GR_SP was a new combined parameter between natural gamma ray and 
spontaneous potential. IMFs were the results of empirical mode decomposi-
tion (EMD) of GR_SP. The IMF6+7 denoted IMF6 plus IMF7 and IMF5+9 
denoted IMF5 plus IMF9. Both iIMF6+7 and iIMF5+9 represented their mir-
ror image, respectively. Therefore, IMF5+6+7 and iIMF5+6+7, IMF9 and 
iIMF9 have the same rule as before. 

These combined curves not only contained changes of the lithology, but 
also revealed the trend in cycle of sequence stratum. In order to identify 
short and middle-term cycle sequence stratum effectively, we should refer to 
Table 1 (discussed in Section 3.2.2); we analyzed the classification of these 
curves and found out the normal graded bed sequence and reverse grading. 

5. DISCUSSION 
X well is located at Xiaoquan-Fenggu Structure Belt, middle section of West 
Sichuan Depression, Sichuan Basin. In Fig. 7 there are shown the character-
istics of base level cycle of the stratum, the second section of Xujia River 
group. Its lithology includes mainly fine and middle grained sandstone and 
shale, belonging to delta front sub-facies. The combined signals with differ-
ent frequencies were analyzed after EMD of curve characteristics according 
to Table 1. Short-term or long-term cycle characteristics were obviously 
identified and the sedimentary micro-facies were presented as follows: 

Under water distributary channel: its lithology includes grey fine-
grained to middle coarse particle sandstone. It represents the characteristics 
of cycle of positive graded bedding. It belongs to cross bedding, inclined 
bedding, and plot bedding. The scour and fill structure can be seen.  

Mouth bar: its lithology chiefly is well sorted silt or fine sand and filled 
with cross-bedded sandstone, which has the characteristics of reverse grain 
size order cyclic-sequence. 

Branch channel shoal: its lithology chiefly includes clay and contains 
less fine sand or silt. It is horizontally bedding.  

Sheet-like sand: its lithology is separated into sorted fine sand or silt. It 
is cross-bedding and has the characteristics of reverse grain size order cyclic-
sequence. 
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Distal sandbar: it is located at the farther part before estuary dam and 
its lithology mainly is silt and filled with cross-bedded sandstone, which has 
the characteristics of reverse grain size order cyclic-sequence. 

6. CONCLUSIONS 
� Logging indices reflected the physical property characteristics of 

stratum’s lithology, formation, sequence, and reservoir rocks. Sensitive indi-
ces were selected to improve the accuracy of logging interpretation.  

� Spontaneous potential and natural gamma ray were the sensitive in-
dices reflecting geological formation and lithology. The mathematical meth-
ods were adopted for selecting new parameters and combining them. The 
new parameters strengthened the intrinsic characteristics and improved the 
results of partition. 

� EMD is an innovative time-frequency analysis method; not only 
does it guarantee the inherent characteristics in non-linear and non-stationary 
processes after the decomposition of signal, but also avoids the limitation of 
windowed Fourier Transform being constrained by time window and wave-
let transform influenced by basis function. It can accurately describe the 
time-varying characteristics of signals. In fact, every IMFi may has a physi-
cal meaning (i.e., it may be related to geological phenomena.), and, as al-
ready highlighted, an important issue in practical application is how to judge 
the existence of this meaning in each IMFi. This calls for further study and 
discussion.  

� EMD method was adopted for various combined logging indices; a 
discussion on relativity of mode functions and a search for the valued com-
binations are presented. Creating IMFi combined signal helps to obtain ab-
normal dots (e.g., mutations in different sedimentary layer interface) and 
better identify the cycle of stratigraphic base level.  
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A b s t r a c t  

In this paper the results of short-term tests of a suspended Potas-
sium dIdD vector magnetometer are presented. The instrument was in-
stalled on a stable pillar during May 2012 near Milton (Ontario, Canada). 
The aim was to investigate primarily the bias current stability and the 
noise level of the instrument (for measured components less than 10 pT 
in a root-mean-square sense). A brief description of the measurement 
principles and a review of formulae used for field component calcula-
tions are given. The errors of components, which arise from assumptions 
on dIdD orientation as well as from the total field time variations during 
a measurement cycle, are estimated and discussed, both for real and 
simulated data. Finally, the accuracy of the instrument was estimated, 
and the maximal theoretical accuracies of components were better than 
60 pT at mid-latitudes. 

Key words: Potassium dIdD vector magnetometer, magnetometer cali-
bration, error calculation. 

1. INTRODUCTION 
The temporal variations of the geomagnetic field are continuously recorded 
at geomagnetic observatories and periodically at variometer stations. The 
most common instruments are triaxial fluxgate instruments, which are rela-
tive instruments and have to be calibrated periodically by measurements of 
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the absolute instruments, such as D/I Fluxgate and (Overhauser effect) pro-
ton magnetometers. However, in remote areas and over the oceans there is a 
need for automation of absolute measurements (Newitt et al. 1996, Aus-
ter H.U. et al. 2007 and references therein). 

During the recent twelve years, substantial efforts were made in develop-
ing the automated absolute instruments. The automation of D/I Fluxgate was 
presented in Van Loo and Rasson (2007). The method of performing the ab-
solute measurements without the theodolite, and using a scalar magnetome-
ter and a three axis fluxgate magnetometer rotating about two defined axes is 
presented in Auster and Auster (2003), and further developed in Auster H.U. 
et al. (2007). The basic idea is that the calibration of the magnetometer and 
the determination of the field in direction of the rotation axis can be done 
with the same procedure. The calibration principle by using a scalar magne-
tometer is given, e.g., in Pang et al. (2013). A processor controlled proton 
magnetometer design and its application for an automated absolute meas-
urement is presented in Auster V. et al. (2007). 

There is also a class of magnetometers which measure field components 
by a scalar sensor equipped with coil systems (Jankowski and Sucksdorff 
1996, Auster H.U. et al. 2007 and references therein). In this class are the 
dIdD vector magnetometers. The deflected Inclination deflected Declination 
(dIdD) method of measuring was first proposed by Alldredge (1960), using a 
proton precession sensor, and by Alldredge and Saldukas (1964), using an 
optically pumped rubidium sensor. The development of suspended 
Overhauser effect dIdD, which uses the Overhauser effect magnetometer 
sensor inside the two orthogonal bias coils, was briefly described in 
Hegymegi et al. (2004). The temperature characteristics of this instrument 
were given in Csontos et al. (2007). 

The first three-component magnetometer using a scalar potassium sensor 
was presented in Alexandrov et al. (2004). During recent years, the Potassi-
um dIdD was developed, with a potassium magnetometer sensor inside the 
bias coils. The first example of usage of this instrument was given in Hrvoic 
et al. (2009), and it was used as the variometer during very sensitive 
(1 fT/m) SuperGradiometer installation in Oaxaca State (Mexico). The dIdD 
vector magnetometers are actually semi-absolute instruments, i.e., once the 
calibration parameters are known, the absolute measurements can be derived 
(Heilig 2007). These instruments are also automatically operated, so after 
their initial calibration they represent the automated absolute magnetometers. 
Still, under temperature and humidity uncontrolled conditions, it is advisable 
to make the occasional re-calibrations (Csontos et al. 2012). 

The aims of this work are listed hereafter. The prime objectives of 
mesurements performed with Potassium dIdD, which are presented here, 
were to test the bias coils fields’ stability and instrumental noise levels. Fur-
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ther, the geomagnetic components deviations due to the dIdD orientation er-
rors are estimated, both for real and simulated data, which were derived for 
quiet and disturbed conditions at locations of four observatories in western 
hemisphere, in equatorial, mid-latitude, auroral, and polar regions, respec-
tively. Also, the influence of assumptions on calibration of real data is pre-
sented. The errors of components due to the total field time variations during 
measurements were estimated, both for real and simulated data (at four ob-
servatories), for different sampling rates and geomagnetic activity levels. 
Moreover, the instrumental accuracy of measured components was obtained, 
and also the maximal theoretical accuracies as functions of the bias fields at 
locations of four observatories. Finally, the estimations of the calibration pa-
rameters’ accuracies, which are necessary for the instrumental long-term sta-
bility up to 5 nT, were derived. 

2. A  BRIEF  REVIEW  OF  THE  USED  MAGNETOMETER 
2.1  Theory of instrument operation 
Alkali vapor optically pumped magnetometers use gaseous alkali metals, 
such as potassium. A vapour cell containing gaseous metal is exposed by 
light of a specific wavelength. Let us consider, e.g., three energy levels of 
atoms (two ground states, 1 and 2, with energy levels E1 and E2, and excited 
state 3, with energy level E3, with assumption that E1 < E2 << E3). The fre-
quency of light is specifically selected and circularly polarized, to excite at-
oms from level 2 to 3. The atoms at level 3 spontaneously decay to both 
energy levels 1 and 2. Eventually the level 1 is fully populated and level 2 is 
depleted. Further, RF (radio frequency) power is applied to the cell to move 
atoms from level 1 back to level 2. The frequency of the RF field required to 
repopulate level 2 varies with the local magnetic field over a sensor, and is 
actually the Larmor frequency. The light intensity becomes modulated by the 
RF, and by detecting its modulation and measuring the frequency one can 
obtain a value of the local magnetic field (Alexandrov and Bonch-Bruevich 
1992, Hrvoic and Newitt 2011). The block diagram of potassium magne-
tometer and its explanation is given, e.g., in Alexandrov and Bonch-
Bruevich (1992). 

The suspended Potassium dIdD (P-dIdD) consists of a potassium magne-
tometer sensor centered inside two orthogonal spherical coil systems 
(Fig. 1a, attained at http://www.gemsys.ca). Coils are eventually aligned to 
be approximately perpendicular to the local geomagnetic field direction in 
the horizontal and geomagnetic meridian planes, respectively. High level of 
orthogonality of the two bias coils can be achieved experimentally by moni-
toring their mutual induction. Each measurement cycle consists of five se-
quences: bias currents in both directions are applied to both coil system, the  
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Fig. 1a. The suspended P-dIdD on a pillar. The outer spherical bias coils (D-coils) 
can be seen. 

four biased total fields along with the unbiased total field are measured in a 
cycle (Schott et al. 2001, Heilig 2007, Hrvoic and Newitt 2011). The me-
chanical design of suspended P-dIdD is the same as for suspended Over-
hauser effect dIdD (Hegymegi et al. 2004), with potassium magnetometer 
sensor inside the bias coils instead of Overhauser effect proton magnetome-
ter sensor.  

A duration of one sequence (a sequence time) is five times shorter than 
sampling interval (a cycle time). These sequences are denoted as Dp, Dm, F, 
Ip, and Im (Fig. 1b). Dp is a local field over sensor when D-coils bias field is 
towards the magnetic east, Dm when this bias field is in opposite direction, F 
is a local field without any bias, Ip is a field when I-coils bias field is towards 
the Earth’s surface, and Im is a field over sensor when this bias field is in op-
posite direction (Heilig 2007, Hrvoic and Newitt 2011). Switching from one 
bias to another requires a delay for transients to die out, but the time required 
is so short that either instrument can be considered approximately continu-
ous (this time interval is about 80 �s for D-coils, and about 60 �s for I-coils). 
As with most optically pumped magnetometers, the P-dIdD sensor should be 
properly oriented with respect to the direction of magnetic field. The ideal 
angle between sensor axis and magnetic field is 45°±35° or 135°±35°. Be-
yond these limits, the Larmor signal will be weakened and eventually faded 
away; these dependencies are known from Dehmelt (1957), and Bell and 
Bloom (1957) experiments. 
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Fig. 1b. Measurement principle of P-dIdD: Dp, Dm, F (the local total field), Ip and Im 
are measured components; Ad and Ai are D-coils and I-coils bias fields, respectively. 

2.2  Calculation of the geomagnetic field components 
In this analysis two coordinate reference frames will be used. The first one is 
orthogonal right-handed XYZ-frame, with positive X-axis in direction of 
geographic north, positive Y-axis in direction of geographic east, and Z-axis 
in direction of local vertical and is positive downward (Campbell 2003). The 
second one is SDI-frame (dIdD reference frame, not necessarily orthogonal), 
and it is always defined by the orientation of the bias coils axes. The two 
axes (D and I) are parallel to D- and I-coils axes, respectively, and the third 
axis (S) is defined to be perpendicular to both coils axes. It is defined that 
the dIdD is aligned when the D-axis is horizontal and D- and I-axes are or-
thogonal, and oriented when both axes are perpendicular to the local geo-
magnetic field vector. In case when the bias coils are not oriented but are 
aligned, D0 will be an angle between D-coil plane and a local geographic 
meridian, while I0 will be an angle between I-coil plane and horizontal plane 
(Schott and Leroy 2001, Heilig 2007). The D- and I-coil bias magnetic fields 
are  Ad = [(Dp

2 + Dm
2 – 2F2)/2]0.5  and  Ai = [(Ip

2 + Im
2 – 2F2)/2]0.5, respec-

tively. The total field components in SDI-frame are (Schott et al. 2001): 
BD = (Dp

2 – Dm
2)/4Ad,  BI = (Ip

2 – Im
2)/4Ai  and  BS = (F2 – BD

2 – BI
2)0.5. 

Let us consider a real case when dIdD is not aligned and oriented. The 
formalism given in Heilig (2007) is used. The orthogonality error between 
D- and I-axes is �O, and this error can be removed by using the transfor-
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mations of total field components from non-orthogonal to orthogonal SDI-
frame (the one where SDI-axes form a right-handed coordinate system, de-
noted by �), which are given by: 
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2 2 2
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The next step is to set a D-coil axis horizontal. This can be achieved if 
the orthogonal SDI-frame is rotated by angle � about its S-axis in clockwise 
direction, when looking towards the origin. The matrix of that rotation is �. 
Now one has perfectly aligned, but not oriented dIdD. One has to make two 
additional rotations to obtain XYZ-frame. The first is a rotation of SDI-frame 
about D-axis by angle I0, in a counterclockwise direction when looking to-
wards the origin. This makes S-axis horizontal, I-axis vertical, the corre-
sponding rotation matrix is I. The last rotation is about I-axis by angle D0 in 
a clockwise direction when looking towards the origin, and a rotation matrix 
is D. Finally one has that SDI-frame coincides with XYZ-frame. Now the 
field conponents in XYZ-frame can be expressed with those in SDI-frame 
(Heilig 2007): 

 .
S
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I

X B
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3. MEASUREMENTS  AND  dIdD  CALIBRATION 
The suspended P-dIdD was installed at an artificial noise-free location 
(Fig. 2) near town Milton (Ontario, Canada), on a nonmagnetic stable pillar, 
where the horizontal and vertical total field gradients are in the range of 
1-2 nT/m, and covered by a shelter. The differences between measured bi-
ased fields after dIdD installation were  Dp – Dm < 2 nT  and  Ip – Im < 2 nT. 
The instrument operated in the period 11-15 May 2012, and powered from 
AC power supply. The instrument has 0.1 pT resolution and was sampling at 
1 Hz sampling rate (i.e., the duration of one measurement sequence was 
0.2 s). Since the total field modulus during measurement sequence was not 
constant, the stage duration must be much longer than the atomic transition 
relaxation times, which are of the order of 30 ns (Happer 1972), to avoid 
transient effects. The aim of these measurements was to test dIdD data aqui-
sition software, the bias field current source stability, and instrumental noise 
level. 
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Fig. 2. The location of Milton (square), Ottawa observatory (OTT), and the observa-
tories (RES, IQA, STJ, and KOU) used for the estimation of virtual dIdD errors and 
accuracies.  

The absolute measurements of declination, inclination (both with D/I 
Fluxgate), and total field intensity (with Overhauser effect proton magne-
tometer) were performed on 11 May, after the dIdD setup (installed on 
10 May 2012), on a tripod some 20 m away from dIdD pillar. For D and I 
measurements a null-method was used (Newitt et al. 1996). Two high preci-
sion GPS receivers in differential mode were used for the determination of 
the azimuth of the reference mark (Gu et al. 2006). One GPS was used as a 
reference mark, about 120 m away from the DI tripod (due to practical rea-
sons), and a second GPS receiver was set on the tripod. The reference azi-
muth error was estimated to be less than 8�. 

After dIdD setup and absolute measurements, one can make a dIdD vec-
tor calibration (Heilig 2007), i.e., to derive the angles D0, I0, �, and �O (see 
Section 2.2). The calibration was derived under the assumption that the time 
variations of geomagnetic field components are the same at dIdD and abso-
lute instrument, and that the differences in X, Y, and Z components between 
these two sites are known (non zero-gradient field). These site differences 
can be estimated by absolute measurements taken on both sites. The total 
field difference between dIdD and absolute instruments’ site was 3.5 nT. The 
following condition for the geomagnetic field components was applied: 
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 � �(abs) (dIdD) ,i i i
i i

E E E� � '� �  (3) 

where  E = X, Y or Z, subscript “abs” is for absolute measurements and dIdD 
for P-dIdD measurements (their one-minute averages), and �E is a differ-
ence between absolute and dIdD sites. Considering summation index i, there 
are seven options: if  i = 3, then one has summation  X + Y + Z;  if  i = 2, one 
may have  X + Y,  X + Z  or  Y + Z; and if  i = 1, one will have only condition 
for X, Y or Z. It was found numerically for what values of parameters D0, I0, 
�, and �O the condition 3 is fulfilled, within 0.01 nT, for all of the seven op-
tions simultaneously. The estimated uncertainties are (D0, I0, �, and �O): 
±0.0008°, ±0.0003°, ±0.024°, and ±0.0168°. One-minute averages were de-
termined by using the Gaussian low-pass filter (St-Louis 2004). 

4. DATA  ANALYSIS  AND  DISCUSSION 
4.1  The bias fields stability 
Generally, for calculation of field components it is assumed that the bias cur-
rents are stable during one measurement cycle, i.e., one can presume that Ad 
and –Ad are antiparallel and have the same amplitude, and also for ±Ai. This 
is not true in practice since current source could produce fluctuations within 
one cycle. One has to consider the so-called hypothesis of symmetrical po-
larization (Marsal et al. 2007), i.e., to verify an assumption about the same 
amplitude of bias fields during one cycle, respectively. The aim was to 
search for anomalous and asymmetrical polarizations, and a formalism pro-
posed in Marsal et al. (2007) for both bias fields was applied and adjusted 
for the used cycle time. 

First one has to find anomalous polarizations, and that means to find the 
sudden spikes in bias field time series. After that, one has to find asymmet-
rical polarization in each cycle, which provides information about the sym-
metrical hypothesis of bias field. The spikes in both polarisations (in a given 
cycle) indicate an erroneous value. In this case, percentage of the erroneous 
values (i.e., seconds) during five days was 0.0028% (2.4 per day), with 5 mA 
bias coils’ current. These stability tests’ results are about twice better than 
those when noncalibrated P-dIdD was operated in 2011 for two months on 
the same pillar, with 6 mA bias coils’ current. Also, the standard deviations 
of first differences for Ad and Ai were 3 and 1 pT, respectively. 

Figure 3 shows the hourly mean air temperature (attained at http://  
climate.weatheroffice.gc.ca/climateData) from Weather Station Guelph 
Turfgrass (� = 43.55° N, � = 80.05° W), which is some 18 km SW away 
from measurement site, and the hourly mean values of D- and I-coils bias 
fields during five days. In both cases, the negative linear correlations were 
derived, and they are very high, –0.9315 and –0.9335 for D- and I-coils bias  
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Fig. 3. Hourly mean air temperature at Weather Station Guelph Turfgrass (blue) and 
hourly mean values of D- and I-coils bias fields (green). D-coils bias field is in the 
interval from 01:00 on 11 May to 00:00 on 16 May 2012, and I-coils bias field is 
from 00:00 on 11 May to 23:00 on 15 May 2012. Temperature is in the interval from 
00:00 on 11 May to 23:00 on 15 May 2012 (all in UTC). 

field, respectively. The clear temperature dependence of the bias fields was 
also reported by Marsal et al. (2007), but for more controlled observatory 
conditions, for different bias coil design and for a dIdD that uses proton 
magnetometer sensor. They have obtained that for temperature variations of 
1 °C the bias field variations were about 1 nT, although for differently de-
signed dIdD. In this case, there were about 0.33 nT (outer, D-coils) and 
about 0.23 nT (inner, I-coils) changes for 1 °C external temperature varia-
tions. These “thermal coefficients” are only their effective values, because 
dependences of the bias fields on ambient temperature are not linear, and the 
corresponding temperature differences at Milton and Guelph station are 
(probably) not the same. 

4.2   Components deviations due to the dIdD orientation errors 
After dIdD calibration it is possible to estimate the errors arising from the 
the instrument misorientation, i.e., due to different values of D0, I0, �, and �O 
taken to calculate the geomagnetic components. The results for maximal er-
rors are given in Table 1, and they are based on all one-minute averages. The 
first row gives the errors of components when there are two cases: in the first 
one the values for D0, I0, �, and �O derived as a results of instrument calibra-
tion were used, and in the second the values for D0 and I0 (i.e., D'0 and I'0) 
were used, and they originated from assumption that during calibration there 
is  � = 0  and  �O = 0. In the second row are the errors when there are also 
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two cases: in the first one the values for D0, I0, �, and �O obtained from in-
strument calibration were used, and in the second one D0, I0, �, and �O (i.e., 
D0a, I0a, �a, and �Oa) were derived under the assumption that X, Y, and Z 
components are the same at absolute instrument and dIdD sites during cali-
bration (zero-gradient field).  

Table 1  
The maximal absolute errors of calculated geomagnetic components,  

but with different assumptions about the dIdD orientation (see text for details) 

P-dIdD errors Max|�X| 
[nT] 

Max|�Y| 
[nT] 

Max|�Z| 
[nT] 

D0  I0  �  �O 
D�0  I�0  0  0 0.4 0.4 0.1 

D0  I0  �  �O 
D0a  I0a  �a  �Oa 

0.5 0.6 0.2 

 
In Figure 4 there are shown the maximal absolute errors, when only one 

calibration parameter has been changed by –0.1° to 0.1°, and the others were 
constant. In a case of X component, �I0 has the largest and ��O the smallest 
influence, and the errors due to �I0 and �D0 are much larger than due to ��O 
and ��. Considering Y component errors, �D0 has the largest and �� the 
smallest influence, and the errors due to �D0 and �I0 are much larger than 
due to ��O and ��. Finally, in the case of Z component, �I0 has much larger 
influence than the other three parameters (their errors are less than 0.04 nT). 

Fig. 4. The maximal absolute errors of X, Y, and Z components when only one cali-
bration parameter has been changed by –0.1° to 0.1°, and the others were constant. 
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It is also possible to estimate these errors by putting a virtual dIdD in 
some observatory, since there the variations of X, Y, and Z are known. This 
has been done for the following observatories (Fig. 2): Resolute (RES, polar 
cap region), Iqaluit (IQA, auroral oval region), St John’s (STJ, mid-latitude 
region), and Kourou (KOU, equatorial region), during very disturbed days 
(severe geomagnetic storms from 29 to 31 October 2003) and very quiet ge-
omagnetic conditions, respectively. The quiet daily variations were derived 
from SQ1 Model (Campbell 2003) for 30 October 2003. The dIdD parame-
ters were taken under circumstances that dIdD is approximately oriented to 
the estimated quiet-night (QN) field, but with some realistic � and �O values, 
i.e.,  D0 = DQN,  I0 = IQN,  � = 0.5°, and  �O = 0.1°. The following procedure 
was used: from corrections and rotations given in Section 2.2 it is possible to 
calculate bias fields in XYZ-frame, and then using X, Y, Z, and F one can 
calculate the angles between bias fields and total field vectors, respectively. 
After that, one can obtain Dp, Dm, F, Ip, and Im. 

Table 2  
The maximal absolute errors of X, Y, and Z components (one-minute values)  

when only one calibration parameter has been changed by –0.1° to 0.1°,  
and the others were constant 

Errors 
[nT] 

Quiet Disturbed 
D0 I0 � �O D0 I0 � �O 

RES 
X 1.7 85.6 0.02 0.02 4.4 87.1 2.7 1.3 
Y 2.7 54.1 0.03 0.03 3.8 55.0 3.9 2.1 
Z 0.0005 3.3 0.001 0.0005 0.0005 4.5 0.1 0.09 

IQA 
X 8.4 83.1 0.02 0.02 13.6 84.8 5.0 3.3 
Y 13.0 53.8 0.03 0.03 14.4 54.9 8.0 5.1 
Z 0.0005 15.5 0.003 0.0005 0.0005 16.4 1.1 0.3 

STJ 
X 12.0 78.6 0.03 0.007 13.6 79.5 1.4 0.7 
Y 31.7 29.8 0.02 0.02 33.4 30.1 1.9 1.8 
Z 0.0005 33.9 0.01 0.0006 0.0005 35.9 0.6 0.02 

KOU 
X 14.8 16.1 0.01 0.01 15.1 16.3 0.08 0.1 
Y 46.7 5.1 0.03 0.03 46.9 5.2 0.5 0.4 
Z 0.00005 49.0 0.02 0.0003 0.00005 49.2 0.3 0.004 

Note: The errors are estimated for solar quiet variation and severe geomagnetic 
storm, respectively, for a virtual dIdD in four observatories: RES, IQA, OTT, and 
KOU. 

In Table 2 are maximal absolute errors (in nT) of X, Y, and Z components 
(one-minute values) when only one calibration parameter has been changed 
by –0.1° to 0.1°, and the others were constant. It can be noticed that the er-
rors due to D0 and I0 changes are higher for disturbed conditions, but not so 



SHORT-TERM  TESTS  OF  POTASSIUM  dIdD MAGNETOMETER 
 

1287 

relatively drastically as in the cases of � and �O changes, especially for IQA. 
For RES and IQA the errors are largest for I0 changes, and smallest for �O 
changes, but for RES during very disturbed conditions the errors in X and Y, 
respectively, become comparable in the cases of D0 and � changes. The re-
sult for STJ shows a similar manner as that previously derived for Milton. 
For KOU observatory, in the cases of X and Y the errors due to I0 and D0 
changes are much larger than those due to �O and � changes; they are slightly 
larger for I0 changes in X, but for Y component D0 has a largest influence; in 
the case of Z, I0 has much larger influence than the other three parameters. 
The parameter D0 has negligible influence on Z; on Y it has the largest influ-
ence, increasing from polar toward equatorial regions, and also for X com-
ponent. The parameter I0 has an increasing influence on X and Y (higher for 
X) from equatorial toward polar regions, and increasing on Z from polar to-
ward equatorial regions. 

4.3  Errors due to time variations of the total field 
The total field vector has its time variations during one measurement cycle 
(Schott et al. 2001, Marsal et al. 2007), and this fact was neglected in Sec-
tion 2.2. The components Dp, Dm, F, Ip, and Im are measured at the time in-
stants t1, t2, t3, t4, and t5, respectively. The idea is that all measurements have 
to be reduced to the time instant t3. The assignments  Dp(t1) = Dp1,  
F(t3) = F3,  Im(t5) = Im5  are used. In this approach, the only approximation is 
that the amplitudes of Ad and Ai are constant over a single measurement cy-
cle, i.e., that both polarizations are symmetrical, and it is assumed that the 
bias fields are homogenous over the sensor size. We have  Dp3 = Ad + F3 = 
Ad + F1 + �F13 = Dp1 + �F13, Dm3 = Dm2 + �F23, Ip3 = Ip4 – �F34  and  
Im3 = Im5-�F35, where �Fjk denotes the total field changes frome instant tj to 
instant tk. From these equations one can derive that Dp3, Dm3, Ip3, and Im3 are 
functions of Dp1, Dm2, Ip4, Im5, F3, �Fij, Ad, and Ai (Schott et al. 2001), re-
spectively, e.g., Dp3 = [ 2

1pD + 2�F13·(Ad + F3) – |�F13|2]0.5  and  Im3 = [ 2
5mI –

2�F35·(–Ai + F3) – |�F35|2]0.5. 
These equations for Dp3, Dm3, Ip3, and Im3 can be inserted into equations 

for BD3, BI3, BS3, Ad, and Ai (see Section 2.2), to obtain a square nonlinear 
system of equations with the unknowns (BD3, BI3, BS3, Ad, Ai), and solved 
numerically for each measurement cycle. In above equations �Fjk have to be 
known from nearby triaxial variometer (Schott et al. 2001), which has to op-
erate on a sampling rate higher or equal than dIdD sequence time. Since both 
conditions were not satisfied in the case of a Milton data, this method was 
tested on a virtual dIdD placed inside observatories RES, IQA, STJ, and 
KOU.  
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Using the procedure from Section 4.2 one can derive Dp1, Dm2, F3, Ip4, 
and Im5 from X, Y, and Z, with the minimal sequence time (�) of 1 s, i.e., cy-
cle time of 5 s. This analysis was used in three cases: using the one-second 
variations registered at Milton, using a one-second observatories data on 
quiet day (6 December 2012) and on disturbed days (geomagnetic storm on 
23/24 April 2012), respectively; the geomagnetic activity attained by using 
Ottawa Observatory K index (http://geomag.nrcan.gc.ca). Also, the highest 
global activity indices on 23 April 2012 were  Kp = 6–,  Ap = 26 nT  and 
Dst = –95 nT, and on 24 April 2012 they were  Kp = 7–,  Ap = 41 nT  and 
Dst = –108 nT  (Kp and Ap attained at  http://www.gfz-potsdam.de;  Dst at-
tained at  http://swdcwww.kugi.kyoto-u.ac.jp). 

In Table 3a there are displayed the estimated maximal absolute errors of 
one-second Milton data, due to the differences of Dp1, Dm2, Ip4, and Im5, and 
corresponding values reduced to t3, respectively. The reduced values were 
estimated from measured one (� = 0.2 s) by adding: (a) constant values with 
random sign (+� or –�); and (b) random values with given amplitude (±�). 
The errors are largest for Y and smallest for Z component, and increase line-
arly with amplitude of differences; they are larger for case (a), and the pre-
sented values are averages over random 2000 cases, respectively. 

In sequel, Table 3b shows the mean absolute errors of geomagnetic com-
ponents for observatories RES, IQA, STJ, and KOU, during quiet and dis-
turbed conditions, respectively. These errors are larger during disturbed 
conditions, and then are largest in Y and smallest in Z component for RES, 
IQA and STJ, while for KOU are smallest in X, and about the same in Y and 
Z. Also, they increase with sequence time, but it is not so obvious for KOU. 
These errors are largest for IQA and smallest for KOU during disturbed con-
ditions. During quiet conditions, the errors are largest for STJ (possibly due 
 

Table 3a 
The estimated X, Y, and Z maximal absolute errors of Milton data  

due to the differences of Dp1, Dm2, Ip4, and Im5,  
and corresponding values reduced to t3, respectively 

Errors Constant Random 
� [nT] X [nT] Y [nT] Z [nT] X [nT] Y [nT] Z [nT] 
0.004 0.04 0.04 0.01 0.04 0.04 0.01 
0.02 0.21 0.22 0.06 0.20 0.21 0.06 
0.1 1.04 1.09 0.32 1.00 1.05 0.32 
0.5 5.20 5.4 1.6 5.0 5.2 1.6 
2.5 26.0 27.2 8.1 24.9 26.2 7.9 
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Table 3b 
The mean absolute errors of X, Y, and Z components due to the total field variation 

during measurement cycle (with sequence times 1 to 4 s), for four observatories 
(RES, IQA, STJ, and KOU) during quiet and disturbed conditions, respectively 

Errors [nT] Quiet Disturbed 
�/s X Y Z X Y Z 

RES 
1 0.12 0.12 0.005 0.23 0.39 0.013 
2 0.12 0.22 0.007 0.48 0.68 0.026 
3 0.14 0.24 0.007 0.65 0.98 0.036 
4 0.18 0.21 0.009 0.81 1.29 0.046 

0.2 0.010 0.014 0.001 0.043 0.066 0.002 
IQA 

1 0.08 0.14 0.02 0.54 1.39 0.17 
2 0.13 0.26 0.03 1.14 2.73 0.34 
3 0.18 0.38 0.05 1.79 4.02 0.50 
4 0.23 0.49 0.06 2.54 5.25 0.67 

0.2 0.012 0.025 0.003 0.12 0.27 0.034 
STJ 

1 0.32 0.34 0.13 0.41 0.48 0.18 
2 0.32 0.35 0.13 0.52 0.66 0.24 
3 0.37 0.36 0.15 0.68 0.86 0.33 
4 0.36 0.39 0.15 0.84 1.07 0.40 

0.2 0.023 0.025 0.010 0.046 0.058 0.022 
KOU 

1 0.03 0.08 0.06 0.03 0.08 0.07 
2 0.05 0.09 0.11 0.06 0.15 0.11 
3 0.06 0.13 0.11 0.05 0.13 0.16 
4 0.04 0.10 0.10 0.05 0.15 0.17 

0.2 0.003 0.007 0.007 0.003 0.009 0.010 

Note: The estimated errors for  � = 0.2 s  are derived from errors for sequence 
times 1 to 4 s. 

 
to the ocean coast effect) and smallest for KOU. They are then largest in Y 
and smallest in Z component for RES, IQA, and STJ, while for KOU are 
largest in Y and smallest in X. They also increase with sequence time, but not 
so obvious as for disturbed conditions (except for IQA). The very rough er-
rors estimates for  � = 0.2 s  are based on the errors for sequence times 1 to 
4 s (linear dependence of errors on sequence times). 
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4.4  The instrumental accuracy 
To the noise level of dIdD, beside a thermal noise of sensor and a noise of 
electronic circuits connected to the sensor, there contributes a noise from the 
bias fields’ current source. They produce additional fluctuations in measured 
components Dp, Dm, Ip, and Im. For their root-mean-square (rms) noise levels 
estimation, a single instrument analysis was used, and it works well when 
the geomagnetic field is in a quiet, undisturbed conditions. The first differ-
ences between successive one-second data of particular component were 
computed, and then the root-mean-square errors of successive five-minute 
moving averages were derived. The minimal values of these errors during 
quiet intervals were the corresponding noise levels (Worthington et al. 
2009). This method was approved by applying it to the data derived by add-
ing a white noise of known amplitudes on quiet time variations (from SQ1 
Model), and it was found that this gives quite reasonable estimates of noise 
levels (noise amplitudes). In Table 4 the estimates for measured components 
in Milton are given. 

Table 4  
The estimated rms noise levels of measured components, for P-dIdD in Milton 

rms noise level  MDp 
[pT] 

MDm 
[pT] 

MF 
[pT] 

MIp 
[pT] 

MIm 
[pT] 

Mean  
[pT] 

P-dIdD 9 9 6 9 9 8±1 

Note: These values are the mean over five days, when KOTT � 1. 

By using the data from Table 4 one can estimate the maximal (short-
term) theoretical accuracies of calculated components, and they were for X, 
Y, H (horizontal field), and Z, respectively: 56, 59, 56, and 21 pT. The mean 
field values were taken as the averages of geomagnetic components over five 
days. One can also estimate that the bias fields accuracies for Milton data are 
±0.08 nT. The relative error of assumption that both bias fields are equal is 
about 0.09%, and in this case the mean bias field is 5853 nT (5 mA bias cur-
rent). 

Additionally, the Overhauser effect dIdD was operated at 1 Hz sampling 
rate with 11960 nT mean bias field, in the interval 16-20 May 2012, on the 
nonmagnetic pillar some 20 m away from P-dIdD pillar, due to the similar 
reasons as P-dIdD. The mean estimated rms noise level of measured compo-
nents was 144±9 pT, and the estimated maximal theoretical accuracies of X, 
Y, and Z were 426, 484, and 195 pT, respectively. 

The next figure shows the maximal theoretical accuracies of calculated 
components as functions of the bias fields, when  Ai = Ad = 4000-8000 nT. 
 



SHORT-TERM  TESTS  OF  POTASSIUM  dIdD MAGNETOMETER 
 

1291 

The shown results are the estimations for RES, IQA, STJ, and KOU. The 
values for geomagnetic elements were derived from IGRF-11 Model (http:// 
www.geomag.us/online_calculators.html) on the middle of May 2012. The 
calibration parameter values were:  D0 = DIGRF,  I0 = IIGRF,  � = 0.5°  and 
�O = 0.1°. From Fig. 5 one can notice that the estimated maximal theoretical 
accuracies increase with increasing bias fields, and depend on geomagnetic 
coordinates. The X and Y components accuracies increase with decreasing 
geomagnetic latitude, i.e., both are higher in equatorial than in polar cap re-
gion, and for the same bias field are smaller for Y component. In the case of  
 

Fig. 5. The estimated maximal theoretical accuracies of directional components for 
the four observatories (RES, IQA, STJ, and KOU), as the functions of bias field, for 
May 2012.  

Fig. 6. The long-term D0 and I0 accuracies, i.e., (MI0, MD0) pairs, when  M� = 0.5° 
and  M�o = 0.2°, needed to achieve the X, Y, and Z accuracies higher than 5 nT, for 
RES, IQA, STJ, and KOU observatories, respectively. 
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the Z component accuracies, they are highest in the polar cap region (almost 
constant with respect to the bias field) and smallest in the equatorial region. 

The long term accuracies will depend, beside on measured components’ 
accuracies, on long-term accuracies of D0, I0, �, and �O. These parameters 
could be time-dependent during humidity and temperature uncontroled con-
ditions. The long-term accuracies estimation was made under the same as-
sumptions about the mean components and calibration parameters values, as 
the maximal accuracies. By using some characteristic one-year accuracies 
under controlled conditions (Heilig 2007), it is possible to estimate the long-
term accuracies. In this case study, the values of  M� = 0.5°  and  M�o = 0.2° 
were taken, and the pairs of (MI0, MD0) values were found, so that the long-
term accuracies of X, Y, and Z were higher than 5 nT. The results for RES, 
IQA, STJ, and KOU are shown in Fig. 6, where each dot represents (MI0, 
MD0) pair. 

5. CONCLUSIONS 
During the presented short-term tests, dIdD has operated with 1 Hz sampling 
rate during five days on a stable nonmagnetic pillar. After instrument setup 
and calibration, attention was focused on stability tests, considering the bias 
fields and the instrumental noise level. It was estimated that the D- and 
I-coils bias fields are quite stable when considering their current source fluc-
tuations, and confirmed that there is a negative correlation between the bias 
fields and the surrounding air temperature. One can presume that this is due 
to the small temperature changes of bias coils dimensions. The calculated 
components’ correlations with the nearest observatory (Ottawa) were high. 

The errors due to the instrument orientation assumptions (with deviations 
up to 0.1°) were estimated to be the most sensitive on the calibration pa-
rameter I0 in the case of X, Y, and Z components for polar (up to 87 nT) and 
auroral observatory (up to 85 nT); and X and Z components for mid-latitude 
and equatorial observatory (up to 80 and 49 nT, respectively). Parameter D0 
had the highest influence on Y component at mid-latitude and equatorial ob-
servatory (up to 33 and 47 nT, respectively). The parameters � and �O had 
very small influence, but the errors due to them were relatively severely in-
creased during disturbed conditions (up to 8 and 5 nT for Y component in 
auroral region, respectively). The orientation errors in Milton were less than 
1 nT. The errors due to the total field time variations during dIdD measure-
ment cycle, based on synthetic and real data from four observatories and 
Milton, were estimated for different cycle times and during different geo-
magnetic conditions. It was estimated that these errors are generally larger 
for longer cycle time and during disturbed conditions (up to 5 nT for Y com-
ponent in auroral region at 20 s cycle time). 
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On the basis of measured components’ noise level (better than 10 pT in 
rms sense) one can estimate the geomagnetic components maximal theoreti-
cal accuracies, and they depend also on the position of measurement site on 
the Earth. In this case study it was estimated that the highest short-term ac-
curacies for horizontal components will be in equatorial regions (better than 
20 pT in X and 40 pT in Y), and for vertical component in polar region (bet-
ter than 10 pT). Also it was estimated that the long-term geomagnetic com-
ponents’ accuracies will depend dominantly on D0 and I0 accuracies, with 
lowest D0 and highest I0 accuracies in polar region, and vice versa in equato-
rial regions. 

The mechanical design of P-dIdD is the same as for the Overhauser ef-
fect dIdD, but at the same sampling rate of 1 Hz the P-dIdD has about 18 
times better measured components’ accuracy, and about 7-9 times better the 
maximal theoretical accuracies of X, Y, and Z components (at mid-latitudes). 
All the results in this study considering Potassium dIdD at 1 Hz sampling 
rate could indicate that it can be suitable for, e.g., the geomagnetic observa-
tories, repeat station, directional drilling surveys, and could be also used in 
some ionospheric or magnetospheric studies.  
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A b s t r a c t  

The electrical anisotropy of rocks is generally an effect of alternat-
ing layers of thin-bedded sandstones and shales with clear lamination. 

Thin-bedded rock sequences can be treated as an anisotropic medi-
um described by two resistivities: horizontally to the bedding RH and ver-
tically to the bedding RV. Such sequences have fairly low resistivity and, 
as a result of poor vertical resolution of conventional electric tools, one 
can sometimes fail to distinguish them from the adjoining shales. 

This paper presents the possibility of calculating the anisotropy pa-
rameters based on resistivity logs recorded with a laterolog tool (DLL) 
and an induction tool HRAI. We have also performed an analysis of the 
ambiguity of the results and attempts to assess the water saturation (SW) 
generating cross-plots based on calculated resistivities, RH and RV.  

It is very important to correctly evaluate the resistivity of sandstone 
interbeds when calculating water saturation (SW) and hydrocarbon satu-
ration (SG), in formulating an integrated quantitative interpretation of 
anisotropic formations. 

Key words: electrical anisotropy, dual laterolog tools, induction device 
HRAI, horizontal resistivity, vertical resistivity. 
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1.  INTRODUCTION 
The objective of this paper is an attempt to evaluate three electrical anisot-
ropy parameters, namely: horizontal resistivity (RH) vertical resistivity (RV), 
and the anisotropy coefficient (�). This can be achieved by measurements 
carried out using different electrical tools, namely an induction tool with 
high vertical resolution, HRAI, and dual laterolog tools, LLS and LLD. It is 
known from the theory that apparent resistivity measured using an induction 
device, HRAI, provides information on horizontal resistivity (RH) while a 
controlled device LLD records apparent resistivity, which is a result of the 
influence of both horizontal RH and vertical RV resistivities (Ba�a 2011). The 
problem of electrical anisotropy of rocks and its influence on the resistivity 
measured in boreholes using electrical tools has been dealt with by a number 
of researchers for many years (Kunz and Moran 1958, Zajkowskij et al. 
1965, Dachnov 1967, Chemali et al. 1987, Klein 1993, Bittar and Rodney 
1994, Klein et al. 1995, Hagiwara 1996, Yang 2001, Anderson et al. 2002, 
2008; Faivre et al. 2002, Tabanou et al. 2002, Rosthal et al. 2003). The au-
thor of this paper has recently been engaged in an evaluation of electric ani-
sotropy of sandy-shale Miocene rocks, based on resistivity logs recorded 
using laterolog tools and induction tools in boreholes (Ba�a 2009, 2011). 

The electrical anisotropy of rocks may be caused by a number of factors, 
but the most important ones include alternating layers of thin-bedded sand-
stones and shales with a clear lamination. Anisotropy in the microscopic 
scale is caused by the internal arrangement of grains of different size, which 
are elongated in one direction, or by different pore sizes. 

In Miocene formations of the Carpathian Foredeep one can observe the 
alternating thin layers of sandstone, mudstone, and clay. Thin-bedded rock 
sequences can be treated as an anisotropic medium described by two 
resistivities: horizontally to the bedding (RH) and vertically to the bedding 
(RV).  

Such sequences have fairly low resistivity and, as a result of the poor 
vertical resolution of conventional electric tools, one can fail to distinguish 
them from the adjoining shales. Mollison et al. (2001) called this a pay zone 
with low resistivity contrast. An example of such deposits are turbidites from 
a Miocene basin plain and submarine fans that are very important to hydro-
carbon accumulation. Those deposits contain thin beds of sandy-shaly-
mudstone heteroliths from the Lower and Middle Sarmatian (My
liwiec 
2004). 

Based on well logging data analysis, well C-3 in the Cierpisz structure 
was chosen for testing, logging was carried out in order to evaluate electrical 
anisotropy, DLL and HRAI. 
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2.  GEOLOGICAL  SETTING  
The Cierpisz gas deposit is located in sand-shale Sarmatian sediments in the 
southern part of the Carpathian Foredeep, near the great gas deposit of 
Czarna S�dziszowska (Fig. 1). 

The detailed study of SED dipmeter logs permitted the evaluation of 
structures and dip angles in well C-3.  

In shallow sections of the well there occur regular layered alternating se-
ries of shales, mudstones, and sandstones, which have been deposited in a 
low-energy environment. The deposits lie almost horizontally or are dipping 
at a small angle to the north. 

The underlying transgressive series of sandstones and mudstones are also 
dipping at small angles in the same direction.  

Fig. 1: right: Location of the Cierpisz-3 well in the structural map of 9th gas horizon 
of the Cierpisz gas deposit (Syrek-Moryc 2006); left: Schematic map of Carpathians 
and Carpathian Foredeep: 1 – northern range of Miocene formations, 2 – northern 
border of the Carpathians, and 3 – boundaries of tectonic units of the Outer Carpa-
thians (Karnkowski 1999). 

3.  ANISOTROPY  OF  THE  ELECTRICAL  PROPERTIES  OF  ROCKS 
Most of sedimentary rocks have anisotropic properties. The electric current 
flows easily along the bedding rather than perpendicular to it. 

In a uniform and anisotropic medium, the potential of the electric field 
(U) at an arbitrary point of the medium, decreases inversely proportionally to 
the distance (r) from the source of the direct current, with an intensity of I.  

 
2 2

,
4� 1 ( 1) cos

avI R
U

r � .

�
�

� � 
 � �
 (1) 



EVALUATING  ELECTRICAL  ANISOTROPY  PARAMETERS 
 

1299 

where 

 2
V HR R� �  (2) 

is the anisotropy coefficient, 

 av V HR R R� �  (3) 

is the geometric mean, RV is the electric resistivity measured vertically to the 
bedding, RH is the electric resistivity measured horizontally to the bedding, 
and . is the angle between the layer dip and the vertical to measurement di-
rection. 

For given values of Rav and �, the potential depends on the direction (an-
gle 	) along which one studies how the U changes depend on r. 

Having assumed that the borehole diameter and drilling mud are neglect-
ed (no borehole) in a uniform and anisotropic medium, the measured resis-
tivity (Ra) does not depend on type and size of the tool (lateral or normal 
tool) (e.g., Dachnov 1967, Kunz and Moran 1958). 

 
2 2

.
1 ( 1) cos

H
a

RR �

� .

�
�


 � �
 (4) 

For the case of  	 = 0° 

 ( )v h
a h

RR R�
�
�

� �  (4a) 

and for the case of  	 = 90° 

 ( )h
a hR R�� �  (4b) 

thus 

 ( ) ( ) .h v
a aR R/  (4c) 

This means that the apparent resistivity ( )v
aR  measured normal to the strike 

direction is less than ( )h
aR  measured along the strike direction, although it is 

known that the true resistivity of an anisotropic formation, normal to its 
stratification Rv, is greater than parallel to the plane of stratification Rh. This 
phenomenon is called “the paradox of anisotropy”. 

However, due to the presence of the borehole and of the tool, the real 
measured values differ from the theoretical ones (Moran and Gianzero 
1979). 

In our case, the paradox of anisotropy does not appear due to the big di-
ameter of the borehole (0.216 m) and the presence of mud. 
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Based on dipmeter measurements in well C-3 one can observe that the 
dips in layers in the reservoir zones do not exceed 1-3°. Also, the small in-
clination of a borehole does not have any great impact in terms of a proper 
evaluation of electrical anisotropy parameters. 

This confirms that a given methodology may be used to interpret RH and 
RV in the C-3 well. 

3.1  Modelling of distribution of RH and RV with depth 
An attempt was made to model the resistivity depth distributions of RH and 
RV for the assumed “synthetic” model, composed of a dozen layers with 
varying thickness and resistivity (Fig. 2). The model was constructed based  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Resistivities RH 
and RV as a function of 
depth for the assumed 
model. 
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on apparent resistivity logs from a depth interval of 1290.0 to 1338.0 m. In 
addition to single layers with the thickness ranging from 2.0 to 5.0 m and re-
sistivity Rt ranging from 10 to 60 ohmm, it was assumed that there was an 
anisotropic series built of higher-resistivity sandstone interbeddings 
(Rsand = 20 ohmm) and low-resistivity shale interbeddings (Rsh = 1 ohmm). 
The thickness of each layer was taken as  h = 0.5 m. 

The calculations were performed using the following formula (Tabonou 
et al. 2002, Quirein et al. 2012): 

 
/2

/2
( ) ( ) ( ) ,

H

V t HH
R z R z F z z dz

�
* * *� ��   (5) 

 
/2

/ 2

( ')1 ' ,
( ) ( ')

H H
HH t

F z z dzR z R z�

�
� �   (6) 

where Rt is the assumed resistivity of model layers,  FH (z – z�)  is the convo-
lution of the log (here of the model) with a constant sampling interval and 
accepted filter (e.g., Gaussian filter), and H represents calculation of window 
size. 

The assumed model (blue curve) and calculated horizontal resistivity 
(green curve) and vertical resistivity (red curve) are shown in Fig. 2. It can 
be seen that for the complex anisotropic beds, the horizontal resistivity (RH) 
approaches 2 ohmm, vertical resistivity (RV) approaches 10.29 ohmm, and 
the anisotropy coefficient  � = 2.01. 

These models confirm the observed very low resistivity in zones of thin 
silty sundstone interbedding in the Miocene. 

4.  DETERMINATION  OF  RESISTIVITY  RH  AND  RV  AND   
     ANISOTROPY  COEFFICIENT  IN  LAYERS  OF  MIOCENE  SHALY   
     SANDSTONES 
4.1  Analysis of measured data 
Table 1 contains electric logs and measurement intervals in well C-3 and re-
sults of tester formation. 

The measurements in well C-3 were conducted in 2004 by Geofizyka 
Kraków with the use of a Halliburton DDL-D logging unit. Due to the good 
quality of the borehole, the data are of good quality. An exception was HRAI 
logging, in which a lot of disturbances were observed being a result of 
anomalous high-conductivity zones. The disturbances were partly eliminated 
with the use of correction procedures (C-3 Well 2004). 
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Table 1  
Electric logs in well C-3 

Borehole  
(year of drilling 

completion) 
Electric logs 

Measurement  
interval  

[m] 

Results  
of tester formation 

C-3 
(2004) 

SP 220-1497 1330-1346 m gas 
V = 235 m3/min 
1394-1440 m gas 
V = 129 m3/min 
1450-1455 m gas 
V = 54 m3/min 

DIL + LL3 220-1497 

SED 220-1497 

HRAI 220-1499 

4.2  Results of calculations in well C-3 
Horizontal resistivity (RH) and vertical resistivity (RV) were calculated based 
on available data recorded with an induction HRAI tool and dual laterolog 
DLL tool.  

After Hagiwara (1996), Faivre et al. (2002), Tabanou et al. (2002), and 
Ba�a (2011), it was assumed that the deep penetration induction tool 
(3.048 m) with high vertical resolution (0.3048 m) can record resistivities 
that are comparable to horizontal resistivity for vertical borehole and hori-
zontally layered rock mediums. The authors also suggest that the resistivity 
measured with a LLD tool is similar to the geometrical mean of resistivity 
(Rav), and based on this it is easy to calculate RV and �. 

Figures 4 and 5 show HRAI and DLL logs for depth intervals of 910-952 
and 1290-1325 m, which included layers partly saturated with gas and for-
mation water with different shale volumes. Paths 2 and 3 present the results 
of quantitative interpretation made by Geofizyka Kraków in 2004, while 
path 4 shows selected dipmeter logs (PDD1, PDD2, PDD3), followed by: 
Dual Laterolog curves (path 5), some HRAI logs after depth correction 
(path 6), calculated anisotropy parameters RH, RV (path 7), and the anisotropy 
coefficient � (path 8). Figure 3 presents captions to logs and calculation re-
sults.  

In studying the logs in Figs. 4 and 5 one can see that the calculated ani-
sotropy coefficient is highly variable. Its value oscillates from 1 to 2.2 and 
locally exceeds 2.3. At a depth interval of 910-952 m the anisotropy coeffi-
cient considerably increases (1.2 < � < 2.3). The lithology of that depth in-
terval includes shales intercalated with sandstones and mudstones with a 
significantly increased porosity (Fig. 4).  

At a depth interval of 1290-1325 m one can observe the high variability 
of � values while the increased values are usually related with higher 
shaliness (Fig. 5). 
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Fig. 3. Headline for Figs. 4 and 5 showing measurements and calculated anisotropy 
parameters. 

Fig. 4. Well logs and calculation results for depth interval of 910-952 m. 

Fig. 5. Well logs and calculation results for depth interval of 1290-1325 m. 
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Fig. 6. Anisotropy coefficient 
versus depth for a depth interval 
of 900-1450 m. � – value calcu-
lated for each measurement 
point, � av – value averaged with 
a13-point filter. 
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To better illustrate the changes of � with depth H, we present the plot in 
Fig. 6; the plot shows the values calculated for each measurement point with 
a step of 0.1 m and the value averaged with a 13-point filter (moving aver-
age). The moving average value smoothes the oscillations and eliminates ex-
treme values that can be a result of the misfit of the log depth. 

Based on the averaged values of � we calculated the mean, minimum, 
and maximum values of the anisotropy coefficient for the whole interval of 
900 to 1450 m. The results for selected intervals are given in Table 2. 

Table 2  
Mean, minimum, and maximum values for the electric anisotropy coefficient  
(after averaging with a 13-point filter) for selected depth intervals. Well C-3. 

Depth interval 
[m] 

Electric anisotropy coefficient � 
Remarks Mean  

value 
Minimum 

value 
Maximum 

value 

904.0 – 950.0 1.551 1.319 1.735 
Shales, medium shaliness, 
sandstone intercalations, 
high porosity, anisotropy(?) 

1010.0 – 1059.4 1.464 1.310 1.628 Sandstone and shale,  
anisotropy 

1064.5 – 1100.0 1.471 1.158 1.750 Shale and sandstone,  
anisotropy 

1109.5 – 1184.9 1.481 1.220 1.794 
Shale with sandstone inter-
calations, gas saturation, 
high porosity, anisotropy(?) 

1192.0 – 1243.7 1.494 1.292 1.830 
Shale with sandstone inter-
calations, variable gas  
saturation, anisotropy(?) 

1299.5 – 1321.1 1.501 1.232 1.828 Shale with sandstone  
intercalations, anisotropy 

 

Due to intercalations of the sandstones and shales and increased values 
of coefficient � observed in them, some intervals from Table 2 can be re-
garded as anisotropic layers. 

The detailed study of high-resolution logs measured with a SED 
dipmeter shows that anisotropic layers can occur there. 

The table indicates three layers in which we can deal with anisotropy or 
variable gas saturation, or increasing influence of the mud. These layers are 
indicated with a question mark “?”. 

Studying the calculated anisotropy coefficients one should: 
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� Eliminate intervals in which resistivity changes are observed as a re-
sult of mud filtrate invading the borehole environment (flushed zone), par-
ticularly when the mud has increasing effects on resistivity. There is still the 
phenomenon of equivalence observed by Kunz and Moran (1958), who indi-
cated that an anisotropic layer with the infinite thickness (h � �) is equiva-
lent to an isotropic, radially inhomogeneous layer whose resistivity varies 
according to: 

 eq for ,
( 1)

avR r
R r a

r a� �
*�

� /*� � � �
 (7) 

and 
 eq for and ,m

rR R r a r
a

* *� � �  

where r is the radial component, a is the borehole radius, and Rm represents 
mud resistivity. 

When resistivity distributions Req given by Eqs. 7  for  RH = 1.5 ohmm  
and  � = 2  were compared with the Ra distribution under the assumption of a 
shallow invaded zone, in the water-bearing layer with increased mud effect 
(Ba�a 2011), it was noted that resistivity changes were similar; this may be 
misleading and suggest the anisotropy in a layer with radially variable resis-
tivity. 

� It was also observed that higher gas saturation and higher porosity 
caused an increase in RV and this in turn resulted in increased values of � but 
did not correspond to anisotropic zones (such zones are marked in Table 2 
by a question mark “?”). 

5.  ANALYSIS  OF  AMBIGUITY  OF  THE  RESULTS 
5.1  Effect of sandstone and shale volume on the anisotropy coefficient 
Resistivities RV and RH for anisotropic formations of a laminar model (Klein 
1993, Mollison et al. 2001, Ba�a 2011) can be calculated from the simplified 
formula: 

 sand sand ,V sh shR V R V R� � 
 �  (8) 

 san d

san d san d
,sh

H
sh sh

R R
R V R V R

�
�

� 
 �
 (9) 

and 
 sand 1 .shV V
 �  

It can be seen that the varying proportions of sandy and shale fractions 
influence the values of resistivities, RH and RV, and the anisotropy coefficient 
�. 
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Fig. 7. Resistivity as a function of shale volume. Calculations for: (a) Rsh = 1 ohmm, 
Rsand = 6 ohmm; and( b) Rsh = 1 ohmm, Rsand = 20 ohmm. Laminar model.  

Figure 7 presents plots of resistivity versus shale volume for a laminar 
model and  Rsh = 1 ohmm  and  Rsand = 6 and 20 ohmm, which are most char-
acteristic for the Miocene deposits. 

It can be seen that the anisotropy coefficient first grows from 1 (scale on 
the left) for Vsh rising from 0 to 50% when it attains its maximum: for (a) � = 
1.43, and for (b) � = 2.35, then it decreases to 1 along with increasing shale 
volume. It can also be read that for  Vsh = 0.5 (model (b)) resistivity 
RV = 10.5 ohmm  and  RH = 1.9 ohmm. 

Let us assume that a model of anisotropic formation is composed of 8 
sand-shale alternating layers (V(i) = 12.5%) with the same thickness and re-
sistivity: Rsand = 20 ohmm, and Rsh = 1 ohmm (Fig. 8). Applying Eqs. 8 and 9 
for a laminar model we get  RV = 10.5 ohmm  and  RH = 1.9 ohmm. These are 
the same values as obtained from the model (b) (Fig. 7). Hence, that repre-
sents a low-resistivity formation. In vertical and slightly inclinated wells, a 
traditional induction tool records the horizontal resistivity RH which is 
strongly dependent on low-resistivity shale interbeds and poorly indicates 
hydrocarbon saturation. 

In their paper, Ferraris and co-authors (Ferraris et al. 2007) emphasize 
that measuring the horizontal and vertical resistivity of anisotropic rocks in 
vertical or slightly inclinated wells, represents a serious problem for conven-
tional induction tools and laterologs. Faivre et al. (2002) studied the distribu-
tions of current lines from induction tools and laterologs with different 
electrode configurations and they are of the opinion that laterolog tools re-
spond more to the vertical component. However, when the invaded zone is 
deep (Di > 30-50 cm), then the sensitivity to the vertical component is too 
small to be used for the evaluation of RV. 
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Fig. 8. Model of anisotropic rock consisting of a sequence of eight alternate layers of 
sand and shale with the same thickness (Ba�a 2011). 

The current lines around deep laterolog tools (LLD) are almost horizon-
tal, although their configuration is rather disturbed in anisotropic media. 
Faivre et al. (2002) concludes that shallow laterolog (LLS) and spherically 
focused log (SFL) devices are more sensitive to medium’s anisotropy, how-
ever the mud filtration can decrease or even conceal the anisotropy (Moran 
and Gianzero 1979). 

5.2  Estimation of errors 
Anderson and Barber (1996) have evaluated that the accuracy of a conven-
tional induction tool (AIT) amounts to 2% of the relative error when the tool 
measures resistivity of less than 25 ohmm. 

In their respective papers, Yin (2000) and Yin and Kurniawan (2008) 
show that the accuracy of induction tool measurement is ±0.02 ohmm for a 
resistivity range of 1 to 10 ohmm, ±0.54 ohmm for resistivity of 25 ohmm, 
and ±7.5 ohmm for resistivity of 100 ohmm. 

Starting with the simplest models of series and parallel connections of 
resistors and transforming Eqs. 8 and 9, one can calculate the resistivity of 
sand interbedding, Rsand. 
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Fig. 9. Resistivity RV and RH calculations based on a model of series connection and 
parallel connection of resistors as a function of shale volume. It was assumed that 
Rsand = 10, 20, 50 ohmm, and (a) Rsh = 1 ohmm, isotropic shale; and (b) intrinsic ani-
sotropy of shale:  RshH = 0.83 ohmm,  RshV =  7.0 ohmm. 

For series connection: 

 sand 1
V sh sh

sh

R R V
R V

� �
�

�
 (10) 

and for parallel connection: 

 sand
(1 )

.H sh sh

sh H sh

R R V
R

R R V
� � �

�
� �

 (11) 

Figure 9 presents resistivities RV and RH versus shale volume calculated 
for both models (series connection and parallel connection), for  Rsand = 10, 
20 and 50 ohmm; and (a) isotropic shales with  Rsh = 1 ohmm (Fig. 9a); and 
(b) shales with intrinsic anisotropy with resistivity based on logs from well 
C-3:  RshH = 0.83 ohmm  and  RshV = 7.0 ohmm (Fig. 9b). 

Similar calculations as for the model (a) but for the other parameters 
were presented byYin and Kurniawan (2008). 
It can be observed in the curves that: 
� All three values of RH overlap for shale volume  Vsh > 50%  and this may 

result in considerable ambiguity in the Rsand calculation if the parallel 
connection model is solely applied. 

� RV values have good resolution for different Rsand when Vsh ranges from 0 
to 95%. Using a series connection model gives a proper evaluation of 
Rsand which is of considerable importance for further quantitative interpre-



M. BA�A  and  A. CICHY 
 

1310

tation of anisotropic formations. This is valid both for isotropic shales 
and shales with intrinsic anisotropy. 

6.  AN  ATTEMPT  TO  ASSESS  WATER  SATURATION  SW 
An attempt to assess water and gas saturation was made using the approach 
described in the literature (Klein 1993, Minh et al. 2007, Ba�a 2011). The 
method consists in generating cross-plots based on the calculated resistivi-
ties, RH and RV (Fig. 10). In the cross-plots there are templates characterizing 
two families of curves: Rsand and Vsh. When the coordinates of the “shale” 
point were  RshV = RshH = 1 ohmm (isotropic shales), a number of points in-
terpreted for a depth interval of 1065 to 1100 m in well C-3 did not fall 
within the range of these Rsand and Vsh values (Fig. 10a). This may indicate 
the intrinsic anisotropy of shales. After the shale point had been shifted to  
RshV = 7.0 ohmm  and  RshH = 0.83 ohmm, all points were within the “grid 
template” for Rsand and Vsh (Fig. 10b). 

The resistivity of sandstone layers (Rsand) and shale volume (Vsh) were 
calculated. The resistivity of water-bearing zone (Ro) can be also read from 
the cross-plot (Fig. 10b) at line  RV = RH (which runs at an angle of 45°). The 
line linking Ro with the shale point delimits the area  Sw = 1  from the area 
Sw < 1, which is on the right of the Ro line. This mirrors the assumption that 
all sandstone beds have a similar porosity.  

Water saturation and hydrocarbon saturation for selected levels with 
electric anisotropy were calculated with the use of commonly known 
 

Fig. 10. Cross-plots  RH = f (RV)  for Miocene formations in the Cierpisz-3 well at a 
depth interval of 1065-1100 m with templates showing values for Rsand and Vsh: 
(a) isotropic shales, and (b) intrinsic anisotropy of shales.  
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Fig. 11. Vsh and SW calculated by applying the anisotropic procedure and routine 
quantitative interpretation made by Geofizyka Kraków: Vsh(int), Sw(int).  

Archie’s, Simandoux’s, Total, Indonesian, and Waxman-Smits’ equations. 
They are included in the procedure that was based on the above-described 
cross-plots (Fig. 10). From the Rsand and Vsh values determined from the 
cross-plots and the suitably shifted shale point and known (or assumed) po-
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rosity value, data sets containing calculated water saturation, SW, were gen-
erated. 

In this way, the saturation level (SWARCH1) and (SWTOT) was calculat-
ed for the whole depth interval of 1065-1100 m and was then compared with 
routine interpretations (SW(int)) made by Geofizyka Kraków (C-3 Well 
2004). The results are shown in Fig. 11. The results are generally compatible 
although discrepancies can be observed over some intervals. 

Though it slightly deforms the “grid template”, shifting the shale point 
towards lower values of RshH has a minimal impact on the calculated values 
of Rsand and Vsh, while decreasing RshV causes a significant decrease in SW and 
increase in Vsh. Thus, as a result of an improper choice of the shale point one 
can get a reading that is either too high or too low SW (SG). 

Therefore, points in the “grid template” should be carefully studied be-
fore choosing the point of intrinsic anisotropy of shales.  

The presented method is based on cross-plots and gives an initial evalua-
tion of water and gas saturation based on calculated values of RH and RV and 
estimated Rsand and Vsh. 

The method is independent of results of an integrated interpretation of 
well logging data and allows saturation in anisotropic levels to be roughly 
evaluated.  

7.  CONCLUSIONS  AND  DISCUSSION 
Anisotropy parameters were calculated based on resistivity logs recorded 
with a laterolog tool (DLL) and induction tool HRAI, in Miocene formations 
in well C-3. 

It can be observed that the calculated electric anisotropy coefficient is 
highly variable and ranges from 1 to 2.2, while only locally does it exceed 
2.3. The increase in the anisotropy coefficient value usually corresponds to 
zones with a higher shale volume that are interbedded with sandstones and 
mudstones. 

The examination of calculated electric anisotropy coefficients should in-
clude the following elements: 
� Elimination of intervals with resistivity changes near the well due to infil-

tration of the mud filtrate that can result in possible equivalence.  
� A detailed study of high-resolution logs recorded with a dipmeter SED 

that can prove the possible presence of anisotropic levels. 
� Higher gas saturation and higher porosity cause an increase in RV which 

results in greater values of � but does not correspond to the anisotropic 
zones.  

� It is very important to correctly evaluate the resistivity of sandstone inter-
beds when calculating water saturation (SW) and hydrocarbon saturation 
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(SG), in the course of an integrated quantitative interpretation of anisot-
ropic formations.  

� Calculation of resistivities RH and RV, as a function of depth for the as-
sumed models, gives a better understanding of the effects of anisotropy 
on the resistivity measured. 

� Evaluation of water and hydrocarbon saturation based on cross-plots cre-
ated on the basis of calculated horizontal resistivity RH and vertical resis-
tivity RV, can provide early information on saturation in anisotropic parts 
of a deposit. 
This method is independent of the results of a comprehensive interpreta-

tion of well logging data and allows one to estimate the hydrocarbons and 
water saturation level of the anisotropic zones. 
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A b s t r a c t  

The Schlumberger Doll Research (SDR) model and cross plot of 
porosity versus permeability cannot be directly used in tight gas sands. In 
this study, the HFU approach is introduced to classify rocks, and deter-
mine the involved parameters in the SDR model. Based on the difference 
of FZI, 87 core samples, drilled from tight gas sandstones reservoirs of 
E basin in northwest China and applied for laboratory NMR measure-
ments, were classified into three types, and the involved parameters in 
the SDR model are calibrated separately. Meanwhile, relationships of po-
rosity versus permeability are also established. The statistical model is 
used to calculate consecutive FZI from conventional logs. Field exam-
ples illustrate that the calibrated SDR models are applicable in perme-
ability estimation; models established from routine core analyzed results 
are effective in reservoirs with permeability lower than 0.3 mD, while the 
unified SDR model is only valid in reservoirs with permeability ranges 
from 0.1 to 0.3 mD. 

Key words: tight gas sandstones, permeability, formation classification 
method, SDR model, nuclear magnetic resonance (NMR) logs. 
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1. INTRODUCTION 
Permeability calculation is of great importance in formation evaluation and 
deliverability prediction (Mao et al. 2013). There is no conventional log to 
be used to directly calculate permeability. Generally, permeability prediction 
is always relied on a good relationship of core derived porosity and perme-
ability in conventional reservoirs (Salah 2012, Deng et al. 2013, Delli and 
Grozic 2013, Hulea 2013). However, the permeability estimation faces a 
great challenge in tight gas sands and carbonate formations (Hulea and 
Nicholls 2012, Xiao et al. 2014). The relationship between core derived po-
rosity and permeability cannot be expressed by a single function due to the 
complicated pore types, structure, and high degree of heterogeneity (Lucia 
1995, Xiao and Xiao 2008). In the right panel of Fig. 1, we show a cross plot 
of core derived porosity and permeability; the core samples were drilled 
from tight gas sandstone reservoirs in five adjacent wells of E basin in 
northwest China. The left panel of Fig. 1 displays the micro-resistivity scan-
ning imaging log response obtained from STAR II tool; this figure is ac-
quired from the same interval with the plug samples marked using ellipse in 
the right panel of this figure. In the E basin, all core derived porosities are 
measured by using the helium gas injection method, and to acquire fluid 
permeability for routine core analysis in tight gas sandstones, an instantane-
ous-pulse permeability test method instead of the conventional steady-state 
method was applied. By using the instantaneous-pulse permeability test 
method, the extremely low permeability of 0.000001 mD can also be meas-
ured under the experimental conditions of confinement pressure of 10.0~ 
60.0 MPa, and pore pressure of 0.0~15.0 MPa (Yang 2001). In the process of 
experimental measurement, we simulated the formation conditions. Hence, 
the measured results are reservoir fluid permeabilities, and no additional cor-
rections (such as stress correction) needed to be made (Gao et al. 1991). 
From Fig. 1, it can be observed that in tight gas sands of E basin, the related 
function cannot be established to directly calculate permeability from poros-
ity. If the relationship is constrainedly established, inaccurate permeability is 
obtained. Meanwhile, micro-resistivity scanning imaging log data illustrated 
that in the target formations of E basin, the intergranular pore is dominant, 
and only few fractures developed in formations with extreme matrix porosity 
(the marked area in Fig. 1), which had been verified by Mao et al. (2008). 
Hence, in our target tight gas sands, formations are dominant by matrix per-
meability. Rezaee et al. (2012) and Xiao et al. (2014) pointed out that per-
meability estimation model can be established from mercury injection 
capillary pressure (MICP) data in tight gas sands, and Hulea and Nicholls 
(2012) estimated permeability from the total normalized pore-throat radius in 
heterogeneous carbonate rocks. However, all these models were established  
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Fig. 1. The cross plot of core derived porosity and permeability for core samples 
drilled from five adjacent wells in tight gas sands of E basin in northwest China. 

based on the laboratory experimental measurements, no cases had been ex-
hibited to introduce how these can be used in field applications, and those in-
termediate parameters were hardly acquired from conventional or nuclear 
magnetic resonance (NMR) logs at present. Coates et al. (1999) and Dunn et 
al. (2002) pointed out that NMR logs can be used to estimate permeability. 
In this paper, we will analyze the applicability of NMR logs in tight gas 
sandstone permeability estimation, and propose appropriate method to calcu-
late permeability from NMR logs. 

2. PERMEABILITY  ESTIMATION  FROM  NUCLEAR  MAGNETIC  
RESONANCE  (NMR)  LOGS 

2.1  Classical permeability prediction models based on NMR logs 
Nuclear magnetic resonance (NMR) logs are effective in predicting perme-
ability (Coates et al. 1999, Dunn et al. 2002). From NMR logs, two pro-
posed models can be used to calculate permeability; they are known as the 
SDR and Timur–Coates models (Kenyon 1997, Kenyon et al. 1988, Coates 
et al. 1999). The SDR and Timur–Coates models are expressed as follows: 

 1 1
1 2lm ,m nK C T0� 1 1  (1) 

 
2 2

2

FFI ,
BVI

m n
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where K is the permeability (in mD); � is the total porosity (in %); T2lm is the 
logarithmic mean of NMR T2 spectra (in ms); FFI is the free fluid bulk (in 
%); BVI is the bulk volume irreducible (in %); m1, n1, C1, m2, n2, and C2 are 
the statistical model parameters, whose values can be derived from lab NMR 
experimental data sets of core samples. When not enough core samples are 
usable, m1, n1, C1, m2, n2, and C2 are assigned to empirical values of 4, 2, 10, 
4, 2, and 10, respectively (Mao et al. 2013). 

2.2  Limitations of permeability estimation model in tight sandstone res-
ervoirs 

From Eqs. 1 and 2, it can be observed that permeability can be estimated 
from NMR logs once the values of m1, n1, C1, m2, n2, and C2 are first cali-
brated and the necessary input parameters of �, T2lm, FFI, and BVI can be 
precisely obtained. � and T2lm can be acquired from NMR logs after the nec-
essary hydrocarbon correction has been made (Xiao et al. 2012a, b, c). The 
values of FFI and BVI can be calculated from NMR logs as follows (Morriss 
et al. 1997): 

 

2cutoff

2min

2max

2min

( )
BVI 100% ,

( )

T

T
T

T

S T dt

S T dt
� 1
�
�

 (3) 

 FFI 100 BVI ,� �  (4) 

where T2min is the minimum horizontal relaxation time, T2max is the maximum 
horizontal relaxation time, T2cutoff is the T2 cutoff, and the units of them are 
microsecond. S(T) is the porosity distribution function, which is associated 
with the T2 relaxation time. 

Equations 3 and 4 illustrate that if one wants to calculate FFI and BVI 
from NMR logs, T2cutoff must be first determined. The histogram method is 
always used to determine a fixed T2cutoff for calculating FFI and BVI from 
NMR logs (Xiao et al. 2012a, b, c; Mao et al. 2013). Field applications illus-
trate that defining fixed T2cutoff to calculate FFI and BVI is not always effec-
tive. Figure 2 shows the statistical histogram of T2cutoff of 87 core samples, 
which were drilled from the same tight gas reservoirs as Fig. 1, and the 
T2cutoff were obtained by using the centrifugal displacement method. The 
principle of obtaining T2cutoff with centrifugal displacement method is illus-
trated in Fig. 3. 

From the statistical T2cutoff shown in Fig. 2 we can observe that in tight 
gas sands, not a fixed T2cutoff can be acquired to calculate FFI and BVI from 
NMR measurements in the whole intervals. To calculate accurate FFI and 
BVI, the optimal method is obtaining variable T2cutoff with the depth. How- 
 



D.-F. WEI  et al. 
 

1320

Fig. 2. The statistical histogram of T2cutoff for 87 core samples drilled from tight 
sandstone reservoirs of E basin in northwest China. 

Fig. 3. The principle of obtaining T2cutoff from NMR measurement with centrifugal 
displacement method. 

ever, there is no effective method to obtain variable T2cutoff at present (Xiao et 
al. 2012a, b, c). This makes a great challenge of calculating permeability by 
using the Timur–Coates model. Therefore, the SDR model is very popular in 
permeability estimation in practical applications (Mao et al. 2013). 
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To calculate permeability from NMR logs by using the SDR model, the 
parameters C1, m1, and n1 needed to be first calibrated. In this study, 87 core 
samples drilled from tight gas sands in the E basin of northwest China were 
chosen for laboratory NMR measurements. By using the NMR experimental 
results, the SDR model was calibrated and expressed as follows: 

 2.302 1.373 2
2lm0.00000389 , 0.682 .K T R0� 1 1 �  (5) 

Figure 4 displays the relationship of core derived porosity and permea-
bility for the same 87 core samples. If we only observe the correlation coef-
ficients listed in Fig. 4 and Eq. 5, we may conclude that permeability can be 
directly estimated from NMR logs by using the unified SDR model. Howev-
er, if we observe Fig. 4 in detail, we can find out that the relationship is 
much worse; although good correlation coefficient exist between them, most 
of the core samples cannot pass by the regressed trend line, and they are 
scattered on both sides of the trend line. This means that permeability may 
be overestimated or underestimated from NMR logs by using the unified cal-
ibrated SDR model. To improve the applicability of SDR model in tight gas 
sands, formation classification method is introduced to classify reservoirs in-
to several types, and the above-mentioned parameters in the SDR model are 
calibrated in every type of reservoir separately. 

The hydraulic flow unit (HFU) approach is used in formation classifica-
tion. In the next section, we will introduce tight gas sandstone permeability 
estimation method based on formation classification. 

Fig. 4. The cross plot of core derived porosity and permeability for core samples 
with laboratory NMR measurements. 
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3. PERMEABILITY  PREDICTION  FROM  NMR  LOGS  BASED  ON  
FORMATION  CLASSIFICATION  METHOD 

3.1  The hydraulic flow unit (HFU) approach 
A HFU is a reservoir zone that is continuous laterally and vertically with 
similar permeability, porosity, and bedding characteristics (Hearn et al. 
1984). Rocks with similar permeability, porosity, and bedding characteristics 
often have similar pore throat attributes and therefore belong to the same 
HFU. The HFU is often used to classify formation, and it is of great help for 
the evaluation of reservoir classification with strong heterogeneity (D’Windt 
2007). 

Based on a modified Kozeny–Carman equation and the concept of mean 
hydraulic radius, Tiab et al. (1993) developed a generalized formula of the 
relationship between porosity and permeability; this formula can be ex-
pressed as follows: 

 
gr

3

2 2

1 ,
(1 ) T V

K
K S

0
0

� 1
�

 (6) 

where 
 ps ,TK K 2�  (7) 

and SVgr is the specific surface area per unit grain volume in m2/cm3, Kps is 
the pore shape factor, � is the pore tortuosity, and KT is the pore-level effec-
tive zoning factor. Though varying among flow units, this parameter is con-
stant within a given unit. 

If the unit of permeability is transformed from �m2 to millidarcy, the fol-
lowing formula can be obtained by dividing both sides of Eq. 6 by porosity 
and taking the square root of both: 

 
gr

10.0314 ,
1 T V

K
K S

0
0 0

1 � 1
�

 (8) 

where 0.0314 is the conversion coefficient for K from �m2 to mD. 
There are three important parameters in the HFU theory and they are de-

fined as follows: 
(1) Reservoir quality index (RQI): RQI is defined as follows: 

 RQI 0.0314 ;K
0

� 1  (9) 

(2) Flow zone indicator (FZI): FZI is defined as: 

 
gr

1FZI ;
T VK S

�  (10) 
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(3) Normalized porosity (�z): Normalized porosity is defined as: 

 .
1z
00
0

�
�

 (11) 

By carrying out some algebraic transformations for Eq. 8, the expression 
of FZI can be rewritten as follows: 

 1FZI 0.0314 .K 0
0 0

�
� 1 1  (12) 

3.2  Determination of formation classification criteria 
Based on the analysis above section, the boundary of the FZI needed to be 
first determined to classify formations. If we substitute Eqs. 9 to 11 into 8 
and take logarithms on both sides, Eq. 8 can be transformed as follows: 

 log(RQI) log(FZI) log( ) .z0� 
  (13) 

Equation 13 illustrates that for core samples with the same FZI, the rela-
tionship of �z versus RQI in log-log coordinates will be a straight line, and 
core samples with a different FZI will be on other parallel lines. 

To obtain the classification criteria of FZI to classify formation, 87 core 
samples displayed in Fig. 4 are processed by using of the theory of HFU. 
The cumulative frequency distribution of FZI and the cross plot of �z versus 
RQI for 87 core samples are displayed in Figs. 5 and 6, separately. From  
 

Fig. 5. The cumulative frequency distribution of FZI for 87 core samples in our tar-
get tight gas sandstone reservoirs. 
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Fig. 6. The cross plot of �z versus RQI in log-log coordinates for the target core 
samples. 

these two figures, we can conclude that in our target tight gas sandstone 
reservoirs, the best classification of HFU is for three types; the boundary 
values of FZI for different types of formations are 0.32 and 0.60. Maybe, the 
permeability estimation can be a little improved; after formations are 
classified into many more types, a larger workload will be introduced. 

To verify the reasonableness of formation classification based on the dif-
ference of FZI, 3 representative core samples, which contain similar porosity 
but belong to different FZI, were chosen for MICP experimental measure-
ments, and the MICP data were acquired. Figure 7 displayed the MICP 
curves of these 6 core samples, the pore throat radius distribution and the 
corresponding NMT T2 distribution. These core samples are classified into 2 
groups based on the difference of porosities. For every group of core sam-
ples, the porosities are similar. From Fig. 7 we can observe that for core 
samples with different FZI, the pore structures are discrepant. Even if they 
contain similar porosity, the pore type and structure are entirely different. 
For a core sample with good pore structure, the corresponding FZI is high, 
and vice versa. For two groups of core samples, even if their petrophysical 
properties are discrepant, the regularities are analogous. Hence, these core 
samples should be classified, and a permeability estimation model should be 
established. 
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Fig. 7. Comparison of
pore structure for 6 rep-
resentative core samples
with different FZI: (a) the
MICP curves for 3 core
samples with poor physi-
cal properties, (b) the
pore throat radius distri-
butions for 3 core sam-
ples with poor physical
properties, (c) the NMR
T2 spectra for 3 core
samples with poor physi-
cal properties, (d) the
MICP curves for 3 core
samples with poor physi-
cal properties, (e) the
pore throat radius distri-
butions for 3 core sam-
ples with better physical
properties, and (f) the
NMR T2 spectra for 3
core samples with better
physical properties. 
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3.3 Calibration of the SDR model 
With the same classification criteria of FZI, core samples displayed in Fig. 4 
are classified into three types; the laboratory NMR measurements are reused 
to calibrate the involved parameters in the SDR model by using the multiple 
regression method. The rock classification criteria of FZI and the corre-
sponding calibrated SDR models are listed in Table 1. 

Table 1 
Rock classification criteria of FZI and the corresponding calibrated SDR permeability 

estimation models in tight sandstone reservoirs of E basin in northwest China 

Type 
of rock 

The classification  
criteria of FZI Calibrated SDR model 

Correlation  
coefficient 

(R2) 
1st type less than 0.32 K = 0.0000019 × �4.24 × T2lm

0.17 0.88 
2nd type between 0.32 and 0.6 K = 0.000057 × �2.90 × T2lm

0.49 0.97 
3rd type greater than 0.6 K = 0.0036 × �4.08 × T2lm

0.93 0.96 
 
From Table 1 it can be observed that the correlations of permeability 

with porosity and T2lm are improved for every type of rocks. The correlation 
coefficients are high enough, ensuring the applicability of SDR model in 
tight sandstone permeability prediction. 

3.4  Establishment of relationships for routine core derived porosity and 
permeability 

To verify the applicability of the theory of HFU in routine core analysis, it is 
also applied in core samples displayed in Fig. 1. By using the same classifi-
cation criteria of FZI listed in Table 1, the core samples are reused, and they 
are also classified into three types. For every type of core samples, we at-
tempt to establish the relationship of core derived porosity and permeability. 
The correlations of core derived porosity versus permeability are displayed  
 

Table 2 
Rock classification criteria of FZI and the corresponding relationships  

of core derived porosity and permeability those displayed in Fig. 1 

Type 
of rock 

The classification  
criteria of FZI Calibrated SDR model 

Correlation  
coefficient 

(R2) 
1st type less than 0.32 K = 0.0017 × �2.70 0.87 
2nd type between 0.32 and 0.6 K = 0.0002 × �3.02 0.88 
3rd type greater than 0.6 K = 0.00007 × �3.00 0.82 
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Fig. 8. Cross plots of porosity versus permeability for core samples with three dif-
ferent types of HFU. 

in Fig. 8, and the corresponding permeability estimation models based on 
routine core analysis are listed in Table 2. By using the list models, forma-
tion permeability can also be estimated from porosity. Analyzing Fig. 8 we 
can observe that for the first two types of core samples, the regressed trend 
lines can be used to express the relationship of porosity and permeability, 
whereas for the third type of core samples, the regressed model will underes-
timate the permeability in formations with permeability higher than 2.0 mD. 

3.5  Calculation of FZI from conventional logs 

3.5.1  Establishment of FZI prediction model 
The above section has illustrated that the SDR model is applicable in tight 
sandstone permeability estimation once the FZI is introduced to classify 
rocks. To extend this proposed technique into field applications, consecutive 
FZI should be first calculated to classify formations. Abbaszadeh et al. 
(1996), D’Windt (2007), and Haghighi et al. (2011) pointed out that FZI can 
be calculated from conventional logs by using the multiple regression 
method. In this study, the multiple regression method is also applied to cal-
culate FZI. The correlation analysis of obtained FZI from core porosity and 
permeability by using Eq. 12 and conventional logs illustrates that FZI is 
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much sensitive to the interval transit time (AC), density (DEN), compen-
sated neutron (CNL), natural gamma (GR), the ratio of deep and shallow lat-
eral resistivity (LLD/LLS), and shale content (VSH) in our target tight gas 
sands. Hence, these six parameters are chosen to establish the FZI prediction 
model. In the process of establishing FZI calculation models, only 55 core 
samples were used, and the other 32 core samples were retained to verify the 
reliability of the estimated FZI. By using these 55 core samples, the FZI cal-
culation model is calibrated and expressed as follows: 

� �
FZI 0 0033 AC 0 027 CNL 0 0094 DEN 0 0074 GR

9 18 LLD/LLS 0 13 VSH 10 20 correlation coefficient 0 89
. . . .

. . . . .
� � 1 � 1 � 1 
 1


 1 � 1 � �
 (14) 

From Eq. 14, it can be observed that good relationship exists between 
FZI and conventional logs. If it is applied in field applications, consecutive 
FZI can be calculated from conventional logs. 

It is important to note that the parameter of LLD/LLS, which represents 
the drilling mud invasion characteristics, and thus fluid saturation, has been 
involved in Eq. 14. Hence, the FZI estimated from Eq. 14 should be heavily 
affected by the degree of drilling mud invasion and saturation conditions, 
and the applicability of Eq. 14 should been reduced in formations with sig-
nificant drilling mud invasion. 

Fortunately, in our target tight gas sands, the drilling mud invasion is not 
obvious due to the poor permeability, the amplitude difference of deep and 
shallow lateral resistivity is not prominent, and the contribution of LLD/LLS 
to FZI is not primary. Therefore, Eq. 14 can be well used to estimate FZI in 
tight gas sands of E basin. 

3.5.2  Reliability verification for FZI estimation 
To verify the reliability of these FZI estimation models, expressed in Eq. 14, 
in field applications, it is applied to tight sandstone reservoirs in the E basin 
to obtain FZIs from conventional logs, and they are compared with laborato-
ry derived results for 32 core samples. Figure 9 shows the cross plot of de-
rived FZI from 32 core samples and predicted results by using Eq. 14. The 
solid lines in this figure represent the diagonal lines, which clarify the dis-
crepancy of the calculated FZI with that of the core analyzed results. This 
figure demonstrates that the FZIs estimated by using Eq. 14 and the core de-
rived results locate in the neighborhood of the diagonal lines. This means 
that the predicted FZIs by using Eq. 14 are acceptable, and Eq. 14 can be ap-
plied in field applications to calculate consecutive FZI, and then the perme-
ability estimation formulae listed in Table 1 can be used for accurate perme-
ability prediction. 
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Fig. 9. Comparison of FZI acquired from core samples and calculated from conven-
tional logs. 

4. CASE  STUDY 
Based on the proposed technique, several wells in the E basin of northwest 
China are processed, and the corresponding tight gas sandstone permeability 
is estimated. In the process of field applications, we should note that all per-
meability estimation formulae based on the SDR model are established with 
laboratory NMR measurements from fully brine saturated core samples. If it 
is used in field tight gas reservoirs, the effect of diffusion relaxation of natu-
ral gas to NMR logs (NMR porosity and T2lm) should be considered. In re-
gard to the porosity calculation in tight gas sands, Xiao et al. (2012a, b, c) 
had proposed appropriate model, and it had been verified to be effective in 
tight gas porosity calculation in the E basin. Hence, it is directly citied in this 
study to acquire precise porosity. In regard to the gas correction of T2lm, Xiao 
et al. (2012a, b, c) pointed out that a relationship of between T2lm acquired 
from field NMR logs and measured from core samples under fully brine 
saturated can be established, and it was widely applicative. Based on the 
method proposed by Xiao et al. (2012a, b, c), a relationship is also estab-
lished to correct the effect of natural gas to NMR T2lm, as is shown in 
Fig. 10. From Fig. 10 we can observe that good relationship exists between 
the T2lm acquired from field NMR logs and measured from core samples that 
were fully brine saturated. With this relationship, the effect of natural gas to 
field NMR T2lm can be diminished, and, using the corrected NMR parame-
ters, little errors should be introduced in permeability estimation. 
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Fig. 10. A relationship between T2lm acquired from field NMR logs and from core 
measurement under full brine-saturation in the target tight gas sands of E basin. 

Fig. 11. Comparisons of permeabilities estimated from field NMR logs by using 
three methods. 
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Figure 11 shows a field example of estimating permeability in the 
E basin. In the first track, the displayed curves are gamma ray (GR), sponta-
neous potential (SP), and borehole diameter (CAL), they are used for effec-
tive formation indication. In the second track, we display the curves of den-
sity log (DEN), compensated neutron log (CNL), and interval transit time 
log (AC).  

They are used for porosity estimation. RT displayed in the third track is 
deep lateral resistivity, and RXO is shallow lateral resistivity. T2 distribution 
displayed in the fourth track is field NMR T2 spectrum, which was acquired 
from the Halliburton’s MRIL-C tool, and T2lm is the logarithmic mean of the 
NMR T2 distribution. The fifth track is depth and its unit is meter. In the 
sixth track of Fig. 11, we display the comparison of routine core derived po-
rosity (CPOR) and NMR derived porosity (POR), and POR is calculated 
from field NMR and conventional acoustic log using method proposed by 
Xiao et al. (2012a, b, c). This comparison illustrates that the calculated po-
rosity matches the core derived porosity very well, which means that POR is 
reliable and little error will be brought in when it is applied in permeability 
estimation. PERM displayed in the seventh track is the formation permeabil-
ity estimated from field NMR logs by using the proposed technique, and 
CPERM is the core analyzed permeability. PERMCG displayed in the eighth 
track is permeability curve obtained by using the models listed in Table 2, 
and it is directly predicted from porosity after formations are classified into 
three types by the difference of FZI. KSDR displayed in the last track is 
permeability estimated from field NMR logs by using the unified SDR 
model without formation classification. From the comparisons displayed in 
these three tracks, we can observe that permeabilities can be precisely esti-
mated from field NMR logs once tight gas sandstone reservoirs are classified 
into three types by using the difference of FZI and the corresponding cali-
brated SDR models are applied. Models established by using the routine core 
analyzed results are effective for formations with permeability lower than 
0.3 mD, while in formations with permeability higher than 0.3 mD, 
PERMCG is underestimated. However, formation permeability can only be 
effectively predicted in the intervals with permeability ranges from 0.1 to 
0.3 mD by using the unified SDR model. When formation permeability is 
higher than 0.3 mD or lower than 0.1 mD, permeability will be underesti-
mated from the unified SDR model. The accuracy of estimated permeability 
was confirmed by drill stem testing data, in the interval of xx08 to xx80 m 
(highlighted in Fig. 11), 3.12 × 104 m3/day  of gas production is acquired and 
the dynamic permeability acquired from well testing in this interval is 
0.65 mD. To make the estimated results from different methods can repre-
sent the true permeability of the whole test interval they are all normalized 
by using thickness weighted average method. The results illustrate that per-
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meabilities estimated from the calibrated SDR models based on FZI classifi-
cation, the conventional method by using the models listed in Table 2 and 
the unified SDR model in the same interval are 0.57, 0.42, and 0.36 mD, 
separately, while the average core derived permeability in this interval is 
0.6 mD. These comparisons adequately show that the technique proposed in 
this study is much more effective in tight gas sands permeability estimation. 
Permeability calculated by using calibrated SDR models based on FZI clas-
sification is very close to the core derived result and dynamic permeability, 
whereas permeabilities estimated by using the other two methods are all 
much underestimated. 

5. DISCUSSIONS 
To intuitively illustrate the improvement of permeability estimation by using 
the calibrated SDR models based on formation classification method, perme-
abilities acquired from four different kinds of methods are compared and 
they are displayed through Figs. 12 to 14, respectively. To carefully analyze 
the applicability of the models mentioned in this study, core samples with 
different FZI values are marked with different colour code. The blue lines in 
these three figures represent the diagonal lines which highlight the discrep-
ancy of predicted permeability with those of core analyzed results.  

Fig. 12. Cross plot of core derived permeability versus estimated permeability by us-
ing calibrated SDR models. 
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Fig. 13. Cross plot of core derived permeability versus estimated permeability by us-
ing established models from routine core analyzed results based on FZI classifica-
tion. 

Fig. 14. Cross plot of core derived permeability versus estimated permeability by us-
ing unified SDR models. 

0.001

0.01

0.1

1

10

0.001 0.01 0.1 1 10

Es
tim

at
ed

 p
er

m
ea

bi
lit

y 
by

 u
si

ng
 m

od
el

s e
st

ab
lis

he
d 

fr
om

 ro
ut

in
e 

co
re

 a
na

ly
ze

d 
re

su
lts

, m
D

Core derived permeability, mD

0.001

0.01

0.1

1

10

0.001 0.01 0.1 1

Es
tim

at
ed

 p
er

m
ea

bi
lit

y 
by

 u
sin

g 
un

ifi
ed

 S
D

R
 m

od
el

, 
m

D

Core derived permeability, mD



ESTIMATION  OF  PERMEABILITY  IN  TIGHT  GAS  SANDS 
 

1335 

Figure 12 demonstrates that the permeabilities estimated by using the 
calibrated SDR models based on FZI classification, and the core derived re-
sults, are located in the vicinity of the diagonal line for almost all core sam-
ples, which indicates that permeabilities obtained from these two methods 
are approximate. From Fig. 13, however, we can observe that the 
permeabilities predicted by using the established models from routine core 
analyzed results based on FZI classification only match the core derived re-
sults when permeabilities are lower than 0.3 mD. In this range, the data 
points are located in the vicinity of the diagonal line, while they are much 
more divergent than those of the calibrated SDR models. For formations 
with different type of FZI, the accuracy of permeability estimation is not 
disparate. For formations with the third type of FZI and permeabilities that 
are higher than 0.3 mD, these models underestimate the formation permea-
bility. This coincides with the results displayed in Fig. 8. 

Figure 14 indicates that the unified SDR model is effective in permeabil-
ity estimation when formation permeabilities range from 0.1 to 0.3 mD, and 
the corresponding formations contain the first type of FZI. In the other cases, 
permeabilities are underestimated. This observation is consistent with those 
displayed in Fig. 11. 

From these comparisons, displayed in Figs. 11 to 14, we can observe that 
the accuracy of tight gas sandstone permeability estimation is not high 
enough from NMR logs by using the unified SDR model; once the forma-
tions are classified into three types based on the difference of FZI, and the 
above-mentioned parameters in the SDR model are calibrated separately, the 
permeability prediction is much improved. Although permeability can be es-
timated from porosity after formations are classified into three types based 
on the difference of FZI, and the estimated permeabilities are much more 
precise than those obtained from unified SDR models, the accuracy needs to 
be improved for tight gas sands evaluation; the reasons may be that the input 
parameter used is the logarithmic mean of NMR T2 spectra except of the po-
rosity in the calibrated SDR models, and the logarithmic mean of NMR T2 
spectra is the response of pore structure. However, the models established 
from routine core analyzed results only contain univocal porosity, and from 
Fig. 8 we can also observe that the relevance between core derived porosity 
and permeability is not high enough, and, especially for the third type of 
rocks, permeability should be underestimated by using the regressed rela-
tionship. Maybe, the permeability can be much more precisely estimated 
from porosity after formations are classified into many more types, but the 
processing procedure should be complicated, and many more median errors 
may be introduced. 
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6. CONCLUSIONS 
� The classical Timur–Coates model is poorly applicable in permeability 

estimation, because it is difficult to accurately obtain the involved pa-
rameters of FFI and BVI from NMR logs at present. 

� If the SDR model is directly applied in tight gas sandstone permeability 
prediction with the unified calibrated parameters, precise permeability 
can only be estimated in the intervals with permeability ranges from 0.1 
to 0.3 mD; when formation permeability is higher than 0.3 mD or lower 
than 0.1 mD, the formation permeability will be underestimated. 

� After core samples are classified into three types based on the differences 
of FZI, the above-mentioned parameters in the SDR model can be cali-
brated, respectively. Once the same criteria are applied to field applica-
tions, formations can be classified and the corresponding SDR models 
can be used to effectively improve the permeability estimation in tight 
sandstone reservoirs. 
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A b s t r a c t  

Seismic site coefficients (Fs) for Imphal city have been estimated 
based on 700 synthetically generated earthquake time histories through 
stochastic finite fault method, considering various combinations of mag-
nitudes and fault distances that may affect Imphal city. Seismic hazard 
curves and Uniform Hazard Response Spectra (UHRS) are presented for 
Imphal city. Fs have been estimated based on site response analyses 
through SHAKE-91 for a period range of engineering interest (PGA to 
3.0 s), for 5% damping. Fs were multiplied by UHRS values to obtain 
surface level spectral acceleration with 2 and 10% probability of ex-
ceedance in 50 year (~2500 and ~500 year) return period. Comparison 
between predicted mean surface level response spectra and IS-1893 code 
shows that spectral acceleration value is higher for longer periods (i.e., 
> 1.0 s), for ~500 year return period, and lower for periods shorter than 
0.2 s for ~2500 year return period. 

Key words: seismic site coefficient, seismic microzonation, ground 
motion. 
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1. INTRODUCTION 
Past earthquakes have demonstrated that the local soil plays significant role 
in the characteristics of ground motions. Building codes have incorporated 
soil amplification effects by specifying few site categories (soil profile 
types) and assigning soil/site amplification effects for each site category. 
According to Martin and Dobry (1994) the site coefficients Fa specified in 
the National Hazard Reduction Program (NEHRP) provisions (BSSC 1995) 
are about the mean values and the site coefficients Fv are approximately the 
mean plus one standard deviation values. However, the variations in these 
site coefficients are not specified. The work carried out by Hwang et al., 
(1997) specified the site coefficient for site categories given in the 1994 
NEHRP provisions (BSSC 1995) using the ground motions expected to oc-
cur in the eastern United States. A set of generic site coefficients was de-
rived and summarized similar to NEHRP site coefficients (BSSC 1995), with 
an added dimension of the Mississippi Embayment deposits thickness to the 
Paleozoic rock by Park and Hashash (2005). All these site coefficients cate-
gorize only the type of soil and do not correlate it with rock-level time histo-
ries. In this paper, a simple procedure has been established to compute the 
seismic site coefficients (Fs) due to seismic loading (earthquake time-
history) that may be useful for design engineers to obtain the surface level 
response. The study has been performed for Imphal city (capital of Manipur 
State, India; Fig. 1) and Fs with respect to 700 synthetically generated earth-
quake time-histories have been obtained. These time-histories have been  
 

 

 
Fig. 1. Location of Imphal city. 



SSC  AND  SEISMIC  MICROZONATION  OF  IMPHAL  CITY 
 

1341 

generated at a regular interval of magnitude of 0.5 and distance of 20 km, for 
Mw magnitudes between 5.0 and 8.5, and 5-200 km distance using finite-fault 
seismological model (Motazedian and Atkinson 2005) in conjunction with 
equivalent linear site response analyses (Idriss and Sun 1992) on all 122 
borehole locations of Imphal city. Further, Fs are used to get the surface level 
response for input rock level motion. Pallav et al. (2012) have already per-
formed the probabilistic seismic hazard analysis of Manipur State in which 
the rock level PGA for Imphal city has been estimated for 2 and 10% prob-
ability of exceedence in 50 year (~2500 and ~500 year) return period. Sur-
face level response for Imphal city has been estimated by multiplying the 
rock level input with Fs. Further on, seismic microzonation maps at PGA, 
0.3 and 1.0 s with ~500 and ~2500 year return period have been prepared for 
Imphal city and a comparison was made between predicted mean surface 
level response spectra and the existing Indian Code of Practice (IS-1893 
2002). 

2. ABOUT  IMPHAL  CITY 
Imphal city (24,48�N, 93,56�E), the capital of Manipur state, is one of the 
oldest cities of North East India; it forms the central part of the oval-shape 
Imphal valley. The developmental growth of city has been very slow for 
various political and geographical reasons compared to other capital cities of 
India. However, in the recent years, an increase in population/population 
density in and around Imphal city has been observed. According to the 2011 
census, Imphal city has a population of 264 986; which is around 10% of the 
entire state’s population. The growth pattern has been considerably influ-
enced by physiographic characteristic of Imphal city. Major growth has 
taken place in the central area – near Kangla Palace, and towards the south 
along the highways (NH-39 and NH-150), which is shown in Fig. 2. 

In recent time, local government has taken up several important infra-
structural building programmes to accommodate increase in population. New 
buildings, viz., capital buildings, high court, city convention center, etc., are 
coming up along with some new international projects, like rail link from 
Manipur to Vietnam, trilateral highways project between India, Myanmar, 
and Thailand, digital connectivity of optical fiber cable link between Moreh 
in Manipur and Mandalay in Mayanmar (PTI 2010) are in pipeline. As such, 
due to proximity Indo Burma Range (IBR), Shillong Plateau (SP), and Naga 
Disang Thrust, vulnerability of Imphal city to damaging earthquakes has in-
creased. In view of this, it is pertinent to understand the near surface soil ef-
fect on Imphal city due to earthquake events and model the local site that 
helps engineers and designers to use the developed parameters, i.e., seismic 
site coefficients, due to seismic loading in their design. 
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Fig. 2. Imphal city with important places, rivers, and transportation network along 
with boreholes location (origin (0 km, 0 km) corresponds to latitude of 24.81� and 
longitude of 93.94�, at Kangla palace). 

3. SEISMIC SETUP AROUND IMPHAL CITY 
In a period of 147 years (1866-2013), North East (NE) India has experienced 
more than 2200 earthquakes of magnitude Mw � 4.0. These earthquakes, of 
both crustal as well as subduction zone origin, are close to Imphal 
(< 300 km). Seismotectonic features in a broad region around Imphal city 
have been identified and described basing on the seismotectonic atlas of In-
dia (GSI 2000). Figure 3 (after Pallav et al. 2010, 2012) shows that almost 
the entire region around Imphal city is surrounded by faults. These faults 
contribute to tectonic activity in the region, which is mainly due to the inter-
action between the north-south convergence along the Himalayan boundary,  
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Fig. 3. Seismotectonic setup around Imphal city with seven seismic blocks along 
with epicenters (1866-2013). 

and east-west convergence along the IBR. Based on its seismotectonic fea-
tures and geology, NE India is broadly divided into seven seismic zones. 
These are: 1 – Indo-Burma Ranges, IBR; 2 – Eastern Himalaya, EH; 3 – 
Mishmi Thrust, MT; 4 – Shillong Plateau, SP; 5 – Naga-Disang thrust, ND; 
6 – Bengal basin, BB; and 7 – Assam Valley, AV (Goswami and Sarmah 
1982, Nandy 2001). The details on seismicity of NE India and damages in-
curred due to past earthquake in Imphal city/Manipur state were discussed in 
Raghukanth et al. (2009), and Kumar et al. (2010, 2012). 

4. GEOGRAPHY,  GEOLOGY  AND  LOCAL  SOIL  CONDITION 
4.1  Geography 
Imphal valley (also known as Manipur valley) is surrounded by a series of 
mountain chains, i.e., Patkai hills on the north and north-east and the Ma-
nipur hills, Lushai hills, Naga hills, and Chin hills on the south, running from 
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north to south, forming an integral part of IBR (Laiba 1992, Ibotombi 2000). 
It has NNW-SSE orientation with a gentle tilting slope towards the south, at 
798 m above mean sea level (a.m.s.l.) at the extreme north, and 746 m 
a.m.s.l. at the south. The structural and tectonic pattern near Imphal valley is 
transitional between the NE-SW trending pattern of Naga–Patkai hills and 
the N-S trend of Mizoram and Chin hills (Brunnschweiler 1974). These hills 
comprise geologically young rock formations due to Tertiary upward dis-
placement of the Himalayas from the shallow bed of the Tethys Sea. The 
rocks are mainly of Tertiary and Cretaceous sediments with minor igneous 
and metamorphic rocks. Geomorphologically, the valley area can be catego-
rized into five major units: 1 – moderate to high structural cum Denudational 
hills, which can be seen as the hills and mountains surrounding the valley, 
2 – residual hills composed of hillocks and hills which are scattered in the 
valley (e.g., Langol and Chingna hills), 3 – piedmont plain features along the 
foothills, 4 – older alluvial plains of alluvium deposits near foothills of Im-
phal valley, and 5 – younger alluvial plains having lower elevation than the 
older alluvial plains and which are mostly flat (Singh 2004). Imphal valley is 
surrounded by four major river basins, viz., the Barak river basin (Barak val-
ley) to the west, the Manipur river basin in central Manipur, the Yu river ba-
sin in the east, and a portion of the Laniye river basin in the north (Haokip 
2007). The river basins have the major rivers: Imphal, Iril, Nambul, Sekmai, 
Chakpi, Thoubal, and Khuga. All these rivers originate from the surrounding 
hills and deposit their sediment load in the Loktak lake (Laiba 1992) located 
in Imphal valley. 

4.2  Geology 
Geological information and a detailed geological report on Imphal city are 
still not available. As per the report published by Manipur Science and 
Technology Council (MASTEC 2007), Imphal valley is almost flat in nature, 
filled with fluvio-lacustrine dark grey to black clay, silt, and sand alluviums 
deposits. The major portion of sediments are clay and mixture of clay and 
sand, whilst silt and sand forms lensoids and bands within clay. As per the 
authors’ knowledge, the bed rock profile has not been mapped; however, the 
MASTEC (2007) report suggests that the average thickness of alluvium is at 
least ~100-150 m. It is suggested that the basement mainlyconsists of Disang 
sediments. The extension of the basement faults led to the growth of isolated 
hillocks, as remnants of horsts. This forms the basis of tectonic beginning 
and creation of Imphal valley (Ibotombi 2000). However, this is in disparity 
to the erosional formation of valley, according to which the valley was 
formed due to filling of river borne sediments in the Loktak lake, the original 
lake that engulfed the entire valley once. Laiba (1992) as another theory 



SSC  AND  SEISMIC  MICROZONATION  OF  IMPHAL  CITY 
 

1345 

suggesting the fluvio-lacustrine origin of the valley due subsequent earth-
quakes in the area. 

4.3  Local soil condition 
Imphal is a city located on the banks of Imphal, Nambul, and Kongba rivers 
that have left several palaeoseismic channels over which the present human 
settlement exists. The main constituents of Imphal valley are sands, clays, 
silts, etc. of fluvio-lacustrine origin, whereas ferruginous red soils are found 
near isolated foothill regions. Alluvial soils occur near the riverbanks. 
Clayey soils in the valley region are rich in humus. In the low-lying areas of 
Imphal city, i.e., Lamphelpat, Takyelpat, Prompat, Kakwapat (“pat” means 
lake), virgin soils as clayey loam, dark clayey, and boggy kind of soils are 
found (Laiba 1992). 

The near surface soil conditions play an important role in soil amplifica-
tion potential of a site. It is therefore essential to take into account the soil 
properties of the near surface soil layers to obtain the surface level ground 
motion. The shear wave velocity profiles and Cone Penetration Test (CPT) 
data are not readily available for sites in Imphal city. However, Standard 
Penetration Test (SPT-N) data and soil characteristics are available for sev-
eral sites, 122 location, of Imphal city. These sites are scattered over an area 
of about 11.5 × 8 km along the NH-39 and NH-53, as shown in Fig. 2. The 
SPT-N values have been measured at 1.5 m interval along the depth of bore-
holes. The boreholes depth ranges from 6 to 20 m for most of the sites. 
However, for important construction projects, SPT-N has been carried out 
down to a depth of 30 m. The type of soil deposits in Imphal city comprises 
of sandy clay, silty clay, and clayey along with organic matters deposited in 
different layers. They are loose in density due to typical alluvial/fluvial de-
posits. The SPT-N data shows that even at a depth of 25-30 m below the 
ground surface the values are low, of the order of 12 to 20, except of few 
places where they are about 30-40. In addition to the sides of NH-39, 
NH-53, and NH-150 roads, most of these boreholes are located around the 
Kangla Palace area that houses several commercial and administrative estab-
lishments. Further, the classification of the site categories present in Imphal 
city has been made based on International Building Code (IBC-2006 2006), 
in which the average standard penetration resistance ( N ) at all the boreholes 
is computed by the following equation: 
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Fig. 4. Typical D (a) and E (b) type soil profile, SPT-N value, and shear wave  
velocity. 

where di and Ni are the thickness and SPT-N value of each layer, respec-
tively, and n is the total number of soil layers. Out of the 122 boreholes in 
Imphal city which are considered in the present analysis, 114 boreholes are 
classified as soil class E-type ( N < 15) while remaining 8 boreholes are of 
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soil class D-type (15 < N < 50) following the classification concept applied 
by IBC-2006. A typical D-type and E-type subsurface soil condition and 
SPT-N value profile are shown in Fig. 4. It may be noted that IBC-2006 re-
quires soil data down to a 30 m depth. In present study, as not all the soil 
data down to 30 m depth are available for site classification, the mean 
SPT-N value was estimated from those boreholes for which SPT values were 
available down to 30 m depth, and it has been used as additional data for the 
remaining depth down to 30 m. 

5. DETERMINATION  OF  ROCK  LEVEL  ACCELERATION  TIME  
HISTORIES 

Due to the unavailability of strong motion records of past earthquakes that 
caused damages to Imphal city, the synthetic ground motion is simulated by 
stochastic finite fault model. In this model, features of source and path are 
modelled as primary system parameters and the effect of near surface soil 
layers is treated as a secondary modification. The rock level ground motions 
are simulated by stochastic finite fault approach of Motazedian and Atkinson 
(2005) which is based on the concept of dynamic corner frequency and puls-
ing subfaults. 

In the present approach, the fault is divided into N subfaults and they are 
represented as point sources. The triggering occurs when the rupture front 
spreads radially from the nucleation point and it reaches their center. The 
sub-fault acceleration time histories are propagated to the observation point 
by considering specified distance-duration curves and attenuation model. 
The Fourier amplitude spectrum of ground motion [Y(r, f)] due to the j-th 
subfault at a site is derived from the point source seismological model, ex-
pressed as 

� �
� �

� �� � � �

� �s 0

1/2
2

2
2

2 �
00 V �

2 3
s21 2

0 2

0

(2� )
1 /M 2 R

, ( ) ,
4� V

1 ( )
1 / ( )

jfr
fj Q f

j N
jj

j
f j

fN f
f fD

Y r f Ge F f e
D ff f t

f f t

-0 3

�

�
�

�

� �
� �� �
� �� �� � � � � �� �
 � /� �� �� � � �� �� � � � �� � � �� � � �� � � �� � � �
� �

� �� �
� �� �

�

�
�

 
                                                                                                                                  (2) 

where M0 is the total seismic moment of all the subfaults, G refers to the 
geometric attenuation, rj is the subfault distance from the site, Vs is the shear 
wave velocity, and Q is the quality factor of the region. Dj is the average fi-
nal slip acting on the j-th subfault, f0j(t) is the dynamic corner frequency 
(Motazedian and Atkinson 2005), and F(f) represents site amplification due 
to propagation of earthquake waves from the source region toward the sur-
face. The term exp(��f
0) is a high cut filter which takes care of the rapid 
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spectral decay at high frequencies (Anderson and Hough 1984). <R��> is the 
radiation coefficient averaged over an appropriate range of azimuths and 
take-off angles and � is the density of the crust at the focal depth. The dy-
namic corner frequency f0j(t), the seismic moment and the stress drop (��) 
are related through the following equation 

 � �
1/3

1/36 1/3
0

0

( ) 4.9 10 ( ) ,j R sf t N t N V
M
�� � �'

� 1 � �
� �

 (3) 

where NR(t) is the cumulative number of ruptured subfaults at time t. The 
corner frequency at the end of the rupture, f0, is obtained by substituting 
NR(t) = N  in Eq. 3. Motazedian and Atkinson (2005) introduced the concept 
of pulsing area where the cumulative number of active subfaults, NR(t), in-
creases with time at the initiation of rupture, to attain a constant magnitude 
at some fixed percentage of the total rupture area referred to as percentage 
pulsing area; this accounts for realistic model of earthquake rupture. This pa-
rameter (i.e., pulsing area) determines the number of active subfaults during 
the rupture of j-th subfault. These numerous subfaults are used in Eq. 3 for 
computing the dynamic corner frequency. Finite fault seismological model 
for North East India has been calibrated by Raghukanth and Somala (2009). 
The range of stress drop, pulsing percentage and the quality factor for Indo-
Burma, Shillong Plateau, and Bengal basin tectonic blocks have been de-
rived from the strong motion data of minor and moderate events in NE India. 
Pallav et al. (2012) has studied that Indo Burmes Range and Shillong Plateau 
are situated closer to Imphal and contribute significantly in seismic hazard. 
Hence the parameters used to study in the present work are shown in Ta-
ble 1. The quality factor, Q(f), geometric spreading, and distance-dependent  
 

Table 1  
Input parameters in the stochastic finite fault seismological model  

(Raghukant and Somala 2009) 

Parameter Shillong Plateau Indo-Burma Ranges 
Depth to top of the fault [km] 5 60 
Stress drop [bars] 50-100 50-100 
Q(f) 221f0.89 431f0.73 
Site effects [F(f)] Quarter wavelength Quarter wavelength 
Kappa factor 0.03 0.03 
Pulsing percentage 25-60 25-60 
Rupture velocity 0.8 4 0.8 4 
Slip distribution Random field Random field 
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duration operators for North East India are taken from Raghukanth and  
Somala (2009). 

Acceleration time histories of length equal to the strong motion duration 
(Boore and Atkinson 1987) are simulated for each subfault from the point 
source seismological model of Boore (1983). The simulated acceleration 
time histories for all the subfaults are summed up with a time delay 'tj to ob-
tain the ground motion acceleration, a(t), from the entire fault as 

 � �
1

( ) .
N

j j
j

a t a t t
�

� 
 '�  (4) 

The ground motion samples obtained are based on a given set of model 
parameters, which are themselves uncertain. Thus the sample ground mo-
tions from a suite of such simulations may still not reflect all the variability 
observed in real ground motion. To account for this, the slip distribution, 
stress drop and pulsing percentage are treated as random variables, distribut-
ed uniformly about a mean value. 

These methods are successfully validated for Imphal city (Raghukanth et 
al. 2009, and Pallav et al. 2010). Altogether 700-earthquake time-history has 
been generated for different combinations of magnitudes (Mw of 5-8.5) and 
distances (20-200 km) from the faults under consideration and their mean 
Peak Ground Acceleration (PGA) distribution is shown in Fig. 5. The mean 
PGA is relatively low at lower magnitude (Mw < 6) or large distance (greater 
than 90 km). 

Fig. 5. Mean PGA distribution. 
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6. SOIL  AMPLIFICATION 
As Vs (shear-wave velocity) values were not mapped for Imphal city, they 
have been computed from the N values using the empirical relation 
Vs = 97 N 0.314  of Imai and Tonouchi (1982), where N is SPT N value and Vs 
is in m/s. Although there are many equations available for computing Vs, in-
tention to choose the above equation is its applicability to all types of soil 
and, moreover, the fact that methods of conducting SPT in Indian and Japa-
nese standards are quite similar. Further, it is assumed that the top soil layer 
(i.e., alluvial/fluvial deposits) is underlain by rock. Modification of accelera-
tion time history between soft rock and soil site is a non-linear problem in 
one dimension and hence, for such sites, amplification was already found by 
the nonlinear site response analysis in Raghukanth et al. (2009). The nonlin-
ear behavior of the soil, i.e., reduction of shear modulus and increase of 
damping ratio with increasing/decreasing shear strain are accounted by using 
equivalent linear soil properties. For this purpose, shear modulus versus 
shear strain curves and damping ratio versus shear strain curves proposed by 
Vucetic and Dobry (1991) for different types of soil, i.e., clay and sand 
(Fig. 6a and b) whereas for rock, the curve proposed by Schnabel et al. 
(1972) has been used in the present analysis (Fig. 6c), in which G and damp-
ing ratio is approximated by adopting equivalent linear values. The equiva-
lent linear value of G is the secant modulus of a first hysteresis loop. 
Similarly, the equivalent linear value of damping is the energy loss in the 
first hysteresis loop. The equivalent linear approach considers the variation 
of G and damping ratio for different strain values. Equivalent nonlinear site 
response analysis has been carried out using the software SHAKE-91 of 
Idriss and Sun (1992). The simulated acceleration time history at rock level 
from finite fault seismological model for Imphal city has been used as input 
in SHAKE-91 to generate surface level time histories, in which the vertical 
propagation of SH waves may be represented by a stack of infinitesimal 
elements. One-dimensional equation of motion for vertically propagating SH 
waves can be written as follows: 
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The stress-strain relationship for such a model is given as 
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Substituting Eq. 5 into Eq. 6 with  � = �xz  and  � = 
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Fig. 6. Modulus reduction curve and damping curves: (a) clay, (b) sand (Vucetic and 
Dobry 1991), and (c) rock (Schnabel et al. 1972). 

The solution to the wave equation (Eq. 7) for a harmonic motion of fre-
quency � is given by: 

 ( ) ( )( , ) ,i kz t i kz tu z t Ee Fe8 8
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Fig. 7. Frequency response functions of sample of six soil profiles in Imphal city. 

where the first term represents the incident wave travelling in the negative z 
direction (upwards) and the second term represents the reflected wave travel-
ling in the positive z direction (downwards). 

The frequency response functions (FRF) are defined as the ratio of ac-
celeration at the ground surface, computed through SHAKE-91, to the accel-
eration at the bedrock level; for 6 sites the soil profiles are shown in Fig. 7. It 
can be seen that the maximum amplitude occurred in the range of 1-3 Hz, 
which corresponds to the range of the first natural frequency of the soil de-
posits, respectively, and the same is observed for almost all the sites present 
in the Imphal city. 

7. SITE  COEFFICIENT  DETERMINATION 
The above analysis gives an idea about the amplification of ground motion 
in Imphal city. To make it simpler for estimating the site response in Imphal 
city for application purpose, the soil sites in Imphal are modeled in terms of 
seismic site coefficients defined as the ratio of surface level response to rock 
level response at different periods, as shown below. 

 
surface level response .

rock level response
r

s
br

SF
r

� �  (9) 

For each site, site response analysis has been performed using Idriss and 
Sun (1992) procedure for all the 700 time histories and correspondingly 700 
Fs values were estimated for one site for all periods of engineering interest 
(PGA to 3.0 s). Then, making use of statistical regression, single site coeffi-
cient for all periods has been estimated for the site. Similar procedure has 
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been chosen for all other sites, with soil category of type D and E present in 
Imphal city. 

In this study, the reference site is taken as B type rock site (760 m/s < 
Vs < 1500 m/s) found as hillock in Imphal (e.g., Chingmirong, Langol hill). 
The 700 response spectra were established for each of the two soil categories 
(D, E type) present in Imphal city, and the site coefficients at various select-
ed periods were calculated. As the site coefficient (Fs) is not a constant value 
(varies with rock level motion) for a particular site, regression analysis has 
been used to obtain an empirical relation of the form  ln (Fs) = a1rbr + a2 + �  
between site coefficient (Fs) and rock level motion rbr , where a1 and a2 are 
regression coefficients and � is the standard deviation. The distribution of Fs 
corresponding to zero natural periods is plotted with respect to the corre-
sponding bedrock, as shown in Figs. 8 and 9. Similarly, regression analysis 
has been performed for various natural periods (i.e., PGA of 0.04, 0.1, 0.2, 
0.4, 1, 2, and 3 s) and the variations of a1, a2 and standard deviation are es-
timated at zero period, at PGA of 0.3 and 1.0 s, respectively. For two typical 
 

Fig. 8. Site coefficients for surface level ground motion corresponding to zero period 
for D type soil. 

Fig. 9. Site coefficients for surface level ground motion corresponding to zero period 
for E type soil. 
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types of sites present in Imphal city, viz., D and E types, the values of a1, a2, 
and � are shown in Table 2. These values can be used to compute the surface 
level response at different periods. Further Figs. 9a-c show the spatial varia-
tion of a1, a2, and standard deviation in Imphal city at PGA. Using a1, a2, and 
� values, it is possible to obtain surface level spectral acceleration by using 
Eq. 10. 

Table 2  
Regression coefficients for typical D and E types 

Period 
Fs for D type site Fs for E type site  

a1 a2 � a1 a2 � 
0.0100 –0.1940 0.4384 0.1464 –0.5714 0.4851 0.1498 
0.0300 –0.1398 0.4327 0.1484 –0.5579 0.4863 0.1501 
0.0400 –0.2025 0.4393 0.1464 –0.5715 0.4852 0.1498 
0.1000 –0.3108 0.4306 0.1307 –0.8697 0.4581 0.1555 
0.2000 –0.3276 0.5779 0.1342 –0.5310 0.4622 0.1282 
0.3000 –0.0428 0.3422 0.1239 –0.4141 0.5727 0.1154 
0.4000 –0.1490 0.4407 0.1243 –0.3084 0.4232 0.1298 
1.0000 0.3080 0.3801 0.1143 –0.0558 0.6763 0.1804 
2.0000 0.0607 0.1618 0.1180 0.3532 0.2332 0.1546 
3.0000 –0.2362 0.1652 0.1347 –0.0951 0.1950 0.1681 
 

Table 3  
Average regression coefficients for D and E types soils 

Period 
Fs for D type Fs for E type 

a1 a2 � a1 a2 � 
0.0100 -0.3065 0.5651 0.1913 -0.6254 0.6784 0.2204 
0.0300 -0.2830 0.5648 0.1933 -0.6182 0.6800 0.2223 
0.0400 -0.3075 0.5652 0.1913 -0.6254 0.6784 0.2204 
0.1000 -0.5640 0.5413 0.1767 -0.7886 0.6379 0.2047 
0.2000 -0.6609 0.6308 0.1677 -0.7639 0.7343 0.2143 
0.3000 -0.1006 0.5635 0.1735 -0.3020 0.6205 0.2009 
0.4000 -0.1627 0.6066 0.1598 -0.4191 0.7035 0.2041 
1.0000 -0.3406 0.4341 0.1569 +0.0833 0.6157 0.2058 
2.0000 -0.1430 0.1840 0.1478 +0.0837 0.2437 0.2082 
3.0000 -0.2193 0.1848 0.1652 -0.3011 0.2249 0.1927 
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The average values of a1, a2, and � of all the sites, typically composed of 
two types of soil, i.e., D and E, are presented in Table 3. This table may 
serve as a quick reference for using the site coefficients of soils of categories 
D and E, present in Imphal city. 

8. PROBABILISTIC  SEISMIC  HAZARD 
The present methodology of PSHA follows those proposed by Cornell 
(1968) and Algermissen et al. (1982) and is based on the following four 
steps: (i) identification of sources, (ii) assessment of earthquake recurrence 
and magnitude distribution, (iii) selection of attenuation model for ground 
motion, and (iv) calculation of seismic hazard. Details of PSHA methodol-
ogy adopted here have been published by the authors elsewhere (see Pallav 
et al. 2012) and are not repeated here. As Imphal city lies in the Imphal East 
District of Manipur state, seismic hazard curves for Imphal city at rock level 
have been taken to be same as that of Imphal East District (see Pallav et al.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 10a. Coef- 
ficient a1 at 
PGA in Im-
phal city (5% 
damping). 
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2012, for estimation of seismic hazard curves for Imphal East District) and 
are shown in Figs. 10a-c. It shows the seismic hazard curves for PGA at rock 
level obtained by means of the above-mentioned method along with the in-
dividual contributions of the seven zones. It can be seen from Fig. 11 that the 
hazard at Imphal is mainly controlled by IBR and SP. The contributions 
from other zones (EH, BB, MT, AV) are relatively low, and this may be at-
tributed to their location at larger distances. Further on, total hazard curves 
are also plotted for time periods of engineering interest (e.g., 0.04, 0.1, 0.2, 
0.4, 1, 2, 3 s; Fig. 12). Figure 13 shows UHRS for Imphal city at standard re-
turn periods of ~500 and ~2500 years, as suggested by IBC-2006. Based on 
the comparison with spectral acceleration (Sa) values recommended by 
IS-1893 (2002) (as most of the building design are performed using this 
code), it can be seen that IS code overestimates the values and is on conser-
vative side for periods from 0.2 to 0.7 s, whilst for long period (> 1.0 s) the 
IS-1893 (2002) Sa values are on the lower side. 
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Fig. 10c. Stand- 
ard deviation 
at PGA in Im-
phal city (5% 
damping). 

Fig. 11. Seismic hazard curves for Imphal city at rock level. 
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Fig. 12. Seismic hazard curves for Imphal city at rock level for all eight frequencies. 

Fig. 13. Comparison of IS-1893 with Uniform Hazard Response Spectra for ~500 
and ~2500 year return periods at rock level. 

9. SURFACE  LEVEL  HAZARD  MAP  FOR  IMPHAL  CITY 
The surface level ground motion has been estimated for ~500 and ~2500 
years return period at Imphal city using Fs. Here, the UHRS computed at 
rock level have been multiplied by Fs estimated at different periods for all 
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122 sites in Imphal city. The results are shown in Figs. 14a-c in the form of 
contour plots at PGA of 0.3 and 1.0 s for ~500 and ~2500 year return periods 
with 5% damping, as suggested by IBC-2006. 

Figure 14a shows the variation of spectral acceleration at PGA for ~500 
year return period at Imphal city. The maximum Sa value attained is 0.8 g  

near the Polo Ground, whereas for short period (0.3 s) and long period 
(1.0 s) the Sa maximum values observed near the Polo Ground and Kangla 
Palace are 1.2 and 0.9 g, respectively (Figs. 14b-c). Further, it can been seen 
that at these locations Sa exceeds the value of 0.36 g/2 given in IS-1893 
(2002), hence the structures designed using the IS-1893 recommended value 
are vulnerable. 

Figure 14b shows short period spectral acceleration variation for 0.3 s 
time period with return period of ~500 years. Almost entire Imphal city is 
vulnerable to seismic hazard (Sa > 0.36 g/2). In Kangla Palace, Polo Ground, 
RIMS and Sanamahi temple areas, spectral acceleration values reach around  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14a. PGA 
contours with 
10% probabi-
lity of excee- 
dence in 50 
years (return 
period ~500 
years) over 
Imphal city 
(5% damp-
ing). 
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Fig. 14b. Short 
period spec-
tral accelera-
tion at 0.3 s 
with return 
period of ~500 
years city over 
Imphal city 
(5% damping). 

 

0.8 to 1.2 g. However, at the outskirts of Imphal city, i.e., near east of Langol 
hill, Langthabal hill, and Tulihal airport, the spectral acceleration varies be-
tween 0.6 and 0.8 g. Variation of long period spectral acceleration for ~500 
year return period at 1.0 s is shown in Fig. 14c. The maximum value (i.e., 
1.0 g) of spectral acceleration is observed near the Polo Ground and Kangla 
Palace area. 

It may be mentioned that although in most of the codes a lesser amplifi-
cation is suggested at longer periods (as compared to shorter periods), there 
are reports in the literature (Bazzurro and Cornell 2004, Wang et al. 2006) 
where soil gets amplified at long periods. The reason behind such amplifica-
tion in the present case may be due soft soil deposits and presence of high 
water table level in the Kangla Palace area, etc.  

Contours maps have also been plotted for 2500 year return periods at 
PGA, 0.3 and 1.0 s (Figs. 14a-c). From Fig. 15a, it can be observed that the 
maximum value of Sa (0.5 g) is observed near Kangla Palace area, whereas  
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Fig. 14c. Long 
period spec-
tral accelera-
tion at 1.0 s 
with return pe- 
riod of ~500 
years over 
Imphal city 
(5% damping).  

 
at nearby locations, i.e., Polo Ground area, there is a drastic increase in the 
Sa value to 0.9 g.  

Figure 15b shows short-period spectral acceleration variation at surface 
level at time period of 0.3 s in Imphal city, for 2500 year return period. It can 
be seen that maximum value of Sa attained is 1.6 g near Polo Ground and 
towards north of Kangla Palace areas. Long period spectral acceleration var-
iation for 1.0 s time period has been shown in Fig. 15c for 2500 year return 
period. Maximum Sa value (1.2 g) has been observed at RIMS, near Nambul 
river and NH-150 area (Fig. 15c). 

Surface level response spectra are plotted for all 122 sites for ~500 and 
~2500 year return periods in Figs. 16 and 17, respectively. It can be seen that 
at almost all the 122 sites the amplifications of rock level ground motion 
have been observed at surface levels. Comparing the present results with Sa 
recommended by IS-1893 (2002) it can be found that the IS-1893 underesti-
mates the spectra acceleration value at many locations in Imphal city, which  
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Fig. 15a. PGA 
contours with 
2% probabil-
ity of excee-
dance in 50 
years (return 
period ~ 2500 
years) over 
Imphal city 
(5% damping). 

 

is quite a threat to this city from future hazard due to earthquake. It has been 
seen that the predicted mean surface level UHRS (for ~500 return period) 
overestimate the Sa recommended by IS-1893 at longer period (> 1.0 s), 
whereas for periods greater than 0.2 s, the IS-1893 (2002) Sa values are un-
derestimated for ~2500 return period. 

10. CONCLUSIONS 
Effect of near surface soil layer on seismic susceptibility of Imphal city with 
respect to synthetically generated 700 earthquake samples ranging in Mw 
from 5.0 to 8.5 has been presented in terms of Fs. Soil data collected from 
122 boreholes located in Imphal city have been used as inputs in the equiva-
lent linear site response analysis (Idriss and Sun 1992), and surface level re-
sponses were simulated for all scenario earthquakes. The shear wave 
velocity (Vs) has been obtained from SPT-N values through an empirical re-
lation proposed by Imai and Tonouchi (1982). For each site, site response  
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Fig. 15b. Short 
period spec-
tral accelera-
tion at 0.3 s 
with return pe- 
riod of ~2500 
years over 
Imphal city 
(5% damping). 

 
analysis (through SHAKE-91) has been performed for all 700 time-histories 
and correspondingly 700 site coefficients were estimated for one site for all 
periods of engineering interest (PGA to 3.0 s) and by statistical regression, 
single seismic site coefficient were developed. Fs developed in the present 
study have been computed at different periods of engineering purposes and 
these can be used for estimating surface level responses if one can know the 
rock level response through Eq. 3. 

The present article investigates surface level ground motion using site 
coefficients at Imphal city using Probabilistic Seismic Hazard Analysis 
(PSHA). The PSHA study has been performed by incorporating site coeffi-
cients to assess the ground motion induced by potential seven seismic zones 
present around Imphal. Seismic hazard curves are obtained for Imphal city. 
Further, UHRS results are presented for 2 and 10% probability of 
exceedance in 50 year (~2500 and ~500 year) return period. It is observed 
that for ~500 and ~ 2500 year return periods, the Kangla Palace, Polo  
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Fig. 15c. Long 
period spec-
tral accelera-
tion at 1.0 s 
with return pe- 
riod of ~2500 
years over 
Imphal city 
(5% damping). 

Fig. 16. Surface level response spectra for ~500 year return period for all sites in 
Imphal city (5% damping). 
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Fig. 17. Surface level response spectra for ~2500 year return period for all sites in 
Imphal city (5% damping). 

Ground RIMS, and near Nambul river areas of Imphal city are vulnerable. 
Furthermore, the predicted mean surface level response spectra were found 
to be higher (for longer periods, i.e., > 1.0 s) for ~500 year return period, and 
lower for periods shorter than 0.2 s (for ~2500 return period) than the spec-
tral acceleration values recommended by IS-1893 (2002). 
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A b s t r a c t  

Audio-magnetotelluric (AMT) method is a kind of frequency-
domain sounding technique, which can be applied to gas hydrate pros-
pecting and assessments in the permafrost region due to its high fre-
quency band. Based on the geological conditions of gas hydrate reservoir 
in the Qilian Mountain permafrost, by establishing high-resistance ab-
normal model for gas hydrate and carrying out numerical simulation us-
ing finite element method (FEM) and nonlinear conjugate gradient 
(NLCG) method, this paper analyzed the application range of AMT 
method and the best acquisition parameters setting scheme. When poros-
ity of gas hydrate reservoir is less than 5%, gas hydrate saturation is 
greater than 70%, occurrence scale is less than 50 m, or bury depth is 
greater than 500 m, AMT technique cannot identify and delineate the fa-
vorable gas hydrate reservoir. Survey line should be more than twice the 
length of probable occurrence scale, while tripling the length will make 
the best result. The number of stations should be no less than 6, and 11 
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stations are optimal. At the high frequency section (10~1000 Hz), there 
should be no less than 3 frequency points, 4 being the best number. 

Key words: Qilian Mountain permafrost, gas hydrate, AMT, response 
characteristic, numerical simulation. 

1. INTRODUCTION 
Gas hydrate is a solid crystal with cage structure consisting of water mole-
cules and natural gas (mainly CH4), which mainly exists in the terrestrial 
permafrost regions and beneath the sea along the outer continental margins 
of the world’s oceans (Sloan 1998). In permafrost regions, gas hydrates may 
exist at subsurface depths ranging from about 130 to 2000 m (Collett 2002, 
Collett et al. 2011, Lu et al. 2011). Gas hydrates in offshore continental 
margins have been mapped at depths below the sea floor ranging from about 
100 to 1100 m (Collett 2002, Dickens 2001, Huo and Zhang 2009, Xiao et 
al. 2013, Yang et al. 2014). As a new clean alternative energy source of 
huge reserve, gas hydrates have attracted more and more attention, and more 
than 100 regions have directly or indirectly found the occurrence zones 
(Boswell and Collett 2011, Moridis et al. 2011). In November 2008, gas hy-
drate samples were recovered in the Qilian Mountain permafrost, Qinghai 
Province of China (Zhu et al. 2010, Lu et al. 2011). This is the first discov-
ery of gas hydrate in China’s permafrost and in the low-middle latitude per-
mafrost of the world. The Qilian Mountain permafrost region may be the 
most promising strategic area for gas hydrate (Wang 2010, Zhao et al. 2013). 

In recent years, in order to further optimize the promising areas of gas 
hydrate, and to provide support for drilling deployment to explore gas hy-
drate, gas hydrate AMT sounding project has been launched. Field data ac-
quisition and indoor data processing have been underway. AMT survey has 
already displayed its unusual advantages in prospecting for metal ore, terres-
trial heat and geological structures (Schnegg et al. 1983, Clerc et al. 1984, 
Bronner and Fourno 1992, Ogawa et al. 1994, Balyavskii and Sukhoi 2004, 
Santos et al. 2006, 2007; Strangway et al. 1973, Yamaguchi et al. 2010, 
Abdelzaher et al. 2011). However, because research on the gas hydrate in the 
permafrost region in our country has been at its very early stage, the AMT 
method is rarely used to prospect for gas hydrates and few related reports 
come into sight. Determining appropriate survey line length, station spacing 
and the number of frequency points which must be considered in the field 
data acquisition, will be convenient to indoor AMT data processing and in-
terpretation. Generally, more stations can bring abundant information for in-
door data interpretation, while human and financial investments increase 
correspondingly, which may reduce the efficiency of field data acquisition. 
As a result, how to realize an efficient field data acquisition with reasonable 



K. XIAO  et al. 
 

1370

cost is a problem to be solved urgently. Due to the different occurrences of 
gas hydrate in the Qilian Mountain permafrost region, resistivity, occurrence 
scale, and bury depth of gas hydrate vary a lot, and the corresponding AMT 
response modes are unclear, making data processing and interpretation diffi-
cult. Therefore, in order to provide some technical support for the gas hy-
drate prospecting, it is necessary to carry out numerical simulation on AMT 
response characteristics of different gas hydrate reservoirs. 

Based on the geological conditions of gas hydrate in the Qilian Mountain 
permafrost, by establishing high-resistivity anomaly model for gas hydrate 
and carrying out forward modeling with finite element method, this paper 
obtained the AMT response characteristics of the corresponding models. By 
further analyzing the response characteristics of different gas hydrate reser-
voirs, application range of AMT method was attained. Nonlinear conjugate 
gradient method (NLCG) was used to simulate AMT response characteristics 
under the conditions of different acquisition parameters, including survey 
line length, station spacing, and number of frequency points. Through com-
paring and analyzing the differences of response characteristics resulted 
from different acquisition parameters, an acquisition parameter setting 
scheme in favor of prospecting gas hydrate reservoir in the study area was 
obtained. 

2. GEOLOGICAL  SETTING  
2.1  Geotectonics and stratigraphic characteristics 
Qilian Mountain is located in the northeastern part of the Qinghai-Tibetan 
Plateau in China. Its tectonic units are usually divided into the northern Qil-
ian belt, the middle Qilian land, and the southern Qilian belt. This area had a 
complex history, experiencing a continental rift stage (Sinian to Middle 
Cambrian), an ocean expansion and trench-arc-basin formation stage (Late 
Cambrian to Middle Ordovician), and an orogenic stage (thrust-down 
orogeny, collision orogeny, and intra-land orogeny), resulting in the present 
geological tectonics framework (Lu et al. 2011).  

During the early Paleozoic era, the Qilian Mountain region was a small 
ocean basin between the Tsaidam block and the North China block. The Cal-
edonian movement in the late Silurian made the ancient ocean basin close, 
uplift and erode. In the Carboniferous, it began to sink and become a wide 
shallow-sea shelf or epicontinental sea. During the Triassic, South Qilian 
was still a sea basin, and marine sandstone-mudstone bearing limestone de-
posited. At the end of Late Triassic, influenced by Indosinian movement, 
Paleo-Tethys Ocean completely closed, with the whole Qilian Mountains up-
lifting to be a land, i.e., a denuded zone. Early Yanshan tectonic movements 
resulted in local tension of the Qilian Mountain areas. A series of inter-
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mountain faulted depression basins formed, and a suite of Jurassic age 
fluviolacustrine coal-bearing marsh facies and other clastic sediments were 
deposited. Cretaceous and Tertiary strata are mainly constituted by fine-
grained red clastic rocks and claystones. In the Quaternary, deposits mainly 
composed of glaciofluvial facies and glacial facies have been widely distrib-
uted in the basin (Fu and Zhou 1998). 

The Qilian Mountain region, where permafrost conditions extend over 
the area of about 105 km2 (Li et al. 2012), is one of the regions with wide-
spread permafrost. “Scientific Drilling Project of Gas Hydrate” in the Qilian 
mountain permafrost is located in Muli coalfield, Tianqun County, Qinghai 
Province of China (Fig. 1), where altitude is 4000~4300 m, the mean annual  
 

Fig. 1. The location of the Scientific Drilling Project of Gas Hydrate and the geolog-
ical map for the study area in the Qilian Mountain permafrost (Ryan et al. 2009, 
Wang et al. 2014).  



K. XIAO  et al. 
 

1372

ground surface temperature is about –2 to –2.5°C (Wu et al. 2010). The 
thickness of permafrost ranges from 60 to 95 m, and in a considerable part of 
the region the permafrost thickness is greater than 100 m (Wu et al. 2010), 
severing as a favorable capping for gas hydrate. Except of Quaternary, Juras-
sic Jiangcang Formation (J2j) and Muli Formation (J2m) also expose in the 
study area. The two sets of strata contain multiple minable coal layers, 
whose coal layers occur at intervals of several to hundreds of meters below 
ground. The Jiangcang Formation is mainly composed of black and gray oily 
shale and mudstone with siltstone, fine sandstone, and middle sandstone. 
The Muli Formation mainly consists of gray siltstone, fine sandstone, middle 
sandstone, coarse sandstone, mixed with dark gray oily shale. The content of 
organic carbon in oily shale is 0.98~5.76% (Sun et al. 2014), which has 
achieved the standard of high-quality source rock. Oily shale has entered the 
post-mature phase and is a king of favorable gas source (Lu et al. 2013a, b). 

2.2  Geological characteristics of gas hydrate 
In total, ten scientific drilling wells for gas hydrate, namely DK-1, DK-2, 

DK-3, DK-4, DK-5, DK-6, DK-7, DK-8, DK-9, and DK-10, were completed 
in the study area (Fig. 1). Holes where gas hydrate samples were recovered 
include DK-1, DK-2, DK-3, DK-7, and DK-8, while in the holes of DK-4, 
DK-5, DK-6, DK-9, and DK-10, only anomalies indicating the likely exist-
ence of gas hydrate were discovered. Gas hydrate in the study area can ac-
cumulate in two forms. One form of gas hydrate is of thin-bedded, flaky, 
lumpy shape, and occurs in the fissures of siltstone, mudstone, and oily 
shale. Gas hydrate of this form observed by naked eyes is milky crystals 
with a thickness of several millimeters. Gas hydrate of the other form dis-
tributes in the pores of siltstone and fine sandstone, and cannot be identified 
by naked eyes, while an obvious low temperature anomaly can be identified 
by infrared camera.  

In the winter of 2008, the DK-1 hole was mud-fluid drilled and intermit-
tently cored with a wire line core barrel to 182.23 m. In the summer of 2009, 
three holes, DK-2, DK-3, and DK-4, were drilled with low temperature mud-
fluid and intermittently cored with a wire line core barrel and a splitting tube 
to target depths of 635.20, 765.01, and 466.65 m, respectively (Fig. 2). The 
four wells in the lateral areas are distributed relatively close. The distance of 
hole DK-2 and hole DK-3 is the nearest, and the distance is only 10 m. In the 
four wells, gas hydrate and its associated anomalies occur between about 
115 and 396 m, beneath the permafrost (Table 1). In addition, the thickness 
of permafrost is about 95~115 m.  

The combined information from drilling and core experiment studies 
shows that gas hydrates mainly occur in the Jiangcang Formation of Middle 
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Fig. 2. Lithological columns of the DK-1 to DK-4 holes in Qilian Mountain perma-
frost (Lu et al. 2011). 

Jurassic in the Muli permafrost. The porosity of the samples recovered from 
core data in the four wells ranges from 5 to 20%, and the gas hydrate satura-
tion ranges from 30 to 80% (Guo and Zhu 2011, Lin et al. 2013). The geo- 
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Table 1  
Gas hydrate drilling locations and its general characteristics (Lu et al. 2011) 

Holes 
Coordinates Borehole 

depth 
[m] 

Base  
of perma

[m] 

Top 
of GH

[m] 

Base  
of GH 

[m] 
Longitude

[°E] 
Latitude 

[°N] 
Elevation 

[m] 
DK-1 4217899.114 33514986.723 4053.336 182.23 115 133.50 170.50 
DK-2 4217882.361 33514977.515 4053.460 635.20 115 144.40 387.50 
DK-3 4217894.413 33515000.925 4054.761 765.01 115~120 133.00 396.00 
DK-4 4218130.803 33515164.170 4038.451 466.65 110~115 115.00 163.00 
Note: GH indicates gas hydrate. 

logical and occurrence characteristics indicate that gas hydrates occur in 
separate reservoirs below the base of permafrost. The reservoir type is con-
sidered by Boswell et al. (2011) and Koh et al. (2012) to be Type R-unique 
hydrate deposits within rocks. In addition, gas hydrates are distributed non-
continuously in the vertical direction in each borehole, and the law of gas 
hydrate distribution in the lateral areas between drill holes is not apparent 
due to the rock fracture system that plays an important role in gas hydrate 
distribution (Wang et al. 2014). 

Specific geological characteristics of gas hydrate reservoir are summa-
rized in Table 2. Compared to gas hydrate samples of the Mackenzie Delta 
of Canada, gas hydrate in the Qilian Mountain permafrost can be regarded as 
a new-type gas hydrate characterized by a relatively shallow bury depth, thin 
thickness of permafrost, complex gas components, and coal-bed methane gas 
source, which is of scientific, economic, and environmental significance 
(Zhu et al. 2010). 

Table 2  
Comparison of formation properties in the Qilian Mountain and Mackenzie Delta 

              District 
 

     Property 

Mackenzie Delta 
(Bybee 2004,  
Collett 2005) 

Qilian Mountain 
(Zhu et al. 2010,  
Lu et al. 2011) 

Gas component CH4 CH4, C2H6, C3H8,   
   C4H10, CO2 

Structure type sI sII 
Stratum Oligocene (Kugmallit,  

   Mackenzie Bay) 
Middle Jurassic  
   (Jiangcang) 

Reservoir lithology Sandstone Oily shale, siltstone,  
   fine sandstone 

Permafrost Arctic Mountain 
Permafrost thickness 640 m 95 m 
Buried depth > 1000 m 133~396 m 
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3. NUMERICAL  SIMULATION  METHODS 
The AMT numerical simulation contains two aspects, forward modeling and 
inversion. Methods for AMT forward modeling include finite difference 
method (FDM) (Mackie et al. 1994, Newman and Alumbaugh 1997), finite 
element method (FEM) (Wannamaker et al. 1987, De Lugão and Wanna-
maker 1996), and integral equation method (IEM) (Wannamaker 1991, 
Xiong and Trippz 1997). Two dimensional AMT forward modeling using 
FEM will bring some convenience in dealing with the inner boundary condi-
tions which FDM and IEM fail to offer. What else, the coefficient matrix of 
FEM is positive definite, assuring the uniqueness of solution, so that FEM is 
an effective and universal method for forward problems. Inversion methods, 
which can be divided into direct inversion and indirect inversion, mainly in-
clude BOSTICK inversion, OCCAM inversion, RRI inversion, CG inver-
sion, NLCG inversion, etc. (Goldberg and Rotstein 1982, Smith and Booker 
1991, Constable et al. 1987, Hestenes 1973, Hestenes and Stiefel 1952, Rodi 
and Mackie 2001, Israil 2006, Spichak 2012). Among them, NLCG algo-
rithm can avoid calculating the complete Jacobian matrix in each iteration 
and solving nonlinear equations of the whole model. This algorithm breaks 
out the framework of linear inversion, enhances the calculation efficiency, 
and is relatively stable in calculation. As a result, NLCG is an effective in-
version method and widely applied to geophysical inversion (Newman and 
Alumbaugh 2000, Rodi and Mackie 2001, Hu et al. 2006). Based on the 
above analysis, in this paper we have chosen the FEM and NLCG algorithm 
to carry out the simulation. The followings are the basic AMT numerical 
simulation theories of the two algorithms. 

3.1  AMT forward modeling based on FEM 
According to Maxwell equations, steady-state electromagnetic field equa-
tions with angular frequency � (time factor e–i�t) write (Xu 1994): 

 ,i8�91 �E H  (1) 

 ( ) ,i� 8�91 � �H E  (2) 

where E is electric field intensity [V/m], H is magnetic field intensity [A/m], 
�, �, �, and � are angular frequency, magnetic permeability, electrical con-
ductivity, and dielectric constant, respectively. 

Let us assume the underground to be a two-dimensional electrical struc-
ture, x axis and y axis horizontal, z axis vertical down, and x axis parallel to 
the structural strike direction. When plane electromagnetic wave transmits to 
ground at any angle, the underground electromagnetic wave always travels 
downwards in the form of plane wave. At this time, Maxwell equations can 
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be decomposed into two independent fields, TE polarization mode (Ex, Hy, 
Hz), and TM polarization mode (Hx, Ey, Ez). Expanding Eqs. 1 and 2 with 
consideration of  
/
x = 0, we can get two independent equation systems, 
which indicate TE mode and TM mode, respectively, with respect to x-com-
ponent (Wannamaker et al. 1987).  

TE polarization mode writes: 
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TM polarization mode writes: 
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From Eqs. 3 and 4, Hy, Hz, Ey, and Ez can be worked out. By substituting 
them into Eqs. 1 and 2, we get the partial difference equations for Ex and Hx: 

 � �1 1 0 ,i
y i y z i z

� 8�
8� 8�

5 5� � � �5 5

 
 � �� � � �5 5 5 5� �� �
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x x

x
H H

H  (6) 

Equations 5 and 6 can be uniformly expressed as: 

 ( ) 0 .u u2 �9 9 
 �  (7) 

For the TE mode, we have 

 1, , - .u i
i

2 � � 8�
8�

� � �xE  (8) 
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For the TM mode, we have  

 1, , .u i
i

2 � 8�
� 8�

� � �
�xH  (9) 

Considering boundary conditions, the variational problem equivalent to Eq. 7 writes: 
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AB and CD are the upper boundary and lower boundary, respectively, in 
the 2D domain.  

Solving AMT two-dimensional forwarding modeling problem with FEM 
in Eq. 10 (Coggon 1971, De Lugão and Wannamaker 1996), a complex coef-
ficients equation can be obtained, writting 

 0 .Ku �  (11) 

By solving the above system of linear algebraic equations, the field value 
u can be obtained, and Ex in TE mode and Hx in TM mode can be attained. 

According to the definition of apparent resistivity, the TE and TM mode 
calculation equations are derived and expressed as: 
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By substituting the second formula in Eq. 2 into Eq. 12, and letting  
u = Ex , we have 
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By substituting the second formula in Eq. 4 into Eq. 13, and letting  
u = Hx , we have 
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 (15) 

Through Eqs. 14 and 15, the apparent resistivity of the two polarization 
modes can be deduced, and electric stratification of the underground media 
can be judged intuitionally.  

3.2  AMT inversion based on NLCG 
Generally, the AMT inversion problem can be expressed as: 

 ( ) ,F� 
d m e  (16) 

where  d = [d1, d2,..., dN]T  is the data vector, di is the apparent resistivity or 
phase of impedance in TE mode or TM mode at a specific frequency point, 
m = [m1, m2,..., mM]T  is the model vector, e is the discrepancy vector, and F 
is the response function of forward modeling. m is set as model grid with M 
elements, and each MR stands for the logarithmic resistivity of a specific 
grid. � is defined as (Tikhonov and Arsenin 1978, Rodi and Mackie 2001):  

 � � � �1( ) ( ) F( )T T TF .< �� � � 
 �m d m V d m m L Lm  (17) 

If �, V, and L are given specific values, regularization factor � is a posi-
tive number. The positive definite matrix V and the discrepancy vector e are 
related in the form of covariation. L is a second order difference operator. 
When the model grid is unique, Lm can be approximated to be the Laplace 
operator of log �. The  �mTLTLm  denotes a stable factor in the model space. 

The gradient and Hesse matrix of objective function are defined as 
g(1 × M)  and  H(H × M), respectively. Define A as the Jacobian matrix of re-
sponse function F, and we have  

 = 1,..., , = 1,..., .ij i
j( ) F ( ) , i N j M� 5A m m  (18) 

Substitute Eq. 18 into 17, and we get 

 � �1( ) 2 ( ) ( ) 2 ,T TF ��� � � 
g m A m V d m L Lm  (19) 

 1

1
( ) 2 ( ) ( ) 2 2 ( ) ,

N
T T i

i
i

�

�

� 
 � � �H m A m V A m L L q B m  (20) 

where Bi is the Hesse matrix of  Fi,  q = V–1(d – F(m)),  A(m)TV–1(d – F(m)), 
and  A(m)TV–1A(m)  can be derived without calculating Jacobian matrix A. 
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Using NLCG algorithm, we can directly solve the minimization problem. 
NLCG by Polak–Ribiere is introduced to calculate the minimum value of 
Eq. 17, with detail process as follows: 

 0 given ,�m m   

� � � � 1min , , 0,1,2 ,k k k k k k k k k k< < .

 . � 
. � 
 �m p m p m m p  (21) 

 , 1 ,
,

,
T
k, j k

k j k j T
k k j k

. .
 � � �
g p

p H p
 

where mgiven is the vector sequence of a known initial model. By calculating 
the searching step 	k along the searching direction pk, the objective function 
of minimization can be iterated. The iterations along the searching direction 
are as follows: 

 0 0 0 ,� �p C g  

 1 , 1,2 ,k k k k kp k4 �� � 
 �p C g  (22) 

where, gk denotes the gradient of � when  m = mk , Ck is the precondition fac-
tor, �k is the weighting factor of conjugate direction vector. There are many 
expression approaches of �k, and a different expression approach stands for 
different conjugate gradient method. This paper adopts the PRP (Polak–
Ribiere–Polyak) nonlinear conjugate gradient algorithm to calculate �k: 
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-1 -1 1
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g C g g
g C g

  (23) 

It is not necessary to conjugate the searching direction with any certain 
fixed matrices, but the following condition should be fulfilled: 

 -1( ) 0 , 0 .T
k k k k� � /p g g  (24) 

The Gauss–Newton iteration is adopted to solve the problem, and cubic 
difference is adopted to calculate  	k,j+1. Following the secondary iteration, 
the optimized 	 will be obtained firstly, and then it is substituted to the min-
imum functional iteration to calculate the model variation. The iteration will 
not stop until the termination condition is fulfilled or the iteration achieves 
the termination number, when the best fit model is obtained. 
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4. GEOELECTRICAL  MODEL  FOR  THE  STUDY  AREA 
To carry out AMT numerical simulation for gas hydrate in the Qilian Moun-
tain permafrost, it is necessary to set appropriate resistivity value for gas hy-
drate reservoirs based on the occurrence of gas hydrate in the study area, and 
establishing an actual geoelectrical model to simulate the variation character-
istics is a must. The physical parameters that affect the electrical property 
consist of porosity and saturation of the gas hydrate, so that Archie equation, 
usually used in the reservoir evaluation, can be applied to the gas hydrate as-
sessment, writing (Archie 1942): 

 ,w
t m n

w

aR
R

S0
�  (25) 

where Rt is the resistivity value in the formation, Rw is the resistivity value of 
formation water, 0 indicates the porosity, and Sw denotes the water saturation 
of the pores in the formation. Parameters a, m, and n are empirical indices, 
which can be determined by the actual stratum, and 1.5 < m < 3, 
0.5 < a < 2.5. 

According to the previous research for gas hydrate reservoirs (Lee and 
Collett 2011, Guo and Zhu 2011), it can be determined that  Rw = 2 �.m, 
n = 1.9386,  a = 0.5,  and  m = 1.32,  so that Eq. 25 can be transformed to be 

 
� �1.93861.32

1.02 .
1

t
h

R
S0

�
�

 (26) 

It can be seen from Eq. 26 that the resistivity of gas hydrate reservoir is a 
function of porosity and saturation of gas hydrate. Here Eq. 26 is defined to 
be the resistivity calculation model for the gas hydrate reservoir. Therefore, 
according to the porosity and saturation of the gas hydrate reservoir in the 
study area, the reservoir resistivity can be deduced. 

The application of AMT method is conditioned on the resistivity differ-
ence of the target reservoir and surrounding rock. AMT sounding can reflect 
the electrical property of formation owing to its wide frequency range, and 
then, using related inversion technique, the geological information of the 
target reservoirs can be acquired. Therefore, to simulate the gas hydrate in 
the Qilian Mountain permafrost with AMT method, the resistivity value of 
gas hydrate and surrounding rock should be determined first. Gas hydrates at 
normal temperatures and pressures are very unstable and easy to decompose, 
making it impossible to measure resistivity value with conventional samples. 
However, it is a direct and effective method to analyze the resistivity of the 
gas hydrate reservoir and surrounding rock using the in situ log results. So 
the well log data of DK-1 and DK-3 holes where gas hydrate was recovered 
in the Qilian Mountain permafrost is used to analyze formation electrical 
characteristics of the study area (Fig. 3). 
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Fig. 3. Downhole logs from gas hydrate scientific drilling holes in the Qilian Moun-
tain permafrost (Lu et al. 2011, Guo and Zhu 2011). Data shown include the natural 
gamma ray log, bulk-density, acoustic, and electrical resistivity data. Yellow bands 
indicate the gas hydrate bearing layers. 
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Gas hydrate occurrences are supported by macroscopically high-
resistivity and acoustic velocity in the well log profiles (Carcione and Gei 
2004, Lee and Collett 2011). It is very clear that the resistivity and velocity 
of the gas hydrate bearing layer are relatively higher than the surrounding 
rock in the holes of DK-1 and DK-3 (Fig. 3). Although the coal layer has a 
relatively high signal of resistivity, its velocity signals are relatively low. 
Hence, four intervals (133.5~135.5, 142.9~147.7, 137.4~143.3, and 
152~155.5 m) are interpreted as gas hydrate bearing layers from the compre-
hensive well log data, where resistivity and velocity are relatively high and 
natural gamma ray and density are relatively low. These well log data inter-
pretations are supported by field observations of gas hydrate occurrences and 
associated anomalies. 

The high-resistivity anomaly tends to be more distinct along with the in-
crease of the thickness of gas hydrate bearing layer. By statistically classify-
ing the resistivity value of gas hydrate bearing layers in terms of lithological 
characteristics (Table 3), we can see that the gas hydrate revealed by the hole 
of DK-1 exists in sandstone and siltstone (Fig. 3a), and the average resistivi-
ty value of gas hydrate bearing layers is 2.97 times higher than that of the 
surrounding rock. The gas hydrate revealed by DK-3 hole exists in mudstone 
(Fig. 3b), and the average resistivity value of gas hydrate bearing layers is 
2.96 times higher than that of the surrounding rock. 

 

Table 3 
Statistics of the values of resistivity logging in gas hydrate reservoirs 

Borehole 
Gas hydrate  

bearing layers 
[m] 

Reservoir 
lithology 

Resistivity value
of reservoir 

[�.m] 

Resistivity value  
of surrounding rock 

[�.m] 

DK-1 
133.5~135.5 Sandstone 113.97~378.41 50.99~98.10 
142.9~147.7 Siltstone 287.85~349.92 37.7~168.32 

DK-3 137.4~143.3 
152.0~155.5 Mudstone 52.95~83.36 25.12~28.13 

 
Based on the electrical characteristics of reservoirs with different lithol-

ogy, the resistivity value of the gas hydrate reservoir in the geoelectrical 
model is set to be 3 times higher than that of the surrounding rock. Accord-
ing to the resistivity variation characteristics of the permafrost in the study 
area, the resistivity value of the permafrost layer is set to be 2 times higher 
than the resistivity value of the gas hydrate reservoir (Zhu et al. 2010, Lin et 
al. 2013). In accordance with resistivity calculation model, by setting differ-
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ent porosities and saturation of the gas hydrate reservoir, different 
geoelectrical models can be established with the above electrical relation-
ships to lay a foundation for AMT numerical simulation. 

5. RESULTS  AND  DISCUSSION 
5.1  Response characteristics of high-resistance abnormal body of gas 

hydrate 
As gas hydrate in the Qilian Mountain permafrost occurs abnormally in the 
local scope, the gas hydrate reservoir can be modeled as high-resistance ab-
normal body. To determine gas hydrate reservoirs favorable to AMT pros-
pecting in the study area, the response characteristics of AMT forward 
modeling for high-resistance abnormal body of gas hydrate are analyzed 
with variation of resistivity, occurrence scale, and bury depth. Based on the 
occurrences variation of gas hydrate, different geoelectrical models are de-
signed, of which: the first layer is the permafrost layer with resistivity 2 �, 
thickness 100 m (Zhu et al. 2010, Lu et al. 2011, Pang et al. 2013); the sec-
ond layer is the gas hydrate reservoir, while surrounding rock resistivity is 
1/3 �, and a distance of h below the permafrost layer there is a high-
resistance abnormal body of gas hydrate with resistivity �, and  d × 200 m  of 
size (Fig. 4). 

Because gas hydrate samples recovered from the study area have been 
shallow buried and had a high resistivity (Lu et al. 2011, Zhu et al. 2010), 
and the earth’s surface is covered by high-resistivity permafrost, parameters 
for forward modeling are set as follows: frequencies range from 0.1 to 
10 000 Hz with detail frequencies shown in Table 4. Note that the length of 
profile line is 5 km and the station spacing is 25 m. 

Fig. 4. The geoelectrical model of high-resistance abnormal body of gas hydrate. 

 

�
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Table 4 
Frequency points for AMT forward modeling 

Count Frequency point  [Hz] 

91 

8577, 7365, 6310, 5412, 4642, 3981, 3415, 2929, 2512, 2154, 1848, 1585, 
1359, 1166, 1000, 858, 736, 631, 541, 464, 398, 341, 293, 251, 215, 185, 
158, 136, 117, 100, 85.8, 73.6, 63.1, 54.1, 46.4, 39.8, 34.1, 29.3, 25.1, 
21.5, 18.5, 15.8, 13.6, 11.7, 10.0, 8.58, 7.36, 6.31, 5.41, 4.64, 3.98, 3.42, 
2.93, 2.51, 2.15, 1.85, 1.59, 1.36, 1.17, 1.00, 0.858, 0.736, 0.631, 0.541, 
0.464, 0.398  

 

5.1.1  Forward modeling of different resistivities 
To study the influence of resistivity on AMT response characteristics of gas 
hydrate in the Qilian Mountain permafrost, different resistivities are assumed 
based on the porosity and saturation of gas hydrate. Based on the actual data, 
the porosity of the high-resistance abnormal body of gas hydrate is set to be 
10%, and the saturations are assumed to be 30, 40, 50, 60, 70, and 80%, cor-
responding to 43, 57, 82, 126, 220, and 483 �.m of resistivity with an aver-
age value of 168.5 �.m. These values can be derived according to the 
resistivity model. By fixing depth  h = 100 m  and width  d = 500 m, and 
changing �, whose values are 43, 168, and 483 �.m, the apparent resistivity 
section diagrams of TE and TM modes by AMT forward modeling with 
FEM can be obtained, as shown in Fig. 5. 

From Figure 5, we can see that there are different levels of concaves in 
the apparent resistivity contour, meaning the high-resistivity anomaly ap-
pears, and indicating the existence of gas hydrate. So simulation of the high 
resistance abnormal body of gas hydrate in the surrounding rock with lower 
resistivity is effective. In the section diagrams of apparent resistivity in TE 
mode, the high-resistance abnormal body of gas hydrate can be well distin-
guished longitudinally, and electrical influence scope of the high-resistivity 
anomaly can be delineated in the longitudinal direction. The TM mode ap-
parent resistivity can well distinguish anomalies in the horizontal direction, 
and delineate the horizontal electrical influence scope of the high resistance 
abnormal body of gas hydrate. 

When the resistivity of gas hydrate reservoir reaches 43 �.m (Fig. 5a), 
there will be a high-resistivity anomaly at the top around 100 Hz in TE 
mode, with a wide influence scope ranging from 0.4 to 100 Hz. The high-
resistivity anomaly in TM mode ranges from 2250 to 2750 m, with a width 
of 500 m, which shows good compatibility with the actual scope of high-
resistance abnormal body. When the resistivity reaches 168 �.m (Fig. 5b), a 
high-resistivity anomaly appears at the top of 300 Hz in TE mode, and the  
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(a)             TE mode (� = 43 �.m)                                          TM mode (� = 43 �.m) 

(b)             TE mode (� = 168 �.m)                                      TM mode (� = 168 �.m) 
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(c)               TE mode (� = 483 �.m)                                             TM mode (� = 483 �.m) 

Fig. 5. The apparent resistivity section diagrams of the high-resistance abnormal 
body of gas hydrate with different resistivities. 
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influential frequency range reduces to 3~300 Hz. The horizontal influence 
scopes of the high-resistivity anomaly in TM mode are similar when the re-
sistivity is 43 and 168 �.m, meaning the results in TM mode can reflect the 
actual condition. When the resistivity for gas hydrate reservoir is 483 �.m 
(Fig. 5c), the high-resistivity anomaly appears around 1000 Hz in TE mode, 
and the frequency range reduces further, mainly from 100 to 1000 Hz; the 
horizontal influence scope of the high-resistivity anomaly in TM mode 
ranges from 2350 to 260 m, with a width of 300 m, which differs largely 
from the actual condition. 

It can be seen from the above analysis that when the bury depth and oc-
currence scale of gas hydrate reservoir are fixed, with the increase of resis-
tivity, the influence scopes of the high-resistivity anomaly in TE and TM 
modes decrease, and response characteristics of AMT forward modeling 
weaken, indicating that the formation with high resistivity in the study area 
will not benefit to the identification and delineation of gas hydrate reservoir 
with AMT sounding. 

When the resistivity of the high-resistance abnormal body of gas hydrate 
is 483 �.m, the response characteristics of forward modeling will deviate 
from the actual condition largely, indicating that AMT method cannot pro-
spect the gas hydrate reservoirs when the resistivity of the reservoir is higher 
than 483 �.m. According to the porosity and saturation of the gas hydrate in 
the Qilian Mountain permafrost, resistivities of the reservoirs can be estimat-
ed with Eq. 26 (Table 5). From Table 3 we can see that when the resistivity  
 

Table 5 
The resistivity values of gas hydrate model under different reservoir conditions 

Gas  
hydrate 
model 

Reservoir condition
Resistivity 

[�.m] 

Gas 
hydrate 
model

Reservoir condition
Resistivity 

[�.m] 0 
[%] 

Sh 
[%] 

0 
[%] 

Sh 
[%] 

1 5 30 106 13 15 30 25 
2 5 40 143 14 15 40 34 
3 5 50 204 15 15 50 48 
4 5 60 314 16 15 60 74 
5 5 70 549 17 15 70 129 
6 5 80 1205 18 15 80 283 
7 10 30 43 19 20 30 17 
8 10 40 57 20 20 40 23 
9 10 50 82 21 20 50 33 

10 10 60 126 22 20 60 50 
11 10 70 220 23 20 70 88 
12 10 80 483 24 20 80 193 
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of gas hydrate reservoir is higher than 483 �.m, the corresponding porosity 
will be less than 5%, and saturation will be higher than 70%, indicating that 
the reservoirs are of low porosity and high saturation.  

From the above analysis it follows that for gas hydrate reservoirs in the 
Qilian Mountain permafrost, when the porosity is less than 5%, saturation is 
higher than 70%, the AMT method cannot identify and delineate gas hydrate 
reservoirs. 

5.1.2  Forward modeling of occurrence scales 
To reflect the general electrical properties of gas hydrate reservoirs in the 
Qilian Mountain permafrost, the average resistivity derived from the condi-
tions that porosity is assumed to be 10% and saturation is assumed to be 
30~80% is set as � for the high resistance abnormal body of gas hydrate. � is 
set to be 168 �.m. The upper boundary is 100 m far from the permafrost 
layer. The width of the high-resistance abnormal body is set to be 50, 350, 
and 400 m. Other parameters for the forward simulation are the same as the 
above-mentioned values. So, after AMT forward simulation with FEM, the 
apparent resistivity section diagrams can be obtained, as illustrated in Fig. 6. 

From Figure 6, it can be seen that with the increase of the width of the 
high-resistance abnormal body from 50 to 400 m, influence scopes of the 
high-resistivity anomaly in TE and TM modes are increasing, and the re-
sponse characteristics of AMT forward modeling are strengthening. When 
the width of the high-resistance abnormal body is 50 m (Fig. 6a), the contour 
of apparent resistivity in TE mode expands horizontally, i.e., no response 
characteristic occurs. There is also no response characteristic of the high-
resistivity anomaly in the horizontal direction in TM mode, indicating that 
the contour cannot reflect the distribution of anomalies. When the width of 
the high-resistance abnormal body is 350 m (Fig. 6b), the contour of appar-
ent resistivity concaves downward distinctly, and the anomaly appears at the 
top around 300 Hz, with frequencies ranging from 3 to 300 Hz. In the TM 
mode, the high-resistivity anomaly distributes from 2350 to 2650 m, with a 
width of 300 m, which is not totally consistent with the high-resistance ab-
normal body. When the width of the high-resistance abnormal body is 400 m 
(Fig. 6c), a more distinct downward concave appears in the contour of TE 
mode, and AMT response characteristics are also strengthen. In the TM 
mode, the high-resistivity anomaly distributes from 2300 to 2700 m, with a 
width of 400 m, which coincides well with the actual high-resistance abnor-
mal body of gas hydrate. 

From the above analysis it follows that for the high-resistance abnormal 
body of gas hydrate in the Qilian Mountain permafrost, when the resistivity 
and bury depth are fixed at certain values, with the increase of occurrence 
scale of the abnormal body, influence scopes of high-resistivity anomalies 
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Fig. 6. The apparent resistivity section diagrams of the high-resistance abnormal
body of gas hydrate with different occurrence scales.
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illustrated in the apparent resistivity section diagrams increase, and the re-
sponse characteristics of AMT forward modeling strengthen. When the 
occurrence scale of the gas hydrate reservoir is less than 50 m, the AMT 
method cannot identify it, while when the occurrence scale is larger than 
400 m, the AMT method can identify and delineate the reservoir. 

5.1.3  Forward modeling of different depths 
To study the influence of gas hydrate reservoir bury depth on AMT response 
characteristics, � is fixed to be 168 �.m, and width is fixed to be 400 m 
(d = 400 m). The distances between upper boundary of the abnormal body 
and the permafrost layer, h, are set to be 100, 350, and 400 m, respectively. 
The other parameters are the same as the above-mentioned values. After 
AMT forward simulation with FEM, the apparent resistivity section dia-
grams can be obtained, as illustrated in Fig. 7. 

From Figure 7 it follows that, when the bury depth increases from 200 to 
500 m, the influence scope of apparent resistivity in TE and TM modes de-
creases, and the AMT forward modeling response characteristics weaken. 
When the bury depth of the high-resistance abnormal body is 200 m 
(Fig. 7a), the contour of apparent resistivity in TE mode concaves down-
wards distinctly, and the high-resistivity anomaly appears at the top around 
300 Hz with frequencies ranging from 3 to 300 Hz. In the TM mode, the 
high-resistivity anomaly ranges from 2300 to 2700 m, with a width of 400 m 
which shows good compatibility with the actual conditions. When the bury 
depth of the high-resistance abnormal body is 450 m (Fig. 7b), the bending 
degree of the apparent resistivity contour in TE mode gets weak distinctly, 
and the AMT response characteristics also weaken. There is no horizontal 
response in the contour of apparent resistivity in TM mode, meaning the 
contour cannot reflect the distribution of anomalies. When the bury depth of 
the high-resistance abnormal body is 500 m (Fig. 7c), the contour of appar-
ent resistivity in TE mode expands horizontally, i.e., no response characteris-
tic occurs. No response characteristic occurs in TM mode, indicating that the 
contour cannot reflect the distribution of anomalies. 

From the above analysis it follows that, for the high-resistance abnormal 
body of gas hydrate in the Qilian Mountain permafrost, when the resistivity 
and occurrence scale are fixed to certain values, with the increase of bury 
depth of the abnormal body, apparent resistivity influence scopes in both TE 
and TM modes decrease, and the response characteristics of AMT forward 
modeling weaken. When the bury depth of the gas hydrate reservoir is higher 
than 500 m, AMT method cannot identify and delineate the reservoir. 

Based on the measured gas components of gas hydrate, combined with 
the data of the mean annual ground temperature, temperature gradient, and  
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Fig. 7. The apparent resistivity section diagrams of the high-resistance abnormal 
body of gas hydrate with different bury depths. 
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thickness of permafrost in Muli coalfield, the gas hydrate stability zone 
(GHSZ) of the study area has been studied. The results showed that the top 
depth of the GHSZ is 171 m, and the bottom depth of the GHSZ is 574 m, 
respectively (Zhu et al. 2010). Besides, gas hydrate samples recovered from 
the study area are shallow-buried, ranging from 133 to 396 m in depth 
(Fig. 2). Therefore, for the above bury depth condition, the AMT method can 
be effectively used to identify and delineate the gas hydrate reservoir in the 
Qilian mountain permafrost. 

5.2  Influence of acquisition parameters on AMT inversion results 
Because the difference of electrical properties between the permafrost layer 
and gas hydrate reservoir is not that obvious, and gas hydrate occurs closely 
below the permafrost layer, the inversion results will be affected largely. So 
the geoelectric model built here will not consider the overlying permafrost 
layer. To reflect the general electrical properties of gas hydrate reservoir, the 
average resistivity, approximated to be 170 �.m, derived from Eq. 26 with 
porosity 10% and saturation 30~80% is used as the resistivity for inversion 
model. According to the resistivity logging data of the DK-1 hole (Fig. 3a, 
Table 3), the maximum ratio of resistivity value of gas hydrate reservoir to 
resistivity value of surrounding rock can be 10 (Lu et al. 2011, Yao et al. 
2013). Therefore, to improve the inversion results and to better analyze the 
effect of acquisition data to inversion, the resistivity value of surrounding 
rock is set to be 17 �.m. According to the electrical characteristics of gas 
hydrate, a typical geoelectrical model is built for gas hydrate reservoir in the 
study area (Fig. 8). 

Fig. 8. Typical geoelectrical model of the high-resistance abnormal body of gas  
hydrate. 

170 m� �

17 m�� 
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Table 6 
Frequency points for AMT forward modeling 

Count Frequency point  [Hz] 

91 

398, 369, 341, 316, 293, 271, 251, 233, 215, 200, 185, 171, 158, 147, 
136, 126, 117, 108, 100, 92.6, 85.8, 79.4, 73.6, 68.1, 63.1, 58.4, 54.1, 
50.1, 46.4, 43.0, 39.8, 36.9, 34.1, 31.6, 29.3, 27.1, 25.1, 23.3, 21.5, 
20.0, 18.5, 17.1, 15.8, 14.7, 13.6, 12.6, 11.7, 10.8, 10.0, 9.26, 8.58, 
7.94, 7.36, 6.81, 6.31, 5.84, 5.41, 5.01, 4.64, 4.30, 3.98, 3.69, 3.42, 
3.16, 2.93, 2.71, 2.51, 2.33, 2.15, 2.00, 1.85, 1.71, 1.59, 1.47, 1.36, 
1.26, 1.17, 1.08, 1.00, 0.926, 0.858, 0.794, 0.736, 0.681, 0.631, 0.584, 
0.541, 0.501, 0.464, 0.430, 0.398 

46 

398, 341, 293, 251, 215, 185, 158, 136, 117, 100, 85.8, 73.6, 63.1, 54.1, 
46.4, 39.8, 34.1, 29.3, 25.1, 21.5, 18.5, 15.8, 13.6, 11.7, 10.0, 8.58, 
7.36, 6.31, 5.41, 4.64, 3.98, 3.42, 2.93, 2.51, 2.15, 1.85, 1.59, 1.36, 
1.17, 1.00, 0.858, 0.736, 0.631, 0.541, 0.464, 0.398 

31 
398, 316, 251, 200, 158, 126, 100, 79.4, 63.1, 50.1, 39.8, 31.6, 25.1, 
20.0, 15.8, 12.6, 10.0, 7.94, 6.31, 5.01, 3.98, 3.16, 2.51, 2.00, 1.58, 
1.26, 1.00, 0.794, 0.631, 0.501, 0.398 

16 398, 251, 158, 100, 63.1, 39.8, 25.1, 15.8, 10.0, 6.31, 3.98, 2.51, 1.58, 
1.00, 0.631, 0.398 

7 398, 126, 39.8, 12.6, 3.98, 1.26, 0.398 

 

The parameters are as follows: frequencies for forward modeling range 
from 0.1 to 1000 Hz, and 91 frequency points are deployed (Table 6), the 
length of survey line is 10.5 km, station spacing is 25 m, the scale of the 
high-resistance abnormal body of gas hydrate is 350 × 1000 m, and the bury 
depth is 150 m. The response characteristics of forward modeling in TE and 
TM modes can be obtained by AMT simulation with FEM. 

Response characteristics of the high-resistivity anomaly of gas hydrate in 
TE and TM modes can be seen clearly from the section diagrams of apparent 
resistivity and phases of impedance (Fig. 9), conductive to the analysis of in-
fluence of acquisition data on AMT inversion results. At the top around 
100 Hz the high-resistivity anomalies appear in TE and TM modes 
(Fig. 9a, c). The high-resistivity anomaly area closes up around 1 Hz in TE 
mode, while the high-resistivity anomaly area does not close up in the low 
frequency part in TM mode. In the section diagrams of TE and TM modes 
(Fig. 9b, d), the high-resistivity anomalies appear around 100 Hz, and close 
up at high frequencies, indicating that the simulation can reflect the configu-
ration of the high-resistance abnormal body of gas hydrate. 
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Fig. 9. AMT forward
modeling responses for
typical high-resistance
abnormal body of gas
hydrate: (a) apparent
resistivity of TE mode,
(b) phase of TE mode,
(c) apparent resistivity
of TM mode, and
(d) phase of TM mode. 
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5.2.1  Survey line length 
To investigate the influence of survey line length on the response character-
istics of AMT inversion, the lengths of survey line are set to be 4, 3, 2, and 
1 km. To better simulate the field data, 2% Gaussian noise is added to the 
original data, station spacing is 50 m, frequency points range from 0.398 to 
398 Hz, and 46 frequency points are extracted at an interval of 0.06 in the 
log-domain (Table 6). The standardized parameter is set to be 10, initial re-
sistivity is set be 17 �.m, and grid is set to be 92 × 50, with extended grid not 
included. Inversion mode is TE + TM. 

Figure 10 shows the comparison diagrams of NLCG inversion results 
with different survey line lengths, where black frame indicates the size and 
position of actual model for the high-resistance abnormal body of gas hy-
drate. With the gradual increase of survey line length from 1 to 4 km, the 
anomalies reflected by inversion are consistent with the actual model in size 
and position. When survey line length equals the width of the high-resistance 
abnormal body (Fig. 10d), the width of the high-resistivity anomaly by in-
version is only about 800 m, and the bottom boundary is about 550 m. Inver-
sion results do not coincide with the actual model. When survey line is twice 
the length of the width of the high-resistance abnormal body (Fig. 10c), the 
width of the high-resistivity anomaly by inversion is 970 m. The top and bot-
tom boundaries are consistent with the actual model, but the size of the 
anomaly is smaller than the actual model. When survey line length is more 
than triple the width of the high-resistance abnormal body (Fig. 10a-b), the 
size and position by inversion show good compatibility with the actual model. 

From the above analysis it follows that, for AMT prospecting of gas hy-
drate in the Qilian Mountain permafrost, relatively longer survey line is 
more favorable to the identification of the high-resistance abnormal body. 
But with the increase of survey line length, expenses for field data acquisi-
tion and time for indoor data processing will increase correspondingly. 
Therefore, survey line length should be determined based on the actual oc-
currence of gas hydrate reservoir in the Qilian Mountain permafrost. Gener-
ally, double size of the possible occurrence region will be suitable, while 
triple size makes the best results. 

5.2.2  Station space 
To discuss the influence of station spacing on AMT inversion results, station 
spacings are defined to be 25, 50, 100, and 200 m. Survey line length is fixed 
to be 4 km, and the other parameters are the same for the above-mentioned 
data. 

Figure 11 shows the comparison diagrams of NLCG inversion results 
with different station spacing. With the increase of station spacing from 25 
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Fig. 10. 2D NLCG in-
version results of the 
high-resistance abnor-
mal body of gas hydrate 
with different survey 
line lengths: (a) 4 km,
(b) 3 km, (c) 2 km, and 
(d) 1 km.
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Fig. 11. 2D NLCG 
inversion results of the 
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mal body of gas hydrate 
with different sta-
tion spacing: (a) 25 m,
(b) 50 m, (c) 100 m, and
(d) 200 m. 
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to 200 m, corresponding to the number of stations 41, 21, 11, and 5, AMT 
inversion results get worse, that is, the widths of anomalies decrease and the 
deviations get larger. When station spacings are 25 and 50 m (Fig. 11a-b), 
the size and position of high-resistivity anomaly by inversion are similar and 
coincide well with the actual model. When the spacing is 100 m (Fig. 11c), 
the width of high-resistivity anomaly by inversion is 900 m, and the depths 
of top boundary and bottom boundary are consistent with the actual model, 
but the size of high-resistivity anomaly is smaller than the actual model. 
When spacing is 20 m (Fig. 11d), the size and position by inversion differ 
largely from the actual model. It cannot reflect the size and position of the 
high-resistance abnormal body of gas hydrate. 

From above analysis it follows that relatively short station spacing is 
more favorable to the identification of the high-resistance abnormal body of 
gas hydrate. But with the decrease of station spacing, expenses for field data 
acquisition and time for indoor data processing will increase corresponding-
ly. The law of gas hydrate distribution in the lateral areas between drill holes 
is not apparent, and the continuity is relatively poor (Fig. 2). So when the 
AMT method is carried out, the number of stations should be no less than 6, 
and 11 stations make the best results. 

5.2.3  Number of frequency points 
To discuss the influence of the number of frequency points on AMT inver-
sion results for gas hydrate reservoir, the numbers of frequency points are 
assumed to be 46, 31, 16, and 7, and Table 6 gives the specific frequencies. 
The survey line length is fixed to be 4 km, and the station spacing is set to be 
50 m. The other parameters are the same as for the above mentioned data. 

Figure 12 shows the comparison diagrams of NLCG inversion results 
with different number of frequency points. With the decrease of the number 
of frequency points from 46 to 7, corresponding to 10, 7, 4, and 2 of the 
number of frequency points in the influence range of the high-resistivity 
anomaly (100~1000 Hz), AMT inversion results get worse, that is, the re-
flected size and position of anomalies deviate from the actual model gradual-
ly. When the numbers of frequency points are 46 and 31 (Fig. 12a-b), the 
size and position of the high-resistivity anomaly coincide well with the actu-
al model. When the number of frequency points is 16 (Fig. 12c), the width of 
the high-resistivity anomaly by inversion is 970 m. The top boundary and 
bottom boundary are consistent with the actual model, but the high-
resistivity anomaly is smaller than the actual model in size. When the num-
ber of frequency points is 7 (Fig. 12d), the width of the high-resistivity 
anomaly by inversion is 950 m, and the bottom boundary is about 580 m. 
The size and position of the high-resistivity anomaly by inversion do not co-
incide with the actual model. 
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Fig. 12. 2D NLCG in-
version results of the
high-resistance abnor-
mal body of gas hy-
drate with different
numbers of frequency
points: (a) 46, (b) 37,
(c) 16, and (d) 7. 
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From above analysis it follows that more frequency points are favorable 
to the identification of the high-resistance abnormal body of gas hydrate. But 
with the increase of frequency points, expenses for field data acquisition and 
time for indoor data processing will increase correspondingly. Gas hydrate 
samples recovered from the study area are shallow-buried, ranging from 133 
to 396 m in depth (Fig. 2), which belongs to the high-frequency section of 
AMT method. Therefore, if the AMT method in this area is carried out, the 
number of frequency points set in high-frequency section (100~1000 Hz) 
should be no less than 3, 4 points as best. 

6. CONCLUSIONS 
(1) Using the resistivity calculation model based on the Archie’s equa-

tions for the gas hydrate reservoir, combined with resistivity logging data of 
gas hydrate scientific drilling holes in the Qilian Mountain permafrost, elec-
trical characteristics of gas hydrate reservoirs of different lithology are ana-
lyzed to lay a foundation for the establishment of the geoelectrical model.  

(2) The AMT response characteristics of the gas hydrate reservoir in the 
Qilian Mountain permafrost with variations of resistivity, occurrence scale 
and bury depth are simulated by finite element method, and the application 
range of AMT prospecting for the gas hydrate reservoir is obtained. If poros-
ity is less than 5%, saturation of gas hydrate is higher than 70%, occurrence 
scale is less than 50 m, or bury depth is greater than 500 m, the AMT sound-
ing cannot identify and delineate the favorable gas hydrate reservoir. 

(3) With NLCG algorithm influences of acquisition parameters on AMT 
inversion results are studied, and an optimized acquisition parameters 
scheme favorable to prospecting the gas hydrate reservoir is obtained. Sur-
vey line should be twice the length of occurrence scale, while triple the 
length makes the best result. The number of stations in the possible occur-
rence region should be no less than 6, while 11 stations will be optimal. Fre-
quency points setting at high frequency section (100~1000 Hz) should be no 
less than 3, 4 points as best. 
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A b s t r a c t  

The paper addresses the problem of determination of the energy 
and momentum coefficients for flows through a partly vegetated channel. 
These coefficients are applied to express the fluid kinetic energy and 
momentum equations as functions of a mean velocity. The study is based 
on laboratory measurements of water velocity distributions in a straight 
rectangular flume with stiff and flexible stems and plastic imitations of 
the Canadian waterweed. The coefficients were established for the vege-
tation layer, surface layer and the whole flow area. The results indicate 
that the energy and momentum coefficients increase significantly with 
water depth and the number of stems per unit channel area. New regres-
sion relationships for both coefficients are given. 

Key words: submerged flexible and rigid vegetation, velocity profile, 
energy and momentum coefficients. 
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1. INTRODUCTION 
Understanding the impact of vegetation on water flow conditions has be-
come important in river restoration projects. In the last decades a turbulent 
flow structure in rivers and channels with vegetation have been extensively 
studied by Nepf and Vivoni (2000), Nepf and Ghisalberti (2008), Nepf 
(2012), Cameron et al. (2013), Poggi et al. (2004), Righetti (2008), and oth-
ers. In the same time, studies to find an appropriate way of description of the 
vegetation roughness (see, e.g., Kubrak et al. 2008, 2012, 2013) were evalu-
ated. River flows can be described in detail by the Navier–Stokes equation. 
However, in many practical applications it is possible to simplify the model, 
reducing computational and data costs. In engineering applications an as-
sumption of a one-dimensional character of a flow is often used, where all 
state variables refer to averaged quantities. For a channel flow, variables in a 
wide cross-section are averaged over the water depth and width. The com-
mon practical problem is the determination of water profiles in rivers and 
channels. The solution is based on a one-dimensional form of the energy 
equation, or the momentum equation, if the water surface profile varies rap-
idly and is established under a mixed flow regime. Both these equations use 
different velocity-distributions coefficients, whose values are nearly equal, 
but involve different meanings of the frictional losses (Chow 1959, Yen 
2002). 

The expression for the fluid kinetic energy equation as a function of 
mean velocity requires the energy coefficient 	 (also termed as the Coriolis 
coefficient or the Saint Venant coefficient) to be introduced. In the case of 
the momentum equation it is the momentum coefficient � (also termed as the 
Boussinesq coefficient). These coefficients might be elaborated on account 
of velocity measurements or an assumed velocity profile with depth. Fenton 
(2005) stated that neglecting these coefficients in hydraulic calculations of 
an open channel flow might introduce an error of 5-10%. The presence of 
vegetation within a channel causes a distortion of a flow field, which is 
shaped by plant heights, spacing geometrical and mechanical properties. If a 
plant height is lower than the water depth, vegetation is considered as short 
and within the flow field at least two layers can be distinguished, namely: 
vegetated and surface ones. This simplified classification is an introduction 
into assessing the vegetation impact on analyzed coefficient values. 

To express the kinetic energy in the channel cross-section using the 
mean velocity, it is necessary to adopt the correction coefficient, defined as: 

 
3

3 .
m

v dA
	 =

v A
�  (1) 
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Similarly, the stream momentum in the channel cross-section, expressed 
as a function of the mean velocity, requires the momentum coefficient �: 

 
2

2 ,
m

v dA
� =

v A
�  (2) 

where vm is the mean water velocity in the cross-section calculated as  
�m = Q/A, Q is the discharge, and A is the cross-sectional area. 

For a uniform velocity field, the energy and momentum coefficients are 
equal to one. On the contrary, the coefficients take values higher than one. 
Analyzing Eqs. 1 and 2 it can be seen that the momentum coefficient � 
should be smaller than the energy coefficient 	. Chow (1959) presented val-
ues of the energy and momentum coefficients for natural and artificial chan-
nels of uniform cross-sections. In this study, the reported energy coefficient 
	 =is within the range of  	 > (1.10?2.00), and the momentum coefficient sat-
isfies the following:  � > (1.03?1.33). Strauss (1967) stated that the energy 
and momentum coefficients are functions of a velocity profile over the depth 
and a cross-sectional shape, parameterized with lengths of the bottom and 
slope. For wide, rectangular channels, the coefficient values are mostly de-
termined only by the velocity profile over the depth (Rehbock 1922). In the 
literature there is a lack of information concerning values of these coeffi-
cients for uniform channels with vegetation. 

This article accounts for the determination of the energy and momentum 
coefficients in a rectangular, wide channel with a short vegetation simulated 
with stiff and flexible stems, as well as with plastic imitations of the Canadi-
an waterweed (Elodea Canadensis sp.). The outcome and the main novelty 
of the research are methodological grounds to improve accuracy of one-
dimensional flow routing models of partly vegetated channels, used to solve 
practical problems like calculations of water depths in drainage-irrigation 
systems.  

The application of the rectangular channel allowed to exclude the effect 
of the channel cross-section shape on the velocity profile and as a result on 
the computed coefficients. The values of energy and momentum coefficient 
were determined in three sets: for vegetation and surface layers, and for the 
total cross-section. As a result it was possible to assess the energy and mo-
mentum coefficients for a velocity field affected by the presence of vegeta-
tion, also in a free region when values were computed for a surface layer. 
The common approach in practical studies, involving a one-dimensional 
modeling of water profiles, is an assumption of a zero flow in a vegetation 
layer. The article is based on laboratory experiments whose results were al-
ready presented by Kubrak et al. (2008, 2012, 2013), wherein they were 
used to verify the model of the velocity profile for a channel with different 
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elements imitating vegetation. The methodology and outcomes of laboratory 
experiments are given here briefly. 

2. EXPERIMENTAL  INVESTIGATIONS 
The hydraulic experiments were settled in the Hydraulics Laboratory of the 
Warsaw University of Life Sciences – SGGW. The laboratory channel is 
characterized by a straight run with an adaptable slope, a rectangular cross-
section, and the following dimensions: the length of 16 m, width of 0.58 m, 
and height of 0.60 m (Fig. 1). The measurements were conducted for steady 
flow conditions, in the channel with elements simulating the stiffness and 
flexibility, as a result of the pressure force of a stream on vegetation. 

The vegetation was simulated by: 
� Stiff wooden stems of a cylindrical shape (Fig. 2a), diameter  

d = 0.0022 m  and a height of 0.11 m (Kubrak 2007). 
� Flexible stems, made from the PVC, of the elliptical shape, diameters  

d1 = 0.00095 m, d2 = 0.0007 m, and a height of 0.165 m (Fig. 2b); with a 
mean value of elasticity modulus  E = 3630 MPa, determined on the basis 
of measurements performed with the strength testing machine – 
INSTRON 5582 (Kubrak 2007). 

� Artificial plants imitating the Canadian waterweed (Elodea Canadensis 
sp.), made of a PVC with a height of 0.11 m, presented in Fig. 2c 
(Wójtowicz et al. 2010, Kubrak et al. 2013). 
The vegetation models were installed on a plate of the  ks = 0.0001 m  

roughness height. The mounting nodes were organized in squares of the side 
length s (Fig. 3). Two horizontal components of mean velocities (longitudi-
nal and transversal) were measured with the use of a programmable electro-
magnetic liquid velocity meter (PEMS) manufactured by Delft Hydraulics. 
The velocity measurements were made for two channel slopes: i = 0.0087  
and  i = 0.0174. The experimental variants are set up in Table 1. 

Fig. 1. The layout of the experimental flume. 
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(a) (b) (c) 

Fig. 2. Setup of plant models in the laboratory channel: (a) stiff elements, (b) flexi-
ble elements, and (c) submerged elastic elements of artificial plants simulating Ca-
nadian waterweed (Elodea Canadensis sp.). Photos acquired from Kubrak (2007) 
and Wójtowicz et al. (2010). 

Fig. 3. The artificial vegetation pattern and the placement of measure cross-sections 
and velocity measure points. 

The water discharge was measured with the electromagnetic flow meter, 
situated at the inflow pipe. The water depth was captured with 0.1 mm accu-
racy. The water level was controlled with a gate, placed at the channel end 
(Fig. 1). 

Examples of measured and calculated velocity profiles, taken above the 
stiff and flexible stems, are presented in Fig. 4. Profiles were modeled, bas-
ing on the mixing length concept (Kubrak 2007, Kubrak et al. 2008, 2013). 
Because of the high agreement between calculated and measured velocity 
profiles, resulting in high values of the Linear Correlation Coefficient R and 
small differences between calculated and measured values (MRE), the ener-
gy and momentum coefficients were determined taking the calculated pro-
files. 
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Table 1  
Basic set-up of the experiments of velocity measurements 

Element types 
Spacing 
stems 
s [m] 

Number of stems  
per unit channel area 

m [stems/m2] 

Slope 
i [–] Case 

Stiff stems 
0.015 4032 0.0087 S.1.1 

0.0174 S.1.2 

0.030 1008 0.0087 S.2.1 
0.0174 S.2.2 

Flexible stems 
0.010 10000 0.0087 E.1.1 

0.0174 E.1.2 

0.020 2500 0.0087 E.2.1 
0.0174 E.2.2 

Elements simulating 
Canadian waterweed 0.045 507 0.0087 C.1.1 

0.0174 C.1.2 
 

Fig. 4. The calculated and measured velocity profiles: (a) in the channel with stiff 
stems, and (b) in the channel with flexible stems. 

Integration of velocity over the cross-sectional surface A was done using 
a grid method (Hulsing et al. 1966), where the flow field is discretized with 
the Cartesian grid. For greater accuracy, the size of the grid should be chosen 
as small as possible and here it always was below 0.0025 m. Assuming that 
the effective velocity through each grid is equal to that at the center of gravi-
ty of the grid, the quantities ��dA, ��2dA, and ��3dA are computed. The val- 
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Fig. 5. Vertical profiles of the velocity in the channel used in energy 	 and momen-
tum � coefficients calculations; vi is the velocity at the center of gravity of the grid,  
h – height of the submerged stiff or deflected elements, vme – mean velocity in layer 
with elements, vmu – mean velocity in layer over elements, and vm – mean velocity in 
profile. 

ues of 	 and � are computed according to Eqs. 1 and 2. As the flow field sig-
nificantly differs in the layer of vegetation and above, the calculations were 
performed separately for each layer and also for the whole profile (Fig. 5). 
The coefficients determined for the surface layer reflect the values used in 
practical applications of the one-dimensional water depth modeling where a 
flow through vegetation layer is neglected. 

3. RESULTS  OF  CALCULATION  AND  DISCUSSION 
Examples of velocity profiles shaped by stiff stems for which, i.e., coeffi-
cients were determined are presented in Fig. 6. Computed energy and mo-
mentum coefficients for vegetation layer, upper layer over elements and a 
total flow area as a function of the ratio of mean velocities of surface and 
vegetation layers, vmu/vme, are presented in Figs. 7 and 8. The numerical val-
ues used in the plots (Figs. 7 and  8) are set together in Table 2. 

Figures 6-8 show that the energy 	 and the momentum � coefficients in-
crease with a variation of the velocity profile. The velocity distribution in the 
vegetated layer for elements simulating the Canadian waterweed have a sim-
ilar shape as those for stiff stems: just above a bottom the velocity signifi-
cantly increases to become uniform for the major part of the vegetated layer 
and again increases while getting closer to a top of elements. The height of 
the constant velocity zone decreases with reduction of elements’ density and 
the ratio of water depth and the element height H/h. For smaller elements’ 
densities, the velocity in a constant zone is higher, which results in a more 
even profile (Fig. 6). That explains why energy 	 and momentum � coeffi- 
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Fig. 6. Computed velocity profiles for flume with stiff elements (cases S.1.1, S.1.2, 
S.2.1, S.2.2) used for calculation of energy 	 and momentum � coefficients. 

cients for dense elements spacing reach higher values and are characterized 
by stronger variation than for the surface layer. 

The highest variation of the velocity occurs when the total flow area is 
considered and increases with the flow depth. This is seen in the energy and 
momentum coefficients values, which follow this schema: they are highest 
for the total flow area and increase with a flow depth. 

The variation of the flow profile decreases with an increase of plant 
spacing. For spacing of  m = 4032 stems/m2  with a flow depth and the stiff 
stems height ratio of  H/h > (1.17?2.19), the relationship of a mean velocity 
in the surface and vegetation layer is in the range of  �mu/�me > (2.00?4.01). 
The corresponding values of the energy coefficient are in the range  	 > 
(1.44?2.29). In the surface layer, where the velocity variation is the lowest, 
the energy coefficient is within the range of  	 > (1.04?1.13). In the vegeta-
tion layer, where usually an even velocity distribution is presupposed, values 
of 	 coefficients appeared to be higher than in the surface layer and fall  
within  	 > (1.05?1.42). An increase in the spacing of stiff stems from  
m = 4032 stems/m2  to  m = 1008 stems/m2  causes a reduction of the velocity 
profile variation, characterized by the velocity ratio  �mu/�me > (1.42?2.04).  
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Fig. 7. Computed energy 	 coefficients in relation to the quotient of mean velocities 
in layer with stiff elements, over elements and the mean velocity in profile (cases 
S.1.1, S.1.2, S.2.1, S.2.2), where me is the mean velocity in layer with elements,  
mu – mean velocity in layer over elements, and m – mean velocity in profile. 

Consequently, the values of the energy coefficient are reduced to  
	 > (1.12?1.46)  for the total flow area and  	 > (1.01?1.10)  for the surface 
layer. In a vegetation layer, the energy coefficient is in the scope of  
	 > (1.02?1.15)  and slightly surpasses values reported in the surface layer. 

The highest values of the momentum coefficient, � > (1.12?1.40), are 
recorded for the total flow area in a channel with stiff stems of  m = 
4032 stems/m2 spacing. The increase of the spacing to  m = 1008 stems/m2  
reduces the momentum coefficient to the range of  � > (1.04?1.15). In the 
vegetation and surface layers the values of the momentum coefficient are 
close to unity:  � > (1.00?1.05). 
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Fig. 8. Computed momentum � coefficients in relation to quotient of mean velocities 
in layer with stiff elements, over elements and mean velocity in profile (cases S.1.1, 
S.1.2, S.2.1, S.2.2), where me is the mean velocity in layer with elements, mu – 
mean velocity in layer over elements, and m – mean velocity in profile.  

The results presented in Figs. 7 and 8 suggest that the energy and mo-
mentum coefficients depend on the water height above the vegetation and 
they are not influenced by the channel bottom slope.  

A similar dependence was constructed for flexible stems (m = 
10000 stems/m2, m = 2500 stems/m2) and for plastic imitations of the Cana-
dian waterweed (m = 507 stems/m2). The calculated ranges of the energy and 
momentum coefficients as a function of water depth H and the plant height 
ratio h are presented in Table 2. The results for all investigated plant models 
are shown in Figs. 9 and 10. 
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Fig. 9. Calculated energy 	 coefficients for the velocity profile in the channel and re-
lation between coefficients for different types of artificial vegetation: stiff, flexible 
stems, and plastic imitations of the Canadian waterweed (Elodea Canadensis sp.). 

Total flow area. The highest values of the energy coefficient, falling in 
the range of  	 > (1.79?2.85), were obtained for a total flow area with flexi-
ble stems of  m = 10000 stems/m2  spacing (E.1.1 and E.1.2). Meanwhile, the 
lowest values of the energy coefficient for the total flow area, in the range of 
	 > (1.12?1.49), are reported for high spacing of both stiff and flexible 
stems, respectively, m = 1008 stems/m2  and  m = 2500 stems/m2 (S.2.1, 
S.2.2 and E.2.1, E.2.2). The energy coefficient for the artificial Canadian wa-
terweed was within the range of  	 > (1.40?1.74). 

As the energy coefficient, the momentum coefficient � reached the high-
est values of  � > (1.21?1.52)  for flexible stems of  m = 10000 stems/m2  
spacing. The lowest values of the momentum coefficient, in the range of  
� > (1.04?1.15), correspond to the total flow area for high spacing of both 
stiff and flexible stems. The momentum coefficient for the artificial Canadi-
an waterweed did not exceed the value of  � = 1.25. 
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Fig. 10. Calculated momentum � coefficients for the velocity profile in the channel 
and relation between coefficients for different types of artificial vegetation: stiff, 
flexible stems, and plastic imitations of the Canadian waterweed (Elodea Canaden-
sis sp.). 

Vegetation layer. Values of the energy coefficient calculated only for 
the mean velocity in a vegetation layer, were significantly lower from those 
for the total velocity profile. There were no strong differences between the 
energy coefficient determined for stiff or flexible stems and it did not exceed 
the value of 1.42. Values of the energy coefficient 	 calculated for the Cana-
dian waterweed were close to unity. A similar behavior is shown by the 
momentum coefficient � for the vegetation layer, for all types of plant mod-
els. 

Surface layer. Values of the energy coefficient for the surface layer 
were close together in all experimental variants and did not exceed the value 
of 1.19. The corresponding value of the momentum coefficient did not ex-
ceed 1.05. 

As it is shown in Figs. 7-9, the highest values of the energy and momen-
tum coefficients for the total flow are found for densely spaced flexible 
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stems. These values are higher than those given by Chow (1959) for regular 
channels without vegetation. Only coefficient values for the total flow with 
stiff stems were found slightly smaller. Decrease of elements spacing density 
reduces the coefficients values to the point where they are equal for all ana-
lyzed element types. 

The calculated values of the energy and momentum coefficients for the 
total flow area were related to each other (Fig. 11), which allowed to estab-
lish a linear relationship between the coefficients: 

 20.27 0.75 , ( 0.98) ,� = 	+ R �  (3) 
or 
 3.70 2.78 .	 = � �  (4) 

By analogy, the similar relationship was identified for the vegetation layer 
(Fig. 11). 

Fig. 11. The relationship between the energy 	 and momentum � coefficients calcu-
lated for the vegetation layer for stiff, flexible stems, and plastic imitations of the 
Canadian waterweed. 
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4. CONCLUDING  REMARKS 
The analysis of calculated values of the energy 	 and momentum � coeffi-
cients for the rectangular channel with stiff, flexible stems, and plastic imita-
tions of the Canadian waterweed, allows to state that: 
� The energy and momentum coefficients depend on the velocity varia-

tions. The highest velocity variability is obtained in the total profile, 
smaller in vegetated layer, and the smallest in the surface layer. There-
fore, the highest values of the energy 	 and momentum � coefficients 
characterize the total flow area, whilst the smallest a surface layer above 
stiff and flexible elements. 

� For the plastic imitations of the Canadian waterweed, the highest velocity 
variability is found in the surface layer.  

� With an increase of plant spacing, the shape of the velocity profile in the 
vegetation layer gets closer to that in the surface layer; as a result of a ve-
locity variation reduction, also values of the energy and momentum coef-
ficients are reduced.  

� The energy and momentum coefficients do not depend on the channel 
slope. 

� The energy and momentum coefficients were related to linear regression 
relationships 3 or 4. Analogical relationships were elaborated for the 
vegetation and surface layer. 

� In models of one-dimensional channel flow for partly vegetated flow area 
a higher energy and momentum coefficient values than those given by the 
present literature should be used. For fully vegetated flow areas, these co-
efficients should be close to a unity. 
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A b s t r a c t  

The aim of this study was to evaluate the usefulness of modified 
methods, developed on the basis of NRCS-CN method, in determining 
the size of an effective rainfall (direct runoff). The analyses were per-
formed for the mountain catchment of the Kamienica river, right-hand 
tributary of the Dunajec. The amount of direct runoff was calculated us-
ing the following methods: (1) Original NRCS-CN model, (2) Mishra–
Singh model (MS model), (3) Sahu–Mishra–Eldho model (SME model), 
(4) Sahu 1-p model, (5) Sahu 3-p model, and (6) Q_base model. The 
study results indicated that the amount of direct runoff, determined on 
the basis of the original NRCS-CN method, may differ significantly from 
the actually observed values. The best results were achieved when the di-
rect runoff was determined using the SME and Sahu 3-p model.  

Key words: direct runoff, NRCS method, antecedent moisture condition 
(AMC), hydrological models, base flow. 
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1. INTRODUCTION 
The rainfall-runoff process is a complex, dynamic and nonlinear process, af-
fected by many, often interrelated physical factors. Reliable predictions of 
quantity and rate of runoff from land surface into streams and rivers are dif-
ficult and time-consuming to obtain for ungauged watersheds. As a result, 
many researchers have developed various methods to estimate both, the hu-
man influence on changes in surface runoff, especially storm runoff, and 
consequent effects on downstream activities (Fan et al. 2013). 

In the recent years, the rainfall-runoff models have been commonly used 
to simulate the hydrological phenomena in uncontrolled catchments. By us-
ing these methods, it is not only possible to calculate the design flows neces-
sary for the design of hydraulic facilities, but also to determine the flood 
parameters (duration, time to peak, wave volume, etc.), and to analyze the 
catchment response to the changes triggered, e.g., by human activities. How-
ever, hydrological modeling requires an input consisting of a large number 
of parameters that are sometimes difficult to determine. One of the character-
istics to be provided as the input data to a model is the effective rainfall in-
tensity. The Soil Conservation Service Curve Number (SCS-CN) method 
(SCS 1956) (now National Resources Conservation Service NRCS) is one of 
the most popular methods for computing the surface runoff depth for a given 
rainfall event from small watersheds. Although the SCS-CN method was 
originally developed in the United States and mainly for the evaluation of 
storm runoff in small agricultural watersheds, it soon evolved well beyond 
its original objective. Its scope also expanded beyond the evaluation of storm 
runoff and it became an integral part of more complex, long term simulation 
models (Chauhan et al. 2013). 

This method is simple and easy to apply. The primary reason for its wide 
applicability and acceptability is the fact that it accounts for major runoff 
generating catchment characteristics, namely soil type, land use/treatment, 
surface conditions, and antecedent moisture conditions (Deshmukh et al. 
2013, Mishra and Singh 2002, 2003a,b; Ponce 1989, Vá�ová and Lang-
hammer 2011, Merz and Blöschl 2009). Many researchers developed CN 
calculation methods by incorporating land cover information and the original 
CN in TR-55 (Fan et al. 2013). Hong and Adler (2008) developed a global 
SCS-CN runoff map using land cover, soils, and antecedent moisture condi-
tions.  

The SCS-CN method is widely used by engineers, hydrologists, and wa-
tershed managers as a simple watershed model, and as a runoff estimating 
component in more complex watershed models (Deshmukh et al. 2013). 
Ponce and Hawkins (1996) claimed that the SCS-CN method was a concep-
tual model of hydrologic abstraction of storm rainfall, supported by empiri-
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cal data. Kabiri et al. (2013) claimed that the runoff values determined by 
means of SCS-CN method did not differ from those calculated with Green–
Ampt method. Petroselli et al. (2013) and Grimaldi et al. (2013) proposed a 
method combining the Green–Ampt infiltration equation and calibration of 
both the ponding time and the soil hydraulic conductivity, using the initial 
abstraction and the total volume given by the SCS-CN method. The soil con-
servation service curve number (NRCS-CN) method converts rainfall to sur-
face runoff (or rainfall-excess) using the CN derived from catchment 
characteristics and a 5-day antecedent rainfall. This model is chosen for pre-
dicting the runoff, because it is a well-known procedure that has been used 
for many years around the world. It is computationally efficient, the required 
inputs are generally available, and it relates the runoff to the soil type, land 
use, and management practices. To derive CN values (valid for storm dura-
tion shorter than 1 day) for an ungauged catchment, NRCS provided tables 
based on the soil type, land cover and land use, hydrological conditions, and 
antecedent moisture condition (AMC) (Cunha et al. 2011, Maidment 1993, 
Mishra et al. 2013). 

As shown by the works of Wa��ga et al. (2011, 2012), correct determina-
tion of CN parameter is crucial when preparing the data for the calculations, 
since the hydrological models are sensitive to changes in this parameter 
(McCuen 2003). Research conducted on the applicability of the NRCS-CN 
method suggested a need for its improvement (Efstratiadis et al. 2014, Miler 
2012, Ponce and Hawkins 1996, Caviedes-Voullième et al. 2012. Garen and 
Moore (2005) and Woodward et al. (2010) indicated that NRCS-CN method 
was not applicable at sub-daily time resolution and should not be employed 
for estimating water infiltration into soil, mainly because it is a lumped ap-
proach (considering space and time), developed in order to define the total 
direct runoff derived from a rainfall event. Although several modifications to 
this method have been suggested and reported in the literature (Chauhan et 
al. 2013, Mishra et al. 2005), further improvements are still needed. The 
greatest limitations of the original NRCS-CN method are as follows: the 
three AMC levels used with this method permit unreasonable sudden jumps 
in CN and hence corresponding sudden jumps in the computed runoff are 
possible; there is a lack of clear guidance on how to vary antecedent mois-
ture conditions; and there is no explicit dependency between the initial ab-
straction and the antecedent moisture (Sahu et al. 2012). Smith and Williams 
(1980) modified the SCS-CN method and suggested the expression for a re-
tention parameter S by introducing a weighing factor to account for the soil 
moisture in the soil profile, in order to avoid sudden quantum jumps in the 
CN values when shifting from one AMC level to the other. Michel et al. 
(2005) critically reviewed the soil moisture accounting procedure behind 
SCS-CN method and unveiled major inconsistencies in the treatment of an-
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tecedent condition in SCS-CN procedure. Geetha et al. (2007) made an at-
tempt to obviate sudden jumps in CN values when chaining from one AMC 
level to other by modifying the existing SCS-CN method in two ways: vary-
ing the CN using antecedent moisture condition and using antecedent mois-
ture amount. However, as shown by numerous studies on the application of 
the original NRCS-CN method for calculating the effective rainfall (Banasik 
and Woodward 2010, Ebrahimian et al. 2012, Krzanowski et al. 2013), CN 
parameter values, specified theoretically and according to NRCS guidelines, 
are significantly different from those calculated empirically, based on the 
recorded rainfall-runoff events. Unfortunately, many designers unknowingly 
use the original method in their hydrological calculations, which can result 
in a significant underestimation of the actual flood parameters. Therefore, it 
seems necessary to verify the application of the NRCS-CN method in the lo-
cal conditions, to reduce the uncertainty of modeling results and promote 
more common use of this method in practice. 

The aim of this study was to evaluate the usefulness of modified meth-
ods, developed on the basis of the NRCS-CN method, in determining the 
size of the effective rainfall (direct runoff) in a mountain catchment. 

2. CATCHMENT  DESCRIPTION 
The study was conducted in the catchment area of the Kamienica river, 
which is a right-hand tributary of the Dunajec and enters it in the city of 
Nowy S�cz. This catchment is located in the southern Poland. It is a part of 
three mesoregions: Beskid S�decki – upper part of the catchment, Beskid 
Niski and Kotlina S�decka – middle and lower part of the catchment. The 
riverhead is located in the Beskid S�decki at a height of 859.5 m a.m.s.l. The 
total length of the river is 33.1 km and the catchment area up to the entry 
into the Dunajec is 237.8 km2. The catchment area includes alluvial soils, 
river sands and gravels, as well as shales, marls, and sandstones. They were 
formed from noncarbonate decomposed sedimentary rocks. The catchment 
of the Kamienica river is dominated by forests that cover about 60% of its 
area, mainly in the upper part; arable lands account for approximately 7%, 
grasslands cover more than 7%, built-up areas occupy about 8% of the 
catchment, with the highest concentration around the Kamienica entry into 
the Dunajec (Fig. 1). The annual precipitation in the investigated catchment 
is 850 mm. 

3. MATERIALS  AND  METHODS 
Input material for the analysis consisted of selected rainfall-runoff events re-
corded for the upper part of the Kamienica catchment, closed with �abowa 
water-level indicator (catchment area 64.9 km2). Rainfall data with a time 
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Fig. 1. The Kamienica catchment. 

step of 24 hours were collected at a rainfall station in Krynica. The analysis 
included the greatest floods that occurred in the years 1997-2010, with a 
time step of 24 hours. The data were obtained from the Institute of Meteor-
ology and Water Management � National Research Institute in Warsaw. 
Flood selection was based on a criterion of the lowest among the maximum 
annual flows (the period in which the instantaneous flows were higher than 
the threshold flow was selected for analysis). In total, 67 floods were re-
corded in the investigated multi-year period. As a result of data analyses and 
verification, the file analysis included 36 rainfall-runoff episodes. The data-
set was divided into two subsets: the first, containing 30 episodes, was used 
for parameter calibration, and the second, containing 6 episodes, was used 
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for validation. Before the actual analysis, the data on the base runoff and di-
rect runoff were separated. This was made by drawing a straight line on a 
hydrograph from the point where the flow increase begins to the point on the 
descending part, where the direct runoff ends. This procedure allowed us to 
determine the actual amount of the direct runoff layer for individual epi-
sodes. In the next step, a theoretical amount of the direct runoff was calcu-
lated, using the following methods: (1) Original NRCS-CN model, 
(2) Mishra-Sighn model (MS model), (3) Sahu-Mishra-Eldho model (SME 
model), (4) Sahu 1-p model, (5) Sahu 3-p model, and (6) Q_base model. 

3.1  Original NRCS-CN model 
The SCS-CN method is based on the water balance equation and two fun-
damental hypotheses. The first hypothesis (1) equates the ratio of actual 
amount of direct surface runoff Q to the total precipitation P (or maximum 
potential surface runoff) to the ratio of actual infiltration F to the amount of 
the potential maximum retention S. The second hypothesis relates the initial 
abstraction Ia to the potential maximum retention S (Deshmukh et al. 2013): 

 .
a

Q F
P I S

�
�

 (1) 

A general form of the NRCS-CN model is expressed by the following equa-
tions: 

 � �2

,a
a

a

P I
Q if P I

P I S
�

� /
� 


 (2) 

 0 otherwiseQ �  

 ,aI S��  (3) 

where Q is the direct runoff [mm], P the total precipitation [mm], Ia the ini-
tial abstraction [mm], S the potential maximum retention [mm], and � the ini-
tial abstraction coefficient (dimensionless). 

The parameter S of the NRCS-CN method depends on soil type, land 
use, hydrological conditions, and antecedent moisture condition (AMC). The 
parameter S is expressed as:  

 25400 254 ,
CN

S � �  (4) 

where S is in mm and CN is the curve number, which depends on the soil 
type, land cover and land use, hydrological conditions, and antecedent mois-
ture condition (AMC).  
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Fig. 2. Development of rainfall-runoff relation versus CN value according to the 
original NRCS-CN method. 

CN = 100  represents a condition of zero potential maximum retention 
(S = 0), that is, an impermeable watershed. Conversely, CN = 0  represents a 
theoretical upper bound to potential maximum retention (S = 1), that is an in-
finitely abstracting watershed. 

A theoretical value of CN parameter was determined based on an ortho-
photo, with reference to current land use and 1:25 000 scale soil maps. It was 
found to correspond to normal catchment moisture conditions AMCII. The 
CN parameter for the two other antecedent moisture conditions, i.e., AMCI 
and AMCIII (Hawkins et al. 1985), was determined using appropriate tables. 
The catchment AMC was determined for each event according to the distri-
bution of the points with rainfall-runoff coordinates relative to the theoretical 
runoff values (see Fig. 2). This way, the direct runoff was calculated accord-
ing to NRCS-CN_PNWemp method. 

Calculated values of CN were determined based on the observed rainfall-
runoff events. For this purpose, the total runoff hydrograph was divided into 
the groundwater (base) runoff and the surface runoff. Empirical value of re-
tention Si [mm] is a solution of Eqs. 2 and 3 at  � = 0.201. The analysis as-
sumed the value of � established as a result of the calibration based on 
rainfall-runoff episodes. 
 � �25 2 4 5 ,i i i i i iS P H H P H� � 
 � � � 
 � �  (5) 
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where Pi is the total precipitation amount causing i floods [mm], and Hi is 
the direct runoff [mm]. The value of CN parameter was calculated according 
to the formula: 

 25400CN
254

.
S

�



 (6) 

Runoff volume as NRCS-CNcalc was calculated using formula 2.  

3.2  Mishra-Singh model (MS model) 
Mishra and Singh (2002) modified the equation for direct runoff with ante-
cedent moisture M to: 

 � �� �
,a a

a

P I P I M
Q

P I M S
� � 


�
� 
 


 (7) 

where M is the antecedent moisture [mm]: 

 � � � �2 2
50.5 1 1 4 .M S S P S� �� �� � � 
 
 � 
( ) !

 (8) 
Here, Ia is the same as in Eq. 3 and P5 denotes the amount of antecedent 
5-day rainfall. Equation 8 represents the amount of moisture M added to the 
dry soil profile by rain P5. According to Sahu et al. (2010) the drawbacks of 
MS model can be summarized as follows: 

� There is no explicit dependency of Ia on M. It is known, however, 
that Ia relies on interception, surface storage and infiltration, and all these 
factors greatly depend on M. The larger the M, the smaller the Ia, and the 
other way round; 

� In Eq. 7, S is optimized as a parameter, which, however, is a varying 
quantity for a given watershed. Hence, it is not clear which moisture level/ 
condition the optimized S would correspond to; 

� Evapotranspiration and other interim water losses are not accounted 
for. 

In Eq. 8, the value of the maximum potential retention S was adopted, 
according to the AMC and CN, from the original NRCS-CN method. The 
parameter � in Eq. 8 was calibrated based on recorded rainfall-runoff epi-
sodes. 

3.3  Sahu–Mishra–Eldho model (SME model) 
Though the MS model obviates sudden jumps in CN with AMC and hence 
seems to be a continuous model, it needs refinements. Sahu et al. (2010) pre-
sented the following equations for the direct runoff: 
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where S0 is the absolute maximum retention capacity. Equation 10 gives an 
explicit relationship between Ia and M, and thus it is a continuous function 
(the higher the antecedent moisture M, the lower the initial abstraction Ia, 
and vice versa). When � and S0 are assumed as parameters, then M is given 
as follows: 
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The SME model proposed by Sahu et al. (2010) has the following advan-
tages over the MS model: 

� The proposed SME model uses more rational continuous expression 
for estimating the antecedent moisture M. It restricts the validity of M being 
equal to zero for  P5 < �S0, and therefore M is never negative; 

� The SME model explicitly relates Ia with M, while MS and SCS-CN 
models do not; 

� The proposed SME model allows optimization of S0, an intrinsic pa-
rameter, and thus a constant quantity for a specific watershed. S0 can be 
more rationally linked with watershed characteristics, while the MS model 
allows optimizing S, a varying parameter for a specific watershed. 

In this method, �, S0, and � were optimized. Root mean square error 
(RMSE), expressed by formula 23, was assumed as a goal function, and the 
optimization involved minimization of this function value. Due to difficul-
ties in calibrating the parameters of SME model in uncontrolled catchments, 
the method was modified by making an assumption that  S0 = S. The maxi-
mum potential catchment retention S was adopted exactly in the same way as 
in MS model. Thus, the calibrated value of � in formula 10 represents the ra-
tio of the absolute maximum retention capacity. 

3.4  Sahu 1-p model 
Since the three AMC levels used with the original SCS-CN method permit 
unreasonable sudden jumps in CN, a continuous equation is needed to esti-
mate the antecedent moisture. Sahu et al. (2007) developed two versions of a 
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model determining the volume of direct runoff in the form of an equation 
comprising one or three parameters. 

Given the simulations carried out in 82 catchments in India, 	 and � pa-
rameters in the three-parameter model were 0.1 and 0.4, mean and median 
values for each of these two parameters were almost the same, and these 
simplifications yielded a one-parameter model – Sahu 1-p, which is de-
scribed by the following set of equations: 

                                  0 5 50.4 if 0.1 ,V P P S� 
  (12) 

 5
0 5

5

0.44 0.004
if 0.1 ,

0.9
P S

V S P S
P S
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where V0 is the soil moisture store level at the beginning of the rainfall event 
[mm]. Other symbols are as in the previous formulas. When V0 is known, Q 
can be computed as follows: 

                   0if 0.1 then 0 ,V P S Q
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The value of S parameter was assumed in a similar way as in the above-
mentioned methods. 

3.5  Sahu 3-p model 
The antecedent or initial soil moisture V0 depends not only on P5 but also on 
S. The dependency on S is based on the fact that the watershed with larger 
retention capacity S must retain higher moisture compared to the watershed 
with lesser S for a given P5. In the derivation of an expression for V0, the fol-
lowing assumptions are made: 

� The pre-antecedent moisture level (V00) 5 days before the onset of 
rainfall is zero or a fraction of S; 

� The initial soil moisture store level (V0) at the time of the beginning 
of rainfall storm is equal to the sum of pre-antecedent moisture level (V00) 
and a fraction � of the part of rainfall that is not transformed into runoff (P5 – 
Q) owing to rainfall of P5 at the time, where Q is the corresponding runoff. 
This assumption is based on the fact that only a fraction, in general, of mois-
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ture/water added to the soil will contribute to V0 due to evapotranspiration 
losses in the previous 5 days. 

Using suitable assumptions, Sahu et al. (2007) derived the following 
equations for different conditions: 

                 0 00 5 00 5for ,aV V P V S P4� 
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where V00 is the old moisture level available for 5 days before the rainfall, Sa 
is an intrinsic parameter of soil moisture (Sa = 	·S), and � is an additional 
model parameter ranging from 0 to 1. Analyses performed by these authors 
indicated that  V00 = 0. This simplification in the Sahu model resulted into a 
three parameter model that is referred to as the Sahu 3-p model. The direct 
runoff was calculated using the following equations: 

                       0 50 for ,aQ V S P� 
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This method involved optimization of 	 and � parameters. Root mean 
square error (RMSE), expressed by formula 23 was assumed as a goal func-
tion, and the optimization involved minimization of this function. 

3.6  Q_base model 
Krzanowski et al. (2013) assumed that in a precipitation-free period or in the 
case of average rainfall, the watercourses were supplied by underground wa-
ters from the first aquifer level. Therefore, the knowledge on the base flow 
from before the flood period can provide sufficient information on the 
catchment moisture content. Higher values of the base flow may indicate 
high level of groundwater, and hence reduced retention capacity of the 
catchment. For this purpose, the authors made attempts at correlating the 
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base flow Qb with CN parameter values according to the original NRCS-CN 
method. 

CN parameter values were determined from Eqs. 5 and 6. The parame-
ters of the established relationship were determined using the least squares 
method. Direct outflow volume was calculated from Eqs. 2 and 4. 

Assessment of a model’s prediction accuracy is an important issue in hy-
drological modelling. In the present study, we used the root mean square er-
ror (RMSE) and Nash–Sutcliffe model efficiency (EF) (Nash and Sutcliffe 
1970) as model goodness of fit to assess the model performance. These crite-
ria are expressed as below: 

 � �2
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Q Q
N �

� ��  (23) 
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where RMSE is in mm, EF is dimensionless. Qobs is the observed storm run-
off [mm], Qcalc is the calculated runoff [mm], obsQ  is a mean of the observed 
runoff values in the catchment, N is the total number of rainfall-runoff 
events, and i is an integer varying from 1 to N. 

Additionally, significance of differences between the runoffs calculated 
using the analyzed methods was established. The calculations were per-
formed using ANOVA with F test at a significance level  	 = 0.05. The dif-
ferences between average value of CNcalc parameter and empirical values of 
CNemp, determined based on NRCS tables for the three AMC levels, were 
evaluated. For this purpose, Student’s t test was used, testing the null hy-
pothesis H0 that the average CNcalc was equal to CNemp for three AMC: 
CNcal = CNemp_AMCI,  CNcal = CNemp_AMCII, and  CNcal = CNemp_AMCIII, 
against the hypothesis HA that the average values were different: CNcal � 
CNemp_AMCI,  CNcal � CNemp_AMCII, and  CNcal � CNemp_AMCIII. The 
null hypothesis was tested at a significance level  	 = 0.05. The statistical 
analyses were performed in Statistica for Windows 10.0. 

4. RESULTS 
Table 1 summarizes main parameters of the analyzed floods. The greatest di-
rect runoff was recorded for episode No. 25 that occurred in the third decade 
of July 2004. This flood was caused by a precipitation episode lasting 4 
days, with total depth exceeding 83.2 mm. The rainfall for the analyzed 
floods in the catchment ranged from 28.4 to 108.6 mm, the runoff was from 
2.8 to 81.1 mm, and the sum of five-day rainfall P5 ranged from 0.0 to  
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Table 1 
Basic characteristics of the analyzed floods 

No. Total precipitation 
[mm] 

Direct runoff 
[mm] 

Precipitation within 5 days 
preceding the flood  

[mm] 

1 66.7 39.1 7.5 
2 56.2 21.5 7.9 
3 108.6 28.3 0.2 
4 87.0 37.5 12.8 
5 57.0 28.5 26.2 
6 69.9 51.6 5.8 
7 73.0 38.0 1.5 
8 41.4 17.1 0.5 
9 20.8 17.7 2.5 

10 59.2 19.2 41.1 
11 51.4 27.0 42.6 
12 39.7 15.2 37.0 
13 29.1 23.0 7.8 
14 53.3 30.0 9.2 
15 31.5 22.8 0.5 
16 40.6 2.8 13.4 
17 69.2 33.3 53.6 
18 28.4 13.8 21.6 
19 35.2 12.7 25.0 
20 56.5 44.2 0.0 
21 67.9 20.7 25.1 
22 71.2 31.3 13.5 
23 43.2 26.5 8.8 
24 35.1 29.3 0.3 
25 83.2 81.1 23.7 
26 52.1 26.3 36.0 
27 71.7 37.9 61.7 
28 28.6 21.9 8.7 
29 59.1 46.7 0.1 
30 52.9 37.8 5.3 
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61.7 mm. In the investigated mountain catchment, 49 out of 67 floods oc-
curred in the summer half of the year, which accounted for 73% of all epi-
sodes. Most of the floods were recorded in July and August. This flood 
distribution throughout the year is typical of mountain catchments located in 
southern Poland.  

Figure 2 shows observation-based rainfall-runoff correlations for the 
analyzed episodes, with relation to limit curves calculated for CN parameter, 
determined theoretically for three moisture levels. The theoretical value of 
CN parameter for normal moisture conditions was 76. The analyses showed 
that both empirically determined values of CN parameter and the calculated 
volumes of direct runoff for 28 analyzed episodes fell within the area of CN 
theoretical curve for the third moisture level, often exceeding the upper limit. 
According to NRCS, in 30 out of 36 analyzed flood events, soil moisture 
corresponded to level I.  

The computed parameter values for all the analyzed models for the 
Kamienica catchment are presented in Table 2. In order to optimize the 
model parameters, we used the “Solver” tool available in Microsoft Office 
Excel. Based on detailed calculations, a logarithmic function was adopted to 
describe the relationships between base flow and CN: 

 � �CN 4.909ln 90.59 .b bQ Q� 
  (25) 

In the case of Q_base model, the calculated correlation coefficient for 
Eq. 25) was 0.821 and the coefficient of determination was 0.679. Figure 3 
presents the relationship between Qb and CN. It was found that the increased 
 

Table 2 
Parameter values in various models for the Kamienica catchment 

Model Parameter Value 

Original NRCS-CNcalc 
CNmed* 

� 
88.500 
0.201 

MS Model � 0.010 

SME Model � 
� 

0.089 
0.010 

Sahu 1-p model – – 

Sahu 3-p model � 
� 

0.217 
0.010 

Q_base model A 
b 

4.909 
90.590 

               *)median value of empirical CN 
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Fig. 3. Relation between empirical CN values and base flow before the floods. 

base flow (and thus reduced retention capacity of the catchment) was ac-
companied by higher CN values. 

Table 3 shows the quality assessment results for the presented models. 
The higher the RMSE, the poorer the performance of the model, and vice 
versa, RMSE = 0  means a perfect fit. The EF value of unity indicates per-
fect agreement between the observed and computed values, and decreasing 
values indicate poorer agreement. This measure implies that the model pre-
dicts no better than the average of the observed data. The value of model ef-
ficiency can be negative, which indicates that the average observed value is a  
 

Table 3 
Performance of the quality models for the Kamienica catchment 

Model 
Calibration Verification 

RMSE  
[mm] EF RMSE 

[mm] EF 

Original NRCS-CNcal 
   (CN calibrated) 
Original NRCS-CN_PNWemp 

0.61 
 

9.40 

     0.998 
 

0.57 

13.16 
 

8.02 

0.61 
 

0.85 
MS Model 11.54 0.37 11.39 0.70 
SME Model 8.54 0.65 6.61 0.90 
Sahu 1-p model 10.03 0.52 5.95 0.92 
Sahu 3-p model 8.49 0.65 6.59 0.90 
Q_base model 4.38 0.85 27.00 –0.39 
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better estimate than the model predicted, that is, the model prediction is 
worse than the average observation (Sahu et al. 2012). 

Our calculations showed that model 1, based on the original NRCS-CN 
equation, with CN parameter calibration, the most accurately characterized 
the amount of the direct runoff. The calibration process yielded RMSE error 
of only 0.61 mm, and the coefficient of effectiveness EF was 0.998. In turn, 
when the model assumed average CNcal, determined during the calibration, 
the calculations for the floods selected for verification showed much worse 
model performance, i.e., 13.16 mm for RMSE and 0.61 for EF. Assuming 
the AMC level determined for the observed episodes (Fig. 2), the maximum 
potential retention S was calculated for empirical CN values specified with 
reference to the catchment use and soil conditions. Then, the size of the run-
off was calculated from formula 2. Qualitative assessment of this model for 
the episodes used for calibration was much worse than for the model with 
calibrated CN (RMSE = 9.40 mm, EF = 0.57). The situation was opposite for 
the verification, where the model performance was much better. Analysis of 
the modification of the original NRCS-CN method revealed that the calibra-
tion process provided the best quality for Q_base model, with RMSE = 
4.38 mm and  EF = 0.85. The other good models were SME and Sahu 3-p 
ones. The weakest score was achieved by MS model. All modifications of 
NRCS model based on verification, except for Q_base model, were rated 
better than in the case of calibration. The highest scores were obtained by 
Sahu 1-p, Sahu 3-p, and SME models, and the lowest by Q_base model, for 
which the  EF = –0.39  indicated that the average observed flow provided 
better results than the calculated flow.  

Figure 4 presents typical fitting of all considered models for the Kamie-
nica catchment for calibration, and Fig. 5 for verification. It is apparent from 
this figure that the runoff values calculated using NRCS_CNcal, SME, and 
Q_base model were the closest to the corresponding observed values, and 
closer than those calculated using other models for most of the events. 
Hence, these three models performed equally well and better than the other 
models. The greatest differences in the results from SME and Q_base mod-
els can be seen for the greatest floods, while the calculation results are rela-
tively reliable for the medium and small depth runoffs. The largest floods are 
best described by single parameter models NRCS-CNcal. Assuming the crite-
ria presented by Moriasi et al. (2007) for calibration, MS model shall be 
deemed unsatisfactory (EF < 0.50), NRCS-CNPNWemp, SME, Sahu 1-p, 
Sahu 3-p are satisfactory (0.50 < EF � 0.65), and Q_base and NRCS-CNcal 
models are very good (EF > 0.75). Figure 5 shows the fitting of the analyzed 
models to the observations in the case of verification. The best fitting was 
obtained for the SME and Sahu 1-p models. It can be concluded that for low 
values of observed runoff,  the theoretical runoff yielded  from  the models  is 
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Fig. 4. Fitting of the original NRCS CN method and the modified models to the 
Kamienica catchment for calibration. 

Fig. 5. Fitting of the original NRCS CN method and the modified models to the 
Kamienica catchment for the verification. 

slightly overestimated, and for higher observed runoffs it is underestimated. 
In the case of verification, NRCS-CNcal is satisfactory, the MS model is good 
(0.65 < EF � 0.75), and the other models are very good. 

Figure 5 and Table 4 show the significance of differences between the 
direct runoff values estimated using a variety of methods. Calculations showed 
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Table 4 
Results of F test for the significance of differences  

between mean values of reduction coefficients in the analyzed methods 

Method SS MS F p [%] 
 1355.60 271.10 1.53 0.18 

Explanations: SS – sum of squares between groups, MS – mean squares between 
groups, F – F test value, p – probability level (at  p < 0.05  significant values). 

Fig. 6. Means and deviations of the direct runoff values determined for various 
methods. 

that F was equal to 1.53, and was greater than the critical value, which indi-
cated a lack of significant differences between the average runoffs estimated 
by means of different methods. The highest average runoff was calculated 
using Sahu 1-p method, and the lowest using MS model (Fig. 6).  

Its values were very similar in SME, Sahu 3-p and CN(QB) models.  
Student’s t test was used to evaluate the average value of CNcal in relation  
to empirical values of CNemp for three AMC levels. Calculations showed that 
in the case of CNemp corresponding to AMCIII, there were no reasons to re-
ject the null hypothesis H0:  CNcal = CNemp_PNWIII  at a significance level 
	 = 0.05. 

The results of Student’s t test were as follows:  t = –0.718,  p = 0.477. 
For the remaining AMC levels, there was no basis for accepting the null hy-
pothesis H0: CNcal = CNemp_PNWI  and  CNcal = CNemp_PNWII. As a result, 
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the alternative hypothesis HA was accepted: CNcal � CNemp_AMCI,  CNcal � 
CNemp_AMCII. The results of Student’s t test were as follows: for the hy-
pothesis  CNcal � CNemp_AMCI  t = 21.549,  p = 0.00, and for the hypothesis  
CNcal � CNemp_AMCII  t = 8.62, p = 0.00. The presented results indicated 
that when calculating the effective rainfall with NRCS method in uncon-
trolled catchments with similar characteristics as the analyzed one, CNemp 
value should correspond to AMCIII. 

5. DISCUSSION 
The conducted analyses showed significant differences between the runoff 
volumes calculated using the proposed model and based on the actual values. 
These results confirm the reports of other authors (Banasik and Woodward 
2010), claiming that in normal conditions the empirically determined CN is 
significantly higher than the calculated CN. This means that, in the case of 
the investigated catchment, the rainfall reached already moist soil. The 
catchment soil moisture level was determined not only by the precipitation, 
but also by high level of ground water table that could be maintained after 
the winter period, leading to reduced catchment retention capacity, as well as 
poorly permeable soils that made precipitation infiltration more difficult. In 
practice, when modeling floods and estimating the depth of the effective 
precipitation according to the original NRCS-CN method, it is recommended 
to assume the moisture level typical for normal conditions (e.g., MHP 2005). 
The results presented in this article suggest that this approach should be 
changed in the case of mountain catchments. As it is impossible to compare 
the calculation results with actual flows in uncontrolled catchments, it is rec-
ommended to assume the third level of catchment soil moisture when deter-
mining CN parameter, in order to ensure greater security of flood protection 
facilities. One should of course remember that the value of CN parameter 
needs to be verified in the catchments located in different climatic conditions 
and of different character than those for which this method was developed 
(e.g., Krzanowski et al. 2013, Miler 2012). Therefore, a key issue while us-
ing the NRCS-CN method is to determine the catchment moisture conditions 
before a specific flood occurs. This made us attempt to verify other models 
for estimating the effective precipitation, in which the soil moisture level can 
be treated in a different way. The presented calculations indicate that in the 
case of MS and Sahu 1-p model it is also necessary to assume a specific 
moisture level. According to Sahu et al. (2012), MS method advantageously 
eliminates sudden jumps in CNs, and hence in computing runoff, through in-
corporation of the expression of M (Eq. 8), replacing the three AMCs. How-
ever, it does not reveal an explicit dependency of Ia on M. Furthermore, in 
this method, S is optimized as a parameter, which is, in fact, a varying quan-
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tity depending on M for a given catchment. Hence, it is not clear which 
moisture level/condition the optimized S would correspond to. A similar 
situation occurs in the case of Sahu 1-p model. Analysis of calibration and 
verification results indicates that SME and Sahu 3-p models provide the 
most accurate values of the direct runoff. In the investigated models, the ab-
solute maximum retention capacity S0 was replaced by a potential maximum 
retention S, determined for specific PNWemp and CN. This modification was 
made to enable a direct application of these models in uncontrolled catch-
ments, where there is no possibility of parameter calibration. While making 
this assumption, a hypothesis was adopted saying that in a mountain catch-
ment with poorly permeable ground, the absolute maximum retention capac-
ity S0 may be similar to the potential maximum retention S. This hypothesis 
was supported by the fact that the simulations performed for calibrated val-
ues of S0 based on the original method yielded very inadequate results. The 
resulting model quality in the analyzed catchment was similar or even 
slightly better than reported by, e.g., Sahu et al. (2007, 2010). It is worth 
emphasizing that the proposed models were applied in a forest-agricultural 
mountain catchment with the area of over 60 km2, while previous studies 
mainly focused on agricultural catchments with low slope and area up to 
72 hectares. Our analyses of the Q_base model showed that using the base 
flow as a measure of soil moisture in a mountain catchment to calculate CN 
parameter was justified, and Eq. 25 is recommended in this case. However, 
for large Qb, the calculated CN and direct runoff may be unrealistically high. 
This is due to the very low share of high base flows in the analyzed sample, 
which causes considerable errors in the calculation regarding the upper part 
of the regression curve. To verify this hypothesis, it is necessary to carry out 
further research, based on greater amount of observational data. When using 
the proposed method, a designer is obviously faced with a serious problem 
of determining the base flow. It can be determined for monitored water indi-
cators with continuous flow measurements or for periodic stations. Further 
research should be aimed at generalization of the developed relationships, so 
that the method could be used in uncontrolled catchments. 

6. CONCLUSIONS 
Based on our study, the following conclusions may be drawn: 

� The values of CN parameter, determined empirically based on re-
corded rainfall-runoff episodes, differ significantly from the theoretical val-
ues, calculated according to NRCS. This indicates the need to verify the 
value of CN parameter for local conditions accounting for the course of 
flood formation in a given catchment. 
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� The values of CN parameter greatly depend on a catchment moisture 
level prior to the analyzed flood. Using the NRCS recommended criteria for 
determining the catchment moisture level can result in considerable inaccu-
racy in determining CN parameter and calculating the effective precipitation.  

� Direct runoff values calculated according to Sahu 3-p and SME 
models are the most similar to the actually recorded ones. Therefore, these 
models may constitute an alternative for other methods used for calculating 
this parameter. Their unquestionable advantage is making the direct runoff 
independent of variable moisture levels, as proposed in the original NRCS-
CN method.  

� Knowledge of the base flow value can be useful when calculating 
CN parameter. The base flow may characterize the catchment moisture level, 
as it describes in a more comprehensive manner the hydraulic relations be-
tween groundwater and surface waters and, to some extent, the catchment re-
tention capacity. 
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A b s t r a c t  

Boosting is a classification method which has been proven useful in 
non-satellite image processing while it is still new to satellite remote 
sensing. It is a meta-algorithm, which builds a strong classifier from 
many weak ones in iterative way. We adapt the AdaBoost.M1 boosting 
algorithm in a new land cover classification scenario based on utilization 
of very simple threshold classifiers employing spectral and contextual in-
formation. Thresholds for the classifiers are automatically calculated 
adaptively to data statistics. 

The proposed method is employed for the exemplary problem of ar-
tificial area identification. Classification of IKONOS multispectral data 
results in short computational time and overall accuracy of 94.4% com-
paring to 94.0% obtained by using AdaBoost.M1 with trees and 93.8% 
achieved using Random Forest. The influence of a manipulation of the 
final threshold of the strong classifier on classification results is reported. 

Key words: land cover classification, boosting, artificial area, IKONOS. 
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1. INTRODUCTION 
Contemporary commonly used methods of satellite image supervised classi-
fication are usually based on neural networks, decision trees or support vec-
tor machine (SVM) (Brito and Quintanilha 2012). The need for high 
accuracy of results leads to search for new approaches. One of them is boost-
ing (Quinlan 1996), which has been proven useful in other applications, es-
pecially in biometrics. It is a technique which builds a strong classifier from 
many weak ones and is an example of ensemble classification. 

Boosting was employed in a wide range of applications in computer vi-
sion for non-satellite imaging. For example, it was successfully applied in 
face detection (Viola and Jones 2004), license plate localization (Dlagnekov 
2004), and biomedical datasets classification (Cerquides et al. 2006). 

The technique has been already partially exploited in satellite image 
classification for the pixel-oriented approach. As for weak classifiers can be 
chosen any of contemporary classification methods (e.g., thresholding spec-
tral values, nearest-neighbourhood, neural network, decision trees, support 
vector machine, Bayesian methods, etc.), the vast majority of satellite image 
studies employ boosting with decision trees methods (Schneider et al. 2010, 
Chan and Paelinckx, 2008, Lawrence et al. 2004, Friedl et al. 1999, 2002; 
McIver and Friedl 2001). They are mostly based on C4.5/C5.0 algorithms 
and tools implemented in C/C++ (or J4.8 – their Java version) developed by 
Quinlan (1996). Only few studies are related to utilization of boosting with 
weak classifiers other than decision trees. Briem et al. (2002) and then 
Benediktsson et al. (2007) compared performance of different classification 
methods including simple one-feature algorithm 1R (Holte 1993), decision 
table and decision tree to their ensemble versions, where these methods were 
used as weak classifiers. They used three ensemble methods: boosting, bag-
ging, and consensus theory. In the comparison, authors also included other 
popular classifiers like minimum Euclidean distance, Gaussian maximum 
likelihood, and neural network. Performance results on two multisource re-
mote sensing and geographic datasets indicate that boosting classifiers out-
performs other ones: for the first datasets the highest overall and average test 
accuracies were obtained for boosting with simple one-feature 1R classifiers 
while for the second dataset boosting with decision trees was the best. 

In this paper we investigate a novel scenario for land cover classification 
for pixel-oriented approach, where as weak classifiers for boosting we use 
simple threshold classifiers based not only on spectral values of the pixel, 
but also on statistical and contextual information. The weak classifiers are 
defined adaptively to training data. The method can be applied for any land 
cover binary classification problem, but in order to prove its high perform-
ance we tested the method on non-trivial exemplary classification problem. 
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As the example we selected artificial area identification on IKONOS multi-
spectral data. 

2. BOOSTING  IDEA 
The idea of creating a strong classifier from many weak ones has been inves-
tigated since the mid-1980s (Valiant 1984, Kearns 1988). The first algorithm 
of boosting classification, which became popular because of its reliability, 
was developed by Y. Freund and R. Schapire in 1995 and called AdaBoost 
(Freund and Shapire 1996). Since then, some variants of that method have 
been introduced as well as many other boosting algorithms have been pro-
posed (Matas and Sochman 2001).  

Boosting is a supervised method and it assumes availability of a set of 
training samples. It has two phases of processing: training and testing. Dur-
ing training procedure, a strong classifier is built based on training data. 
Testing serves for classification of all image pixels using obtained strong 
classifier. 

The common approach to the training stage of boosting methods is to 
build a strong classifier from iteratively selected weak classifiers. In each  
iteration, every weak classifier is evaluated on weighted training data and 
a classification error is provided. The weak classifier which produces the 
smallest error is added to the resulting strong classifier with computed 
weight. In the same iteration, weight of every training sample which has 
been wrongly classified by the selected weak classifier is increased, while 
the weights of other samples are decreased. This operation allows to concen-
trate the algorithm on problematic samples in next iteration. The response of 
the resulting strong classifier K is a weighted linear combination of re-
sponses of selected weak classifiers  ki, i = 1, ..., N: 

 1 1 2 2 3 3 ,K k k k8 8 8� 
 
  (1) 

where  8I > R: (0,1]  denotes weights. This strong classifier is directly used 
in the testing stage. 

Adaptation of the boosting algorithm to a classification problem requires: 
(i) selection of a feature space, (ii) construction of a set of weak classifiers, 
(iii) definition of a classification error measure, and (iv) selection of training 
samples. 

3. FEATURE  SPACE 
Spectral information is the most frequently selected feature for pixel-
oriented classification in decision trees with boosting solutions (Schneider et 
al. 2010, Chan and Paelinckx 2008, Lawrence et al. 2004) and other ap-
proaches (Brito and Quintanilha 2012). Other features like textural, geomet- 
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Fig. 1. Neighbourhood window for the actual pixel (localized in the middle) (a), and 
threshold selection in a binary histogram, where circle denotes that a certain value 
exists in training data and �i are necessary thresholds (b). 

tric or topologic information are used rarely. They are applied mainly in ob-
ject-oriented classification (Brito and Quintanilha 2012).  

In our method devoted to land cover classification we propose to utilize 
all available spectral bands and create one additional band containing mean 
value of all image band values. Current trends show that besides spectral 
values of the pixel, spatial information could help in classification 
(Benediktsson et al. 2007). Therefore, we include a few basic statistics in the 
neighbouring window of each considered pixel for each spectral band:  

� mean value,  
� variance,  
� maximal spectral difference (the difference between maximum  

             and minimum). 
The shape of the neighbouring window is designed to meet the opposite 

criteria: minimal size and simplicity (to limit computing time), and maxi-
mum information about the neighbourhood (to maximize accuracy). In order 
to fulfil these, we resigned from using classical square window and left only 
these neighbouring pixels from it which contained information in four main 
directions, obtaining the cross-shaped window (Fig. 1a). All the resulting 
statistic values are scaled linearly to the same discrete range as spectral val-
ues to unify the codomain and to reduce computation cost. The size of the 
window has been set to 11 pixels in horizontal and vertical directions. For 
dealing with the edge pixels we chose mirroring approach, however other 
methods could also be applied. 

The total number of features amounts to  4 * (Nb + 1), where Nb denotes 
the number of bands in an imagery. 

4. WEAK  CLASSIFIERS 
For each selected feature we consider a set of all possible threshold classifi-
ers. For a single feature with N possible discrete values there exist  N – 1  
possible values for the threshold, and therefore  N – 1  different threshold 
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classifiers can be defined. Considering all of the features leads to very large 
total number of weak classifiers. For example, for IKONOS 4-band 8-bit im-
agery we get 20 features and therefore obtain  20 × 255 = 5100  possible 
thresholds assuming that every non-spectral feature has a range of 8 bits.  

Each threshold is a base to define two classifiers: one determining 
whether a particular class has values equal or less than the threshold, the 
second determining whether this class has values above it. Therefore, the 
number of weak classifiers is equal to double the number of thresholds. For 
considered example, we achieved over 104 weak classifiers. 

However, it is probable that real data does not contain all of the theoreti-
cally possible values. Therefore, in order to reduce the total number of weak 
classifiers, only the thresholds necessary in the analysed case are considered 
(Fig. 1b). For every feature, the algorithm builds a binary histogram which 
has a positive value for those theoretical feature values which exist in data, 
and a zero value in opposite case. Subsequently, the thresholds are defined 
as mean values of two neighbouring non-zero values in the histogram. 

A set of all found classifiers based on feature of one kind (among spec-
tral values, mean values in window, variances in window or maximal differ-
ence in window) is hereinafter called a family of weak classifiers. Defined 
families of weak classifiers are used by boosting algorithm in order to build 
one strong classifier. 

5. CLASSIFICATION  METHOD 
The method assumes availability of a training set of pixels classified into 
two classes. During the whole process, manual work is needed only for the 
creation of the training set. Training and testing phases are fully automatic. 

5.1 Training 
In the first step, for each training point, the features described in Section 3 
are computed and the set of necessary thresholds for each feature is calcu-
lated according to Section  4. The list of determined thresholds is an input  
to the second step which applies the boosting algorithm. We chose 
AdaBoost.M1 algorithm due to its simplicity and reliability (Freund and 
Schapire 1996). Among few possible implementations we choose the classi-
cal one of Viola and Jones (2001). It assumes that positive training samples 
are classified as 1 while the negative training samples as 0. The algorithm 
starts with the initialization of sample weights according to their positive or 
negative type (wp,i or wn,j): 

 ,
1 , 1,..., ,

2p i p
p

w i N
N

� �  (2) 
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 ,
1 1,..., ,

2n j n
n

w j N
N

� �  (3) 

where Np and Nn denote the number of positive and negative samples,  
respectively. 

Next, the main boosting loop begins. In each iteration a number of steps 
are executed and sample weights are normalized by division by the sum of 
all weights (including weights of positive and negative samples). After this 
operation all the weights sum up to 1 and can be interpreted as probability 
distribution. Subsequently, all weak classifiers (defined using input thresh-
olds) in all families are consecutively tested on weighted training data. For 
each feature and each of its thresholds  f

k2 ,  k = 1, ..., Kf,  f = 1, ..., F  (Kf de-
notes the number of thresholds for feature f, F denotes number of features) 
two classification errors, e0(k, f)  and  e1(k, f),  are computed. The first one is 
devoted for the weak classifier where the first class is considered to be below 
the threshold, the latter one being dedicated for the opposite case. They are 
calculated as a sum of weights of misclassified training samples wi: 

 � �0 1
, , 1,..., ,n f

k i ki
e k f w i N

�
� ��  (4) 

 � �1 0, 1 ,k ke k f e� �  (5) 

where f
kN  denotes the number of misclassified pixels using the weak classi-

fier of feature f and threshold k and the first class is considered to have val-
ues below the threshold. 

As we need to select the best weak classifier, minimal error emin is found 
in a set of values ek0 and ek1 for all thresholds for all features: 

 � � � �@ Amin 0 11,..., , 1,...,
min , , , .f k kk K f F

e e k f e k f
� �

�  (6) 

During consecutive evaluations we preserve only the value of the small-
est error already computed, related feature number, threshold value and bina-
ry information whether this is ek0 or ek1.  

Next, we update the weights of training samples which were correctly 
classified by the corresponding classifier: 

 min

min

.
1i i

ew w
e

* �
�

 (7) 

We do not modify the weights of wrongly classified samples directly, but 
in fact they are increased in the next loop because of the normalization step. 
In the last step of the loop, the found best weak classifier kj is added to the 
resultant strong classifier with the calculated weight �j: 
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Fig. 2. Pseudocode of the proposed classification method. 



A. NOWAKOWSKI 
 

1454

 � min

min

1
log .j

e
e

8
�

�  (8) 

The loop of the algorithm is continued and in each iteration the best 
weak classifier is selected. The process stops if the classification error emin is 
less than a set value or the number of iteration exceeds assumed level. The 
resultant strong classifier is a weighted sum of all the selected weak classifi-
ers according to Eq. 1. The last step is a normalization of weak classifiers’ 
weights: 

 
1

.j

j J
jj

8
8

8
�

�
�

 (9) 

The rate of the convergence in iterations of the method to minimal classi-
fication error strongly depends on data and employed types of weak classifi-
ers and is difficult to predict. In general, the rate should increase with 
dimensionality of the feature space and with the use of more accurate weak 
classifiers. On the other hand, our experiments have shown that in some cas-
es, after the algorithm converged to the minimum classification error, the er-
ror could start to slowly increase in next iterations. Therefore, if the method 
stopped because the number of iteration exceeded the assumed level, the 
strong classifier is shortened according to theloop for which the minimal er-
ror was achieved.  

The training phase of the method is summarized in pseudocode in Fig. 2. 

5.2 Testing 
Assuming that a weak classifier denotes pixel belonging to the first class as 
1, and the rest of pixels as 0, pixel’s class is based on determination if the re-
sponse of the strong classifier is below or above the half of the sum of all 
weights of the weak classifier. The sum of all weights is equal to 1 because 
of normalization step (Eq. 9). According to Eq. 1, a pixel p can be classified 
as belonging to the first class if the following condition is true: 

 
1

( ) ( ) 0.5 .J
j ji

K p k p8
�

� /�  (10) 

Elsewhere, the pixel p is considered to be a member of the second class. The 
testing phase of the method is summarized in pseudocode in Fig. 2. 

6. IMPLEMENTATION 
Implementations of basic boosting algorithms could be found in some statis-
tical tools or programming libraries. However, in order to have an opera-
tional implementation allowing full insight into the process with a possibility 
to modify it and to access partial results, we implemented the method in 
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C++. All the processing steps of the method are done automatically for both 
training and testing phases. We employed GDAL library (http://www.gdal. 
org) for handling the input and output. It allows us to work with many dif-
ferent image file formats. 

7. EXPERIMENTS 
7.1 Classification problem 
In order to show that the introduced method can be successfully used for sat-
ellite data classification it is tested for a problem of artificial area identifica-
tion on multispectral IKONOS imagery. For such data, precise classification 
of artificial areas is a challenge due to spectral diversity of the class. Target 
areas include roads, pavements, buildings, car parks, etc. They could be in 
size of few or even sub-pixel. In order to achieve high level of information 
about details and to not omit any target areas we focus on one pixel accuracy 
of classification. In the case of larger minimal mapping unit, it is possible to 
use existing methods of aggregation in postprocessing of the results obtained 
with the method described here. 

7.2 Test data 
We defined a fragment of 8-bit multispectral IKONOS imagery with spatial 
resolution of 4 m, sized 1100 × 600 pixels, as an experimental area which 
depicts southern part of the City of Warsaw (Fig. 3a). It includes a variety of 
types of artificial areas: sparse and dense, high-rises and low-rises with big 
and small roof areas, regular and irregular shapes and different roof cover, 
different kinds of roads, car parks, pavements, construction sites, cemeteries, 
etc. On the other hand, the test image contains examples of various types of 
other classes: water, forests, bushes, grasslands, meadows, green parks, bare 
soil, etc. By visual inspection we prepared 1643 training pixels selected as 
single ones or in polygons of which 767 pixels belong to the artificial area 
class (positive samples) and 876 pixels to the non-artificial area class (nega-
tive samples). 

Fig. 3. Artificial area identification: (a) original IKONOS data, and (b) classification 
results. 



A. NOWAKOWSKI 
 

1456

7.3 Classification results 
For the training phase an important issue is the speed of convergency of the 
method to the minimum classification error. Figure 4 shows how the classi-
fication error decreases in consecutive iterations of a boosting loop for the 
training data. As we defined that this error cannot exceed 0.003, the boosting 
method stopped because of the second stop criterion – the maximal number 
of iterations (set to 200). This number should not be too high in comparison 
to number of training pixels in order to avoid overfitting. The whole training 
process on middle class PC (Intel Core2Quad CPU Q9300, 2.5GHz, 4MB) 
took 6 s. 

Results of the testing phase (classification of the whole test area) are pre-
sented in Fig. 3b (computational time was about 1 min). The method short-
ened a strong classifier to 197 weak classifiers, for which the classification 
error on the training data achieved the smallest value of 0.0067. 
Generally, the achieved results should be marked as very good considering 
that the image was classified into only two heterogenic classes. Visual anal-
ysis highlighted two main misclassification problems. Firstly, borders of 
some wetland were detected as artificial areas. Secondly, few bare soil areas 
were detected also as artificial, which is probably connected to the fact that 
some examples of construction sites included in artificial areas training set 
were during ground works.  

In order to obtain authoritative assessment of the classification results, 
the validation procedure was applied. We used a set of 2000 validation pix-
els, different from the training ones, selected by visual inspection including 
analysis of data from other imageries. Their localization was chosen random-
ly using standard uniform distribution over the whole test data. As we aimed 
at pixel level accuracy, we were confronted with the problem of classifica-
tion of pixels which are not unimodal (contain both classes) or pixel repre- 
 

Fig. 4. Classification error (emin) versus number of boosting loop iterations (nit). 
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senting undetermined land cover. Therefore, we defined 3 classes that a pixel 
could represent: 1 – pure artificial area, 2 – non-classified or mixed, 3 – pure 
non-artificial area. Statistics of the validation set are presented in Table 1. 

Table 1  
Validation classes and statistics 

Class no. Class description Number of pixels 
1 Pure artificial 283 
2 Non-classified or mixed 424 
3 Pure non-artificial 1293 

                               Total:  2000 

 
The overall accuracy achieved 94.4%. Such high accuracy is due to spa-

tial dominancy of non-artificial areas in the image. Nevertheless, producer 
and user accuracies for artificial area class are still high (see details in  
Table 2). 

Table 2  
Validation results 

Accuracy Pure artificial  [%] Pure non-artificial  [%]

User 82.3 97.1 

Producer 86.0 96.2 

Overall 94.4 

 
Using the same training and validation data and the same features we 

computed classification accuracies for two other ensemble methods: 
AdaBoost.M1 with decision trees as weak classifiers and Breiman’s Random 
Forest’ algorithm (we used implementation of the methods from Statistics 
Toolbox in Matlab R2012a). For both methods we prepared classification for 
different numbers of weak classifiers. The obtained overall accuracies in 
comparison to results of the proposed method are presented in Fig. 5. Com-
putations for the proposed method stopped for the number of 354 weak clas-
sifiers when the training error achieved 0 value. Therefore setting up more 
steps resulted in the same accuracy, which was the best one. Other two 
methods achieved slightly worse maximums of accuracies equal to 94.0% 
(AdaBoost with trees) and 93.8% (Random Forest). On the other hand, dif-
ferences in computational efforts are very significant. Considering only the 
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Fig. 5. Overall accuracy on validation set versus number of weak classifiers. 

testing phase of the classification, when the minimisation of the efforts is 
critical due to the necessity of processing all pixels in an imagery, the pro-
posed method needs only one threshold comparison for each weak classifier. 
AdaBoost.M1 employing trees and Random Forest need as much threshold 
comparisons as the number of internal nodes is in each decision tree. For the 
results presented in Fig. 5, the AdaBoost employing trees produced trees 
with mean number of internal nodes equal to 57, while for Random Forest 
this number is 63. Thus, the difference in needed comparisons is several 
dozen. Moreover, storing, managing and even interpretation of strong classi-
fier is much easier in the proposed method, because the structure of proposed 
strong classifier is less complex. 

7.4 Final threshold manipulations 
In the boosting method the final classification decision is done using a 
threshold 0.5 (Eq. 10). In theory, this coefficient is utilized in order to mini-
mize the error (e.g., misclassification rate). However, the coefficient can also 
be seen as a parameter which can be changed in order to manipulate classifi-
cation accuracies. According to Eq. 10: 

 
1

( ) ( ) , (0,1) .J
j ji

K p k p T T8
�

� / >�  (11) 

In Figure 6 we present the results of such a manipulation for the considered 
problem after validation. Although we expected to achieve the highest over-
all accuracy for  T1 = 0.50,  it was obtained for  T2 B 0.51  (Fig. 6a). This dif-
ference, almost negligible, improves the overall accuracy by only about 
0.3% to 94.7%. 
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Fig. 6. Classification accuracy versus final threshold of the method: overall accuracy 
(a), user and producer accuracies for artificial (b) and non-artificial (c) surfaces. 

Nevertheless, the manipulation of T can be useful to change the com-
promise between user and producer accuracies for a certain class (Fig. 6b-c). 
Depending on an application of the classification it is sometimes desired to 
prefer one kind of these accuracies over another. For the classification error 
computation employed here (sum of weights of misclassified training sam-
ples) it is clear that user and producer accuracy for both artificial and non-
artificial surfaces are equal when the maximum of overall accuracy is 
achieved at T2. At that time, the accuracy for artificial surfaces amounted to 
84.5% while for non-artificial ones it was 96.8%. 

8. DISCUSSION  AND  CONCLUSIONS 
We introduced a novel satellite image classification method which is based 
on the boosting classification. Simple threshold classifiers are used as weak 
ones instead of popular decision trees. We chose all possible threshold clas-
sifiers based on spectral values of pixels and basic statistics of pixel cross-
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shaped neighbourhood. The numbers of threshold classifiers are minimized 
based on data histograms. 

The method is a supervised technique and requires a training set. How-
ever, training and testing are fully automatic, once the two parameters for 
stop criteria are defined. It could also be used in a semi-automatic way for 
the case when user is not interested in maximizing the overall, but only user 
or producer accuracy. In that case, the final threshold of the method could be 
manipulated in order to meet user’s needs. 

The method was implemented as stand-alone independent software and 
obtained computational time was short for both training and testing. 

The performance was tested on a difficult problem of artificial area iden-
tification on IKONOS multispectral imagery. The obtained classification ac-
curacy is 94.4%, which is slightly better than accuracies obtained by using 
other two state-of-the-art ensemble methods: AdaBoost.M1 with decision 
trees and Random Forest. Achieved results together with evaluations intro-
duced with Briem et al. (2002) and then Benediktsson et al. (2007) prove the 
thesis that there is no need to use advanced weak classifiers to obtain high 
accuracy of classification results. 

As the boosting scenario which is based on advanced weak classifiers 
has already been partially exploited in satellite image analysis, the scenario 
with very simple classifiers is a novel one and need further investigations, in 
particular in the area of performance with other types of features and classi-
fiers, and in adaptation to other practical classification problems. 
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