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Abstract
Subsurface velocity structures must be estimated to predict long-period ground motions and seismic hazards. Subsurface

velocity structures can be constructed via an inversion of the horizontal-to-vertical (H/V) spectral ratio of microtremor

(MHV) curves; thus, a method of simulating the MHV curves is key. In this study, we use the H/V spectral ratio of the

surface wave (SHV) based on the surface wave propagation theory in a layered half-space to simulate the MHV curves at

sites A and B of the Yuxi basin. Then, we attempt to analyze the features of the SHV curves. We find the H/V ratio of the

microtremor loading source to be independent of the peak frequency of the SHV curve, but it has some relation to the

amplitude of the SHV curve. Moreover, to reduce the error in subsurface velocity structures obtained by the MHV curves,

we suggest that the SHV curves at near-peak frequencies should not be considered in the inversion, because the amplitude

deviation is higher at the peak frequency of the MHV curve. In addition, the best frequency ranges for the inversion of the

microtremor H/V spectrum are between the peak and trough frequencies of the microtremor H/V spectrum.
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Introduction

After the 1985 Mexico City earthquake, scientists realized

that sedimentary layers amplify the amplitude and duration

of long-period ground motions (Komatitsch et al. 2004;

Shani-Kadmiel et al. 2012; Rong et al. 2016). Thus, the

three-dimensional (3-D) velocity structures of the subsur-

face sedimentary layers must be estimated for the predic-

tion of long-period ground motions (Gao et al. 2002; Chen

et al. 2014).

Subsurface shallow velocity profiles can be determined

from geotechnical or geophysical investigations. Compared

with data obtained by drilling and seismic exploration,

microtremor data are obtained by inexpensive techniques

that do not require high logistical effort (Picozzi et al.

2005). Since the 1930s, Japanese scholars have been

studying microtremors. To date, the methods of estimating

subsurface velocity structures from microtremor array

records have mainly fallen into two categories: (1) spatial

autocorrelation analysis, which was initiated by Aki (1957)

and (2) frequency-wavenumber spectral analysis, which

was initiated by Capon (1969). Many studies have shown

that the spatial autocorrelation analysis (Apostolidis et al.

2004; Claprood et al. 2011) and frequency-wavenumber

spectral analysis (Satoh et al. 2001; Wu and Huang 2012)

methods were effective for evaluating the subsurface

S-wave velocity structures at different sites. However,

since Nogoshi and Igarashi (1971) proposed the ratio

between the Fourier spectral amplitudes of the horizontal

and vertical components of microtremor recordings

(MHV), the horizontal-to-vertical (H/V) curves of micro-

tremors have become a common method for evaluation of

the site effect (Bonnefoy-Claudet et al. 2006; Carcione

et al. 2017). In addition, the H/V curves of microtremors

have been widely used to evaluate subsurface velocity

structures (Delgado et al. 2000; Dolenc 2005; Hobiger

et al. 2009; Özalaybey et al. 2011). Studies have also

evaluated subsurface S-wave velocity structures via joint

inversions of the phase velocity dispersion and H/V ratio
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curves from microtremor recordings (Arai and Tokimatsu

2005; Picozzi et al. 2005).

The key to estimating subsurface velocity structures by

the inversion of MHV curves is the simulation of MHV

curves. At present, many methods are used to simulate

MHV curves (Lunedei and Malischewsky 2015). MHV

curves can be reproduced by the finite-differential method

(FDM) in a 3-D soil model (Rhie and Dreger 2009),

although Guéguen et al. (2007) found that the fundamental

peak frequency (HVfp) of the MHV curve based on the

FDM does not conform to the peak frequency (RHVfp) of

the fundamental-mode Rayleigh wave H/V spectrum in

areas, where irregular subsurface structures occur. More-

over, Uebayashi et al. (2012) indicated that the HVfp in a

3-D velocity model always is higher than the RHVfp. The

MHV peak shape broadens in areas with irregular subsur-

face structures (Uebayashi 2003).

In addition, since Harkrider (1964, 1970) proposed the

theory of surface wave propagation in a 1-D layered half-

space, the H/V spectra of the fundamental-mode Rayleigh

waves have been used to simulate the MHV curves in 1-D

velocity structures (Fäh et al. 2003). The peak frequencies

of the H/V spectral ratio of fundamental-mode Rayleigh

waves are similar to those of the microtremors at a given

site (Lachetl and Bard 1994), and Malischewsky and

Scherbaum (2004) found that higher similarity corre-

sponded to a higher impedance contrast between the layer

and the half-space. However, the amplitudes are dissimilar

(Yamanaka et al. 1994), because higher mode Rayleigh

waves, Love waves, and body waves are observed in

microtremors. The subsurface S-wave velocity structures

can be successfully evaluated by the inversion of the dis-

persion curves of microtremor vertical motions, which

indicates that microtremors mainly consist of surface

waves (Horike 1985). Moreover, because body waves

attenuate more rapidly than surface waves, surface waves

can predominate at distances greater than one wavelength

of a Rayleigh or Love wave from the source (Tamura

1996). Hence, a more reasonable approach is to simulate

MHV curves using surface waves rather than body waves.

On the other hand, Malischewsky and Scherbaum (2004)

studied the Love formula and H/V ratio (ellipticity) of

Rayleigh waves, and found that the dependence of the

ellipticity of Rayleigh wave on frequency is very sensitive

on the material properties of the propagation medium.

Bonnefoy-Claudet et al. (2008) found that the relative

proportion of Love and Rayleigh waves in microtremors

depends on the site conditions (the subsurface structure and

the sources may have effects on the Love wave contribu-

tion) and especially on the impedance contrast. Certain

sites present a low impedance contrast when Love waves

dominate the wavefield at the H/V peak (Endrun 2011).

Studies have also focused on simulating Rayleigh and

Love waves (Bonnefoy-Claudet et al. 2008; Endrun 2011).

Arai and Tokimatsu (2004) proposed the H/V spectral ratio

of the surface wave (SHV) curves of all modes of surface

waves. The Rayleigh-to-Love wave amplitude ratio (R/L)

in the horizontal components of microtremors is important

for calculating the SHV. The R/L values can be estimated

by analyzing the spatial autocorrelation function of the

microtremor array records (Köhler et al. 2006, 2007;

Bonnefoy-Claudet et al. 2008). The R/L value varies

widely (from 10 to 90%) with the frequency (Köhler et al.

2007; Endrun 2011). Arai and Tokimatsu (2000) indicated

that the R/L values occur in a range from 0.4 to 1.0 with

changes in the sites and frequencies. However, the R/L

values are assumed to be constant at all frequencies in the

inversion of the microtremor H/V spectrum, because the R/

L values cannot be evaluated by a single-station three-

component seismometer if the subsurface seismic velocity

model is unknown (Arai and Tokimatsu 2000).

Moreover, based on the model for the formalization of

the full wavefield, Lunedei and Albarello (2010) indicated

that the numerical approximation model consisting of the

surface waves is appropriate if a source-free area with a

radius of suitable length occurs around the receiver. Fur-

thermore, based on the diffuse field theory (Garcı́a-Jerez

et al. 2013), the MHV can be simulated as the ratio of the

imaginary parts of Green’s function for the horizontal

components to the vertical component when the exciting

and receiving points coexist on the ground surface (Sán-

chez-Sesma et al. 2011). In addition, the inversion result of

the H/V spectral ratio under the diffuse field assumption is

reproduced well (Garcı́a-Jerez et al. 2016; Piña-Flores et al.

2017).

In this study, the area studied is located in the Yuxi

basin in Yuxi City of southwestern China, for which high-

quality drilling data have been obtained and a precise

subsurface S-wave velocity model has been developed. We

simulate the MHV curves via the SHV. Then, we attempt

to analyze the features of the SHV curves with changes in

the R/L values. We also study the sensitivity of the SHV

curve to verify the feasibility of using the SHV curves to

invert the subsurface S-wave velocity structure.

Methods

Harkrider (1964) proposed the vertical and horizontal

powers of the high-mode surface waves based on the sur-

face wave propagation theory in a layered half-space.

Then, assuming that the point sources are randomly dis-

tributed, the vertical and horizontal powers of all point

sources are integrated to obtain the vertical and horizontal

powers of multi-order surface waves (Harkrider 1964).
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Arai and Tokimatsu (2000) indicated that the equation

for SHV and R/L can be expressed as

SHV xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PHS xð Þ
PVS xð Þ

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PHR xð Þ þ PHLðxÞ
PVRðxÞ

s

ð1Þ

R=Lð Þ xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PHRðxÞ
PHLðxÞ

s

ð2Þ

where the subscripts R, L, and S indicate Rayleigh, Love,

and surface waves, respectively, and PHRðxÞ and PVRðxÞ
are the horizontal and vertical powers of all mode Rayleigh

wave from all point sources at a frequency ω, respectively.
These powers can be expressed as

PHR xð Þ ¼ jL2v
XM

m¼0

ARm

kRm

� �2 _u

_w

� �2

m

1þ a2

2

� �
_u

_w

� �2

m

" #

ð3Þ

PVR xð Þ ¼ jL2v
XM

m¼0

ARm

kRm

� �2

1þ a2

2

� �
_u

_w

� �2

m

" #

ð4Þ

where A is the medium response factor (Harkrider

1964, 1970); m and M indicate surface modes; k is the

wave number; _u= _w is the H/V ratio of Rayleigh wave

velocity on free surface (Haskell 1953); LV is the vertical

loading force of a microtremor; j ¼ 2=hð Þe�4ph, h is the

scattering damping ratio of soil; α is the H/V ratio of

microtremor loading sources, and a ¼ LH=LV , and PHLðxÞ
is the horizontal power of all mode Love waves from all

point sources at a frequency ω. This power can be

expressed as

PHL xð Þ ¼ jL2v
XM

m¼0

a2

2

� �
ALm

kLm

� �2

: ð5Þ

Simulation of microtremor H/V spectral
curves

Soil structure parameters and H/V spectral curves
of microtremors

The Yuxi basin shown in Fig. 1 is located in the southern

end of the fault zone, and it is a typical sedimentary basin

in southwestern China. Yuxi City is located in the south-

eastern part of the basin, and site B is closer to the city,

while site A is far from the city. The S-wave velocity

profiles are shown in Fig. 2 at sites A and B. Moreover, He

et al. (2013) estimated the subsurface velocity structures of

the Yuxi basin from the results of seismic exploration. The

velocity structures below the depth of the borehole can be

obtained from this velocity model (Table 1). The bedrock

depths of sites A and B are 415 and 189 m, respectively.

Microtremor signals are recorded by a single-station

three-component seismometer with a sampling frequency

of 8 ms at sites A and B. On June 3, 2012 at 14:26, 14:34,

and 14:43, three sections of microtremors were recorded at

site A. On May 27, 2012 at 18:02, 18:16, and 18:26, three

sections of microtremors were recorded at site B. Each

Fig. 1 Location/map of the Yuxi basin. The white dots represent

single-station three-component microtremor observation sites. The

red dot represents Yuxi City. The color scale bar shows the altitude
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Fig. 2 Shallow subsurface S-wave velocity profile obtained from

boreholes at sites A and B

Table 1 Velocity structures below the depth of the borehole based on

the results of seismic exploration near site A

Depth (m) VS (m/s) VP (m/s) ρ (t/m3)

80–100 700 1534 1.9

100–185 800 1720 2.1

185–415 1200 2433 2.2

415–900 1700 2766 2.4

[ 900 3000 5326 2.5
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section of microtremor is 360.448 s. For each section of

microtremor, 16.384 s at the head and the end each is

removed, because these records contain interference by

human factors. To reduce the measurement error, ten sets

of data segments of 32.768 s each are used from each

section of the microtremors. Hence, at each site, micro-

tremor records of 983.04 s (30 sets of data segments) are

used for the calculation of MHV curves. The MHV at

frequency ω is defined as

MHV xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PEW xð Þ þ PNS xð Þ
PUD xð Þ

s

ð6Þ

where PEW and PNS are the Fourier power spectra of the

two orthogonal horizontal motions and PUD is the Fourier

power spectrum of the vertical motion.

Measured H/V and simulated H/V curves

To calculate the SHV using Eq. 1, α values are required.

The α values can be determined from Eq. 2, because the R/

L values can be evaluated by microtremor array data. The

relative proportion of Love waves in the horizontal com-

ponents of microtremors varies widely (from 60 to 90%)

with the frequency (Köhler et al. 2007; Endrun 2011). Arai

and Tokimatsu (2000) indicated that the R/L values vary

between 0.4 and 1.0 and have an average of approximately

0.7, with a period in the range of 0.1–5 s. We calculated the

MHV and SHV curves for R/L values of 0.4, 0.7, and 1.0,

and they are shown in Fig. 3. In the figure, the MHV curves

are between the maximum and minimum curves of the

SHV. Hence, a reasonable assumption is that the R/L val-

ues are in the range of 0.4–1.0 at those sites and

frequencies.

The microtremor H/V curve can be used to evaluate the

site effect and the subsurface velocity structures. The

fundamental resonance frequency of the site is the key to

evaluating the site effect and the subsurface velocity pro-

file. The frequency window selected for the analysis of

microtremors must contain the fundamental resonance

frequency of the site (Picozzi et al. 2005; Sánchez-Sesma

et al. 2011). The fundamental resonance frequencies of

sites A and B are estimated to be 0.55 and 1.5 Hz,

respectively. Accordingly, at sites A and B, we chose the

H/V spectral curve in a frequency range of 0.1–5 Hz to

analyze the features of SHV curves. Because the bedrock

depth of site B (189 m) is less than the bedrock depth of

site A (402 m), the fundamental resonance frequency of

site B is greater than that of site A, as shown in Fig. 3.

The amplitude of the SHV curve decreases as the R/L

value increases, as shown in Fig. 3. The amplitude devia-

tion between the MHV and SHV curves for R/L value of

n at the frequency ω can be expressed as

Dn xð Þ ¼ MHV xð Þ � SHVn xð Þj j ð7Þ
where n is the R/L value (n in a range from 0.4 to 1.0). The

amplitude deviation between the SHV for R/L values of 0.4

and the SHV for R/L values of 1.0 is 4.44 at the peak

frequency (0.5 Hz) at site A, and the amplitude deviations

decrease gradually from 4.44 as distance from the peak

frequency increases. The amplitude deviation between the

SHV for R/L values of 0.4 and the SHV for R/L values of

1.0 is 2.39 at the peak frequency (1.4 Hz) at site B, and the

amplitude deviations decrease gradually from 2.39 as the

distance from the peak frequency increases. These findings

suggest that the SHV curves are most sensitive to R/L

values at the peak frequencies of the spectrum and the
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Fig. 3 Comparison of the measured H/V (open circles) with the simulated H/V (solid lines) obtained using a 1-D velocity structure model at sites

A and B. The blue line, red line, and green line represent the H/V of surface waves for R/L values of 0.4, 0.7, and 1.0, respectively
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sensitivity of the SHV curves to the R/L values decreases as

the distance from the peak frequency increases.

To obtain more general results, we used two different

soil models (a normal soil model and a low-velocity soil

model) and calculated the SHV obtained using a 1-D

velocity structure model (Fig. 4). We can reach the same

conclusion from Fig. 4, in which the SHV curves are most

sensitive to R/L values at the peak frequencies of the

spectrum. Therefore, when the MHV curves are simulated

by the SHV curves, where the R/L value is constant, the

amplitude deviation between the MHV and SHV curves at

the near-peak frequency is higher, as shown in Fig. 3. The

degree of fitting between the SHV and MHV curves

directly affects the accuracy of the velocity structures

obtained by the inversion of the microtremor H/V spec-

trum. To reduce the error of the subsurface velocity

structures obtained by the MHV curves, we suggest that the

SHV curves at the near-peak frequencies should not be

considered in the inversion of the microtremor H/V spec-

trum, because the amplitude deviation between the MHV

and SHV curves is higher at the peak frequency of the

MHV curves.

The peak frequencies of the SHV curves for R/L values

of 0.4, 0.7, and 1.0 are similar to those of the MHV curves,

although the amplitudes are not exactly consistent. There-

fore, the peak frequencies of the SHV curves are inde-

pendent of the R/L values and are not affected by the α
value in the area studied. The amplitude of SHV for the

constant R/L value is not consistent with that of the MHV

curves, because the R/L value varies widely based on the

site conditions and frequencies.

Figure 5 shows the amplitude deviations between the

MHV and SHV curves for different R/L values and fre-

quencies at sites A and B obtained using Eq. 7. The range

of best R/L values at site B is larger than that at site A, as

shown in Fig. 5. The fluctuations of the best R/L values in

the high-frequency part ([ 1 Hz) of the MHV curve are

significantly higher than those in the low-frequency part

(\ 1 Hz) at site B, which is likely because the high-fre-

quency part ([ 1 Hz) of microtremor signal is primarily

influenced by artificial noise (Seht and Wohlenberg 1999).

These microtremor signals are recorded during the day, and

site B is located close to the city. Human activities cause

the points to fluctuate in a larger range at site B. As a result,

the fluctuation range of the best R/L values is significantly

larger in the high-frequency range.

When the R/L values are estimated by analyzing the

spatial autocorrelation function of the microtremor array

records, the D values are less than 0.2 (Arai and Tokimatsu

2000). Moreover, the inversion results of the MHV curves

can ensure that the D values are less than 0.2 (Parolai et al.

2005; Picozzi et al. 2005). We define the best R/L value as

the value that generates amplitude deviations between the

SHV and MHV curves (D values) that are less than 0.2. We

use the best R/V values obtained from Fig. 5 to simulate the

MHV curves. When the R/L value is the best, the SHV

curves simulate MHV curves very well, as shown in Fig. 6.

We approximate the best R/L values as the true R/L values.
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using a 1-D velocity structure
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line, red line, and green line

represent the H/V of surface

waves when the R/L values are

0.4, 0.7, and 1.0, respectively
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Sensitivity analysis of the surface wave H/V
spectrum

To verify the feasibility of using MHV curves to estimate

subsurface velocity structures, the sensitivities of the SHV

curves must be analyzed. The sensitivities of the SHV

curves (Arai and Tokimatsu 2000), which are the absolute

values of the dimensionless partial derivative of SHV for

any parameter P of the soil models, can be expressed as

S
p
ji xð Þ ¼ P

SHV xð Þ
oSHV xð Þ

oP

�
�
�
�

�
�
�
�
P¼Pji

ð8Þ

where S
p
ji is the sensitivity of the SHV and Pji may repre-

sent the thickness Hj, the P-wave velocity VPj, the S-wave

velocity VSj, and the density qj in the jth layer of the soil

model.

The sensitivities (S) of the SHV curves for the soil

model parameters at site A that were obtained using Eq. 8

are shown as Fig. 7. The S-wave velocity and thickness of

the soil layer have a great influence on the SHV curve,

whereas the density and P-wave velocity of the soil layer

have a lesser influence on the SHV curve. Therefore, the

inversion of MHV curves can be best achieved by adjusting

either the S-wave velocity, thickness or both these

parameters at each soil layer.

The maximum S values (Smax) of the SHV curves for the

soil layer parameters in a frequency range of 0.1–5 Hz are

shown in Fig. 8. At site A, the Smax values are mainly

concentrated in a frequency range of 1.1–2.4 Hz, which is

between the peak and trough frequencies of the H/V

spectrum of microtremors recorded at site A. At site B, the

Smax values are concentrated in a frequency range of 1.4–

2.4 Hz, which is between the peak and trough frequencies

of the H/V spectrum of microtremors recorded at site B. In

addition, Fig. 7 shows that the S values at frequencies less

than 1 Hz are far less than those at frequencies greater than
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1 Hz at site A. The same trends can be obtained from the

soil model at site B. Therefore, the spectrum curves are

sensitive to the parameters in a frequency range that is

located between the peak and trough frequencies of the

microtremor H/V spectrum. Therefore, this frequency

range is the most suitable for inversion.

Discussion

We simulated MHV curves using the surface wave prop-

agation theory in a layered half-space. In Fig. 3, we com-

pare the MHV and SHV for R/L values of 0.4, 0.7 and 1.

The misfit is clearly different for both R/L curves compared

to the measured H/V. In this paper, we find the best R/L

values by simulating MHV curves for different values and

by evaluating the misfit with respect to the measured MHV.

Figure 5 shows that the best R/L values are stable in the

range of 0.8–1.0 with changes in frequency at site A, and

the best R/L values are stable in the range of 0.4–0.9 with

changes in frequency at site B. Hence, the R/L values vary

widely based on the site condition and frequency. Bon-

nefoy-Claudet et al. (2008) and Endrun (2011) calculated

R/L values via a frequency-dependent analysis of the main

propagation and polarization based on microtremor array

measurements and found that the relative proportion of

Love and Rayleigh waves in the microtremors varies

widely with frequency and site conditions and the R/L

values are stable in the ranges of 0.2–1.0. At sites A and B,

the best R/L values we get are also in this range. However,

the R/L value cannot be evaluated from microtremor data

recorded by a single-station three-component seismometer
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if the velocity model is unknown. Further study is required

to determine a method of identifying the true R/L values to

estimate the subsurface velocity structure using the H/V

spectrum of microtremors recorded by a single-station

three-component seismometer.

Figures 3 and 4 show that the SHV curves are the most

sensitive to R/L values at the peak frequencies of the

spectrum. To reduce the error of subsurface velocity

structures obtained from the MHV curves, the SHV curves

at the near-peak frequencies should not be considered in

the inversion of the microtremor H/V spectrum. Because

the location of the peak frequency depends on the sub-

surface structure, it varies naturally from low to high fre-

quencies for different sites. Therefore, we cannot provide a

specific frequency range that contains the peak frequency

that is not used to estimate the velocity structures.

Finally, we analyze the sensitivity of the SHV curves.

Figure 7 confirms that the S-wave velocity and the thick-

ness of the soil layer has a great influence on the SHV

curve. By calculating the partial derivatives of the H/V

spectrum of Rayleigh waves, Tsuboi and Saito (1983)

indicated that the H/V curves are most sensitive to the

S-wave velocity. Furthermore, the MHV curves are sensi-

tive to the parameter in a frequency range that is located

between the peak and trough frequencies of the SHV, as

shown in Fig. 7. In the process of applying the mode

summation method and a finite difference technique to

investigate the spectral ratio, Fäh et al. (2001) similarly

found that the MHV curves are controlled by the ellipticity

of the fundamental-mode Rayleigh wave in the frequency

band between the fundamental frequency of resonance of

the sediments and the first minimum of the average H/V

ratio. Although the peak frequencies of the H/V spectral

ratio of fundamental-mode Rayleigh waves are similar to

that of the microtremors in general, there are some sites

with a low impedance contrast, where the Love waves

dominate the wavefield at the H/V peak. Hence, a more

reasonable approach is to express the sensitive frequency

range of MHV using surface waves rather than Rayleigh

waves.

Conclusions

In this study, we used the SHV equation based on the

surface wave propagation theory in a layered half-space to

simulate the MHV curves of sites A and B in the Yuxi

basin. We found that the peak frequency of the SHV curve

is independent of the α value, although the amplitude of the

SHV curve has some relation with the α value. Further-

more, we found that the SHV curves are most sensitive to

R/L values at the peak frequencies of the spectrum.

Therefore, to reduce the error of subsurface velocity

structures obtained by the MHV curves, we suggest that the

SHV curves at the near-peak frequencies should not be

considered in the inversion of the microtremor H/V spec-

trum, because the amplitude deviation between the MHV

and SHV curves is higher at the peak frequency of the

MHV curves.

In addition, to verify the feasibility of the inversion of

MHV curves, we analyzed the features of the sensitivity of

SHV curves. We confirmed that the inversion of MHV

curves can be best achieved by adjusting either the S-wave

velocity, thickness, or both these parameters at each soil

layer. Moreover, the best frequency range for the inversion

of the microtremor H/V spectrum is between the peak and

trough frequencies of the microtremor H/V spectrum.
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Köhler A, Ohrnberger M, Scherbaum F, Wathelet M, Cornou C

(2007) Assessing the reliability of the modified three-component

spatial autocorrelation technique. Geophys J Int 168(2):779–796

Komatitsch D, Liu Q, Tromp J, Süss P, Stidham C, Shaw JH (2004)

Simulations of ground motion in the Los Angeles basin based

upon the spectral-element method. Bull Seismol Soc Am 94

(1):187–206

Lachetl C, Bard PY (1994) Numerical and theoretical investigations

on the possibilities and limitations of Nakamura’s technique.

Earth Planets Space 42(5):377–397. https://doi.org/10.4294/

jpe1952.42.377

Lunedei E, Albarello D (2010) Theoretical HVSR curves from full

wavefield modelling of ambient vibrations in a weakly dissipa-

tive layered Earth. Geophys J Int 181(2):1342–1342

Lunedei E, Malischewsky P (2015) A review and some new issues on

the theory of the H/V technique for ambient vibrations.

Perspectives on european earthquake engineering and seismol-

ogy. Springer, New York, pp 371–394

Malischewsky PG, Scherbaum F (2004) Love’s formula and H/V-

ratio (ellipticity) of Rayleigh waves. Wave Motion 40:57–67

Nogoshi M, Igarashi T (1971) On the amplitude characteristics of

microtremor (part 2). J Seismol Soc Jpn 24(1):26–40
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Abstract
Previously obtained magnetotelluric 2D models for 30 profiles made it possible to create an overview model of electric

resistivity for the territory between 28�E and 36�E and between 44.5�N and 52.5�N. It allows us to distinguish a number of

low resistivity objects (LRO) with resistivities lower than 100 X m the Earth’s crust and mantle. Two regional conductivity

anomalies are traced. The Kirovograd conductivity anomaly extends south to the Crimea mountains. A new regional

conductivity anomaly (Konkskaya) can be distinguished along the southern slope of the Ukrainian Shield from 29� to 34�E.
In addition, many local LROs have been identified. According to the modeling results, the local low resistivity objects on

the East European Platform appear along fault zones activated during last 5–7 M years and the model suggests their

relation to known zones of graphitization and polymetallic ore deposits. Local LROs in the Dnieper–Donets Basin correlate

with the main oil and natural gas fields in this area. The depth of the anomalous objects amounts to 5–22 km. This is

consistent with the hypotheses that hydrocarbon deposits are related to generation and transport zones of carbon-bearing

fluids.

Keywords Conductivity � Earth’s crust and upper mantle � East European Platform � Scythian plate � Crimea �
Mineral resources

Introduction

By means of one-dimensional (1D) and two-dimensional

(2D) inversions of magnetotelluric (MT) data, resistivity

models for certain areas of central Ukraine have been

obtained in a number of earlier studies (Gordienko et al.

2005, 2006; Kirovograd 2013; Varentsov et al. 2013;

Logvinov 2015; Logvinov et al. 2016). The quasi-3D

model based on the unimodal thin-sheet approximation

(Kovacikova et al. 2016) made it possible to analyses of

conductivity distribution in the upper crust. An important

result from these studies is the discovery of the Kirovograd

anomaly of electrical conductivity (KirAC) in the central

part of the Ukrainian Shield (Rokityansky et al. 1969). Its

main anomalous object in the resistivity model where q is

less than 40 X m occurs at 10–40 km depth. Studies have

shown that KirAC apparently includes two parallel objects

of low resistivity (LROs) with q\ 100 X m that extend

from both sides of the Ingulo-Krivorozhsko-Krupetskaia

zone (Figs. 1B, 3, 4).

In this paper, we want to give an overview of the spacial

distribution of LROs which has been modeled in the

mentioned studies. For this purpose, an analysis of 2D

inversion results has been performed along a set of profiles

(Fig. 1B).

Tectonically, the study area belongs to the southern East

European Platform (EEP) including the slope of the Vor-

onezh Massif, Dnieper–Donetsk Depression (DDD),

Ukrainian Shield (USh), Southern Ukrainian Monocline,

part of Scythian Plate and Mountainous Crimea (Fig. 1).& Igor M. Logvinov
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Materials and methods

The initial data are MT curves (MTS) and vertical mag-

netic transfer functions (VMTF) obtained by industrial

organizations and the Institute of Geophysics National

Academy of Sciences of Ukraine (IGF). These data are

discussed in detail elsewhere (Ingerov et al. 1999; Gordi-

enko et al. 2005, 2006; Varentsov et al. 2013; Logvinov

et al. 2016). Most of industrial MT curves were obtained by

digital first-generation apparatus. They were aligned to

measuring lines and registered in the period range from

1–16 to 900 s.

There are a total of 800 observation sites in the study

area. For 450 of them were obtained VMTF values. The

density of observation points on the study area is irregular

(Fig. 1A). This is mostly due to powerful industrial inter-

ferences caused by electric railways, pipelines and large

industry agglomerations. The choice of the direction of the

modeling profiles in the study of such a large area was

based on taking into account regional surface in homo-

geneities. The greatest conductivity of sedimentary

deposits is noted for the territory of the Dnieper–Donets

Basin and young sedimentary structures along the

boundary of the Eastern European Platform. Therefore,

along the network of profiles perpendicular to the strike of

these structures, the TE mode was matched by data along

the strike of the structures. At the same time, previous

studies have been revealed the Kirovograd anomaly of

conductivity (KirAC), which has a meridional strike, and

its underlying conditions lie at depths of more than 10 km.

KirAC spatially agrees with the propagation of rocks of the

Early Proterozoic age. In the study area, similar meridional

zones of the Early Proterozoic age are identified along

30�E and 36�E. Therefore, to detect anomalously con-

ducting meridional strike objects, the inversion was carried

out along the latitudinal profiles and the TE mode corre-

sponded to the latitudinal component of the MTS curves.

Inversion was performed along 30 profiles whose length

depended on the amount of observation sites available for

each profile. Data at 10–42 sites and from 8 to 13 periods in

the period range between 1 and 6400 s were selected from

different profiles. The total number of sites was 685. When

choosing an interpretation profile, the following require-

ments were taken into account: distance between the points

is not more than 20 km; the total number of interpretation

Fig. 1 A Observation sites (1): a—KIV observatory, b—of MT

measuring. 2—values of the total longitudinal conductivity of

sediments (from Logvinov 2015; Logvinov et al. 2016). B Profile

location for 2D inversion on the tectonic map (from Gintov 2005;

Galetskij and Shevchenko 2006; National Atlas of Ukraine 2007;

Kirovograd 2013). 1—2D inversion profiles; boundaries: 2—EEP;

3—Dnieper-Donetsk Graben (DDG); 4—USh; 5—Ingulo-Krivorozh-

sko-Krupetskaia zone (IKKZ). I—Southern Ukrainian monocline,

II—Mountainous Crimea

132 Acta Geophysica (2018) 66:131–139

123



parameters for the selected period range is not less than

50%.

The analysis of experimental data at all the profiles

shown in Fig. 1B was made using the REBOCC 2D

inversion code (Siripunvaraporn and Egbert 2000). In this

study, the misfit between modeled and experimental data

was considered satisfactory at the levels of 0.1 for mag-

netic transfer function, 10� for the impedance phase, and

30% for the apparent resistivity. In the result of processing

the variations of the MT field, errors in the determination

of each parameter are given. In the 2D simulation program,

a triple value of this error is entered in the ‘‘ERROR_-

RESPONSE’’ section. Initial models are based on geo-

electric parameters of sediments from geologic (National

Atlas of Ukraine 2007) and geoelectric information (Fig. 2)

(Logvinov 2015; Logvinov et al. 2016) available for the

separate profiles and each region. The ‘‘normal’’ section

was based on 1D inversion results obtained at KIV obser-

vatory (Semenov et al. 2008). The northern segments of the

meridional profiles were analyzed using geoelectric

parameters obtained in the DDD. The geoelectric param-

eters from the Southern Ukrainian Monocline were taken

for the southern portions of the meridional profiles.

Inverted experimental data included impedance esti-

mates for TM and TE modes and VMTF values (TP). First

calculations were carried out separately for TE, TP. At the

final inversion stage, the model with the smallest RMS for

these separate mode solutions was chosen as the start

model for the joint TE ? TM ? TP inversion.

Results and discussion

The modeling resulted in geoelectric cross-sections with a

depth range from 1–2 to 75 km. Deeper sections can be

determined only for a limited area because the profiles with

transfer functions at periods longer than 2500 s do not

cover to the whole study region. In modeling, the hori-

zontal grid size changed from 3 to 18 km depending on the

distance between observation sites on the profile while the

vertical one was constant for all profiles (1–4 km above

48 km depth, 8–15 km from 48 to 90 km depth).

Based on the resistivity cross-sections along the profiles,

a three-dimensional matrix was created that included the

coordinates of each site on the profile and the q value for it.

The step along the surface for the matrix was chosen to be

the same for the whole area equal to 6 km. Earlier 2D

forward modeling for the DDD revealed that rocks with

resistivity less than 5 X m are associated with the Meso-

zoic–Cenozoic deposits whose thickness is not greater than

3–4 km (Fig. 2) and the LROs occur below these deposits

(Logvinov 2015). Therefore, Fig. 3 shows slices (starting

with 5 km depth) for some of the most characteristic depths

in the crust and upper mantle.

Generally, the resistivity of crystalline crust and upper

mantle rocks on the EEP is not less than 1000 X m. In this

range, there are inclusions of more conductive rocks,

namely rocks of increased porosity with mineralized water,

rocks enriched in ore minerals and graphite, fluids and

partially molten rocks. In this study, areas with q values

Fig. 2 Schematic presentation

isolines of sedimentary

thickness (km) with q\ 5 X m

(1) in the upper sedimentary

cover of the

DDG (Logvinov 2002);

interpretation profiles—2; DDG

border—3
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Fig. 3 Contours of electric

resistivity derived from 2D

models for different depths H.

Tectonic boundaries: 1—DDG;

2—USh; 3—EEP
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less than 100 X m are referred to as LROs. The MT

methods are known to poorly discriminate rocks of high

resistivity; consequently, the change in high q values is

shown on the slices only roughly (100–4000 X m and more

than 4000 X m).

The position of the LROs points out their local character

because none of the LROs forms a continuous zone. To

estimate the integral conductivity of local objects, the

parameter G (Rokityansky 1982) was used:

Gi ¼ Qi=qi;

where Qi is the cross-section area of the conductive object

(in m2), and qi is its resistivity (in X m). In case of com-

plex multi-segment structures, the overall G =
P

Gi. The

number of LROs with high integrated conductance G (most

q values\ 40 X m) allows to distinguish two depth

intervals of their preferred occurrence. The first interval has

its base at a depth of about 7 km, the second one ranges

from about 30 to 75 km.

In the first interval, LROs with a high G are concen-

trated within the DDD, along the southern flank of the USh

from 29� to 33�E and along the boundary of the EEP.

LROs, which can be attributed to Mesozoic–Paleozoic

sedimentary rocks and Riphean black shale, are consistent

with the thickness of these deposits (Fig. 6—sedimentary

thickness map) occupy the same area to a depth of

16–24 km. The objects of meridional strike appear at great

depths. The LROs associated with the EEP boundary can

be traced up to 75 km depth, with a decreasing in dimen-

sion and G at depths greater than 7 km. In the depth

interval of 5–22 km, the LROs along the southern flank of

the USh seem to represent a continuous system that can be

only confirmed by a denser network of modeling profiles.

At depths from 7 to 30 km, the decrease is clearly seen in

the G of the LROs over the entire area, although their

number and spatial distribution remain the same.

The second interval occurs in the lower crust deeper

than 30 km. The area of the LROs with high conductivity

increases noticeably in the central USh from 29� to 33�E
and from 47� to 50�N. According to previous studies, the

KirAC has a submeridional strike and is located between

32� and 34�E. At depths shallower than 20 km, the LROs

of this area are unlikely to be related to the KirAC. Starting

with a depth of about 20 km between 44.5� and 52�N, a
chain of LROs is clearly traced, the integral conductivity of

which varies little in the depth range of 30–60 km. The

absence of a continuous linkage between LROs in the 48�–
49�N interval can be explained by large distances between

the latitudinal profiles for which 2D inversions were

performed.

At mantle depths, the LROs in the central part of the

USh practically vanish. There remain objects that spatially

coincide with the KirAC, DDD, the southern flank of the

USh from 29� to 36�E and the southern EEP boundary. At

all depths above 42 km (close to the base of the Earth’s

crust), the q background values vary between 100 and

4000 X m. At depths up to 7 km, there are three regions

where the q values even exceed 4000 X m. The western

region can be traced from the Pripyat Trough in the north to

the southern slope of the USh between 29� and 30�E. The
latitudinal region just to the south of 49�N stretches from

the western boundary of the study area to the Inguletsko-

Krivorogzhsko-Krupetskoi zone. The third region is loca-

ted on the territory of the Ukrainian shield east of the

IKKZ. At the depth up to 7 km all these zones can be

fragmentarily traced. At depths, greater than 20 km regions

of high resistivity are already observed mainly to the east

of the IKKZ with the exception of the western region. They

are determined up to 75 km depth from the DDD to

Crimea. Spatially, the area east of the IKKZ belongs to the

block of Archaean rocks.

For further analysis, only regional peculiarities of geo-

electric parameters were used. The LROs with an area less

than 10 9 10 km are not shown on the slicemaps. The aim of

this analysiswas to show the possible relationship between the

separate LROs and regional tectonic units (Fig. 4), metal-

logeny (Fig. 5) and oil and gas presence (Fig. 6).

The migration pathways of fluids with ore elements that

can make up deposits are associated with fault zones.

Figure 4 shows fault zones active state in the last

5–7 million years (Verkhovtseff 2006; National Atlas of

Ukraine 2007). Reactivation should be accompanied by a

change in physical parameters in such zones in comparison

with the host medium, and the concentration of ore ele-

ments leads to a local decrease in q values.

The KirAC is the main regional geoelectric structure

that crosses the entire study area from the south to the

north. It is spatially related to the IKKZ, which is of

greatest metallogenic importance in Ukraine. Here are

located giant deposits of iron ores, manifestations of gra-

phite, gold, silver, zinc, copper, lead, as well as uranium,

scandium, rare metals, etc. (Fig. 6). Most of the LROs

forming the KirAC occur along the main Krivorozhsko–

Kremenchugskii deep fault zone (Fig. 5). The length of the

zone is about 900 km. Although on the tectonic maps, the

IKKZ is delineated only up to the middle of the Southern-

Ukrainian monocline. Figure 5 shows that active faults

consistent with the zone can be traced further to the south

even to the Black Sea. As the experimental data of the MT

field are replenished, the geoelectric parameters of the

KirAC are refined, which can be seen from publications for

different years (Gordienko et al. 2005, 2006; Kirovograd

2013; Varentsov et al. 2013; Logvinov 2015; Logvinov

et al. 2016).

The results of the modeling allow us to delineate one

more regional high-conductive zone named Konskaya
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Fig. 4 Regional fault zones

reactivated during the past 5–7

mln years: 1—to (Verkhovtseff

2006) Olevsko-Muravanskii—3,

Novgorodsko-Seversko—Novo-

Kakhovskii—8, Druzhba-

Ordzhonikidzevskii—9,

Dergach-Gulyaypol—11,

Yavoriv-Volchanskiy—19,

Mogilev-Podolsk-

Shostkinsky—30, Sivash-

Karkinitskiy—41, Kamen-

Kashirsko-Yalta—46; 2—to

(National Atlas of Ukraine

2007; Kirovograd 2013) Knk—

Konkskii, Tln—Talnovskii, K–

Kr (Krivorogsko-

Kremenchugskii. Contours: of

geoelectric objects (3), 4—

DDG, 5—USh. See Fig. 1B for

tectonic setting
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(Fig. 4). It is located along the southern slope of the USh,

almost coinciding with the position of the Konskii fault,

which has reactivated in the last 3 million years

(Verkhovtseff 2006). The LROs forming this zone from

29� to 34�E are distinguished from 2 to 75 km depth. The

maximum integral conductivity of the LROs is observed at

ca. 30 km depths. Similar conductivity anomalies are also

found in other margins of the East European Platform

(Ernst et al. 2008) and in South American Platform

(Bologna et al. 2014).

The LROs associated with the southern boundary of the

EEC are traced up to 75 km depth, decreasing in size and

integral conductivity at depths greater than 7 km. Taking

into consideration the thickness of the sedimentary rocks

which are spatially consistent with the LROs, most of the

zones seem to be caused by the conductivity of the sedi-

ments. The vast LROs in the western study area and in the

junction zone of the EEP and Crimea are most likely

caused by the reactivation of the separate areas of the

Scythian plate.

Along the western boundary of the study area between

28� and 29�E, a LROs chain is observed close to the

Olevsko-Muravanskii fault, which has reactivated in the

last 3 million years (Verkhovtseff 2006). The LROs are

revealed at two depth intervals of 2–5 and 32–50 km,

respectively. The chain of the LROs can be traced along

Talnovskiy and the faults adjacent to it from the east,

which delineate the Golovanevskaia Precambrian zone of

the mantle origin. These LROs are mapped in this zone

through the entire crust.

Thus, most of the LROs clearly correlate with fault

zones of ancient origin which have been reactivated over

the last 3 million years.

‘‘The Ukrainian shield is exceptionally enriched in

graphite and is estimated in this context as a unique pro-

vince all of the World’’ (Yatsenko 1998). On the USh,

graphitization areas are revealed (Fig. 5) in rock types from

greenschist to granulite facies of metamorphism (Yatsenko

1998). In local areas of deposits and manifestations of

graphite, its concentration reaches 15–20%. The graphite

concentration within some areas can be estimated to be one

percent that corresponds to a value of q of about 10 X m

Fig. 5 Contours of LROs (1). Graphitization areas (Yatsenko 1998):

regions (2) and districts (3). Districts of polymetallic ore deposits—4

(Galetskij and Shevchenko 2006)
Fig. 6 Contours of LROs (1 - q values less than 40 X m). Areas of

deposits: 2—oil, 3—oil–gas-and-gas condensate, 4—gas and gas

condensate (Ivanyuty et al. 1998)

Acta Geophysica (2018) 66:131–139 137

123



(Gordienko et al. 2005). Within the north-western and

central graphitization regions, the average mineral content

is estimated to be 0.5–1% that roughly corresponds to

q = 100 X m. The distribution of the graphitization zones

with depth is unclear.

The magnitude of the erosional cut of USh rocks varies

from 13 to 18 km while in the IKKZ it reaches up to about

30 km in the western part of the central region. This

indicates that graphitized rocks in neighboring areas are

formed at depths that differ by 10 or more kilometers.

Graphitisation documented at shallow depth can also occur

at considerable depths.

Most of the LROs are found in the central region that

may be due to a smaller number of interpretable profiles in

the NW region. The LRO dimensions in the graphitization

areas are small and similar to those of the graphite-bearing

areas (Fig. 5). The largest graphite deposit in Europe

(Zaval’evskoe) is located in the southwest corner of the

central region within known LROs. The LROs area and

their integral conductivity decrease in the depth interval of

2–7 km. Below 10 km, their parameters increase, reaching

the maximum values in the lower crust (30–40 km depth).

Starting with a depth of about 5 km up to the mantle sur-

face the LROs chain is clearly traceable along the

perimeter of the central region contouring the central gra-

phite-bearing region.

Figure 5 also shows the location of numerous polymetal

deposits (Ni, Cu, Zn, Pb, etc.). As visible they spatially

coincide with the graphitization areas. It allows us to

suggest a relation between LROs and graphitization and to

consider some LROs as ore regions.

Magnetotelluric research has been used in oil explo-

ration for a long time; some references on this work can be

obtained in articles by Keller (1968, 1969) and Caldwell

(1969). A connection with oil and gas content and well-

conducting object in the territory of the North German

Basin is noted in Hoffmann et al. 2008. In Fig. 6, a com-

parison is presented between the geoelectrical results and

oil and gas presence in the DDG. At depths up to

16–22 km, the LROs area in the DDD is almost completely

consistent with the distribution of the main oil and gas

fields. The vanishing of the LROs also agrees with the

western boundary of the oil- and gas-bearing area. The

absence of interpretation profiles and development of salt-

dome tectonics between the 34� and 36�E do not allow us

to extend this conclusion to the entire DDD. The oil fields

appear to occur more frequently in the marginal zones of

the LROs.

The results obtained allow for the following conclusion.

Naturally, regional studies cannot be used to search for oil

and gas fields. We can see the agreement of the geoelectric

parameters with the oil-and gas-bearing area corresponding

to the abiogenic hypothesis in the depth interval of

5–24 km. Geoelectrical data confirm the hypothesis of the

association of hydrocarbon fields with zones of generation

and transporting of hydrocarbon-bearing fluids which

consequently cause the anomalous conductivity (Sherwood

Lollar et al. 2002; Geoffrey 2006; Sephton and Hazen

2013).

Despite poor observations, network and ambiguity in the

interpretation of geoelectrical data, the spatial coincidence

of the LROs with the tectonic units, metallogeny, and oil

and gas presence makes it possible to apply deep geo-

electric data to recommend prospective areas for deposits

of different mineral resources. For this purpose, more

detailed geoelectrical studies and combination with other

geological–geophysical information are necessary.
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Abstract
Natural brittle rock contains numerous randomly distributed microcracks. Crack initiation, growth, and coalescence play a

predominant role in evaluation for the strength and failure of brittle rocks. A new analytical method is proposed to predict

the strength and failure of brittle rocks containing initial microcracks. The formulation of this method is based on an

improved wing crack model and a suggested micro–macro relation. In this improved wing crack model, the parameter of

crack angle is especially introduced as a variable, and the analytical stress–crack relation considering crack angle effect is

obtained. Coupling the proposed stress–crack relation and the suggested micro–macro relation describing the relation

between crack growth and axial strain, the stress–strain constitutive relation is obtained to predict the rock strength and

failure. Considering different initial microcrack sizes, friction coefficients and confining pressures, effects of crack angle

on tensile wedge force acting on initial crack interface are studied, and effects of crack angle on stress–strain constitutive

relation of rocks are also analyzed. The strength and crack initiation stress under different crack angles are discussed, and

the value of most disadvantaged angle triggering crack initiation and rock failure is founded. The analytical results are

similar to the published study results. Rationality of this proposed analytical method is verified.

Keywords Brittle rocks � Most disadvantaged crack angle � Friction � Strength � Failure

Introduction

In brittle rock, existence of microcracks greatly influences

its mechanical behavior. The process of microcrack

extension plays an important role in strength and failure of

rock under lithospheric conditions. The compressive

loading conditions acting on the rocks can be approxi-

mately regarded as a form of lithospheric conditions. Thus,

the laboratory study of mechanical behaviors in rocks

under compressive loadings has an important meaning for

evaluating the geomechanics under lithospheric conditions.

The rock fracture induced by microcrack growth under

compression was widely studied by acoustic emission

monitoring (Cox and Meredith 1993; Martin 1997; Caia

et al. 2004; Chang and Lee 2004; Diederichs et al. 2004;

Damjanac and Fairhurst 2010; Lan et al. 2010; Zhou et al.

2017). Published experimental results showed that the

stress–strain curves for a compressed brittle rock could be

divided into six phases: crack closure, linear elastic

deformation, crack initiation, stable crack growth, unsta-

ble crack growth corresponding to the permanent defor-

mation, failure and postpeak behavior (Martin and

Chandler 1994). The microscopic fracture processes of

granite were studied by volumetric strain and crack volume

(Brace et al. 1966). The deformation of brittle rock was

divided into two major components: elastic deformation

and brittle deformation caused by axial cracking (Lajtai

1998).

Due to the complex distribution of numerous initial

microcracks in brittle rocks, effects of microcrack on

strength and failure of brittle rock hardly are investigated
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directly. Thus, effect of crack was experimentally investi-

gated by use of brittle specimen which contains minor pre-

existing open crack (see Fig. 1). Mechanism of microcrack

initiation, propagation and coalescence during fracture

process under uniaxial or biaxial compression has been

widely investigated (Mavko and Nur 1978; Hoek and

(a)

(b) 

(c) 

(d) 

Fig. 1 Compressed cracking

process under different crack

inclinations for brittle materials

of a granite (Lee and Jeon

2011), b PMMA (Lee and Jeon

2011), c marble (Wong and Li

2013), d concrete (Cao et al.

2016)
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Bieniawski 1984; Bobet and Einstein 1998; Germanovich

et al. 1994; Clayton 2010; Yang and Jing 2011; Morgan al.

2013; Silva and Einstein 2013; Wu et al. 2017; Fan et al.

2017). Lajtai (1971, 1974) studied the initiation and

propagation of pre-existing minor flaws and their effects on

compressed brittle rock, and examined the effect of initial

flaw inclination angle on fracture initiation from tensile

stress concentrations of a narrow crack. Using pre-existing

open straight flaw with different inclination angles in rocks,

effects of flaw inclination angle on crack initiation, prop-

agation and coalescence were studied using of numerical

and experimental method (Sagong and Bobet 2002; Lee

and Jeon 2011; Li and Wong 2012; Wong and Li 2013).

Their results showed that flaw inclination angles have great

influence on mechanical properties of rock. However, the

above studies of crack coalescence in rock materials were

mainly focused on the specimen containing open flaws.

Park and Bobet (2010) experimentally studied crack

propagation and coalescence from frictional discontinuities

in pre-cracked specimens of brittle rocks. The fracturing

processes in open and closed flaws are similar. But, friction

along the cracks increases the stress of crack initiation and

coalescence. Combining similar material testing and dis-

crete element method, the peak strength, failure charac-

teristics, and crack coalescence pattern of rock-like

materials with multi-cracks with similar orientation were

studied, and effect of the inclination and density of cracks

on mechanical properties and failure mechanism of the

rock mass were analyzed (Cao et al. 2016; Vergara et al.

2016).

To understand the mechanism of strength and failure of

brittle rock containing microcracks, many numerical

models were suggested. Wong et al. (2006) presented sta-

tistical model which is established using of wing crack

model and Weibull parameters. Singh and Digby (1989)

suggested a constitutive damage model that describes the

anisotropic response of brittle solid during cracking under

applied stresses. Zhou et al. (2008) presented a microme-

chanical model of material containing intermittent cracks

and studied the effect of crack angle on stress–strain rela-

tionship. Ashby and Hallam (1986) and Ashby and Sammis

(1990) established a theoretical model that is developed for

the growth and interaction of cracks in brittle solids under

compressive stress states. This model presented a

micromechanical explanation for strength of brittle rock.

However, the crack angle, in Ashby model, was assumed as

a certain value (i.e., u = 45�and u = [tan - 1(1/l)]/2) in

which microcrack is subjected maximum shear stress.

Based on Ashby model, the effects of compressive loads

and strain rates on the rock failure from microcrack growth

were studied (Bhat et al. 2011, 2012; Brantut et al. 2012).

For the above analytical, numerical and experimental

studies, it can be seen that the microcrack growth have

great significance for mechanical behaviors under com-

pression in brittle rocks. However, the analytical method to

explore the mechanism of strength and failure considering

effect of crack angle is rarely proposed. In this paper,

employing an improved micromechanical wing crack

model considering effect of crack angle, an analytical

investigation of strength and failure for brittle rock con-

taining initial cracks under compression will be presented.

Effect of crack angle, initial crack size, confining pressure

and friction coefficient on crack initiation stress, strength,

stress–crack relation, and stress–strain relation will be

studied in detail.

Description of analytical method

A wing crack model of rocks with same inclination and

size of initial cracks is shown in Fig. 2 (Ashby and Sammis

1990). The failure of strain localization is approximately

studied by the global failure of brittle rocks (Fig. 3).

Subjected to the remote compressive stress r1 and r3, the

stress intensity factor of mode-I crack (i.e., KI) in this

model is (Ashby and Sammis 1990):

KI ¼
Fw

½pðlþ baÞ�
3
2

þ 2

p
ðr3 þ ri3Þ

ffiffiffiffiffi

pl
p

; ð1Þ

where a represents the size of initial crack, l represents the

length of wing crack, and b is a correction factor to adjust

the value of KI at l = 0. Fw is wedging force acting on

initial crack surface. ri3 is internal stress acting between

wing cracks, which has an important meaning for evalua-

tion of interaction and coalescence between cracks to

Fig. 2 Schematic diagram for mechanical model of brittle rocks

induced by wing crack growth under compressive loadings
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predict the failure of rocks. This internal stress is deter-

mined as:

ri3 ¼ Fw

S� pðlþ aaÞ2
; ð2Þ

where a = cosu, u is the angle between the initial crack

and the axial stress r1 (i.e., crack angle). In this model, the

individual crack is assumed to occupy averagely a spheri-

cal volume. This spherical volume is 1/NV = 4pr3/3,

where NV is the initial crack number in unit volume. Based

on this assumption, the average area S of the individual

crack is:

S ¼ p1=3 3

4NV

� �2=3

: ð3Þ

Following the definition of Ashby and Sammis (1990),

the wedging force Fw = - (A1r1–A2r3)a2, where

A1 = p(b/3)1/2[(1 ? l2)1/2-l], A2 = A1[(1 ? l2)1/

2 ? l]/[(1 ? l2)1/2-l], which is derived by some

assumptions (e.g., tan2u = 1/l) and simplifications. But,

the effect of crack angle cannot be considered. In this

paper, the assumption and simplification are neglected, and

Fw is expressed as:

Fw ¼ ðsþ lrnÞpa2 sinu; ð4Þ

where

s ¼ r3 � r1

2
sin 2u; ð5Þ

rn ¼ r1 þ r3

2
þ r3 � r1

2
cos 2u; ð6Þ

where l is friction coefficient acting between initial crack

interfaces. s and rn are the shear stress and the normal

stress acting on crack plane, respectively. It is clearly

illustrated in the results and discussions below that the

effect of crack angle is important to the strength and failure

behaviors when the assumption and simplification of crack

angle are neglected. Compared with the influence of KI on

the wing cracking, the influences of KII and KIII are

negligible in this model (Bhat et al. 2011; Brantut et al.

2012).

Furthermore, in Eq. (2), p(l ? aa)2 is a projected area

of initial crack containing two wing cracks to a plane. This

plane is perpendicular to direction of confining pressure r3.

Furthermore, Eq. (3) shows an average area of the indi-

vidual crack. Assuming that this average area of individual

crack of Eq. (3) is equal to the projected area of initial

crack containing two wing cracks [i.e., S = p(l ? aa)2], a

limitation length for coalescence of two adjacent wing

cracks can be solved as:

llim ¼ D�1=3
o a�1 � 1

� �

aa; ð7Þ

where Do is initial damage of model. In Ashby and Sam-

mis’ (1990) study, Do = 4pNV(aa)3/3. However, to con-

sider the effect of crack angle on strength and failure in this

proposed analytical method, the initial damage is replaced

with the expression of Do = NVa3 (Budiansky and

O’Connel 1976).

Crack in rocks could extend at KI = KIC, where KIC is

fracture toughness. Therefore, based on Eq. (1), a stress–

crack relation (i.e., the equation of wing crack growth

under compressive loadings) is obtained as:

r1ðlÞ ¼
KIC � r3 A1pa2g sinu=2 þ 2

ffiffiffiffiffiffiffi

l=p
p

� �

A2pa2g sinu=2
; ð8Þ

where

A1 ¼ sin 2uþ lþ l cos 2u; ð9Þ
A2 ¼ l� l cos 2u� sin 2u; ð10Þ

g ¼ ½pðlþ baÞ��3=2 þ 2
ffiffiffiffiffiffiffi

l=p
p

½S� pðlþ aaÞ2��1: ð11Þ

This stress–crack relation has a maximum value of axial

stress (which is corresponding to the rock compressive

strength of brittle rocks), which will be explained in

‘‘Results’’ and ‘‘Discussion’’.

Based on Weibull (1951) distribution, the damage

defined by the axial strain e under compression of natural

brittle rocks is (Chen et al. 1997):

D ¼ 1 � exp � e=eoð Þm½ �; ð12Þ

where m and eo are constants of material.

Following the study by Budiansky and O’Connel

(1976), the damage is obtained as:

D ¼ NVðlþ aÞ3: ð13Þ

Assuming the value of damage from Eq. (12) is equal to

the value of damage from Eq. (13), the correlation of crack

length and macroscopic axial strain can be derived as:

Fig. 3 Prediction of parameters b and u

144 Acta Geophysica (2018) 66:141–152

123



e ¼ eo � ln 1 � Doðlþ aÞ3

a3

" #" #1=m

: ð14Þ

Substituting Eq. (14) in Eq. (8), the constitutive relation

between axial stress and axial strain under compression is:

r1ðeÞ ¼
KIC � r3ðA1pa2J1 sinu

�

2 þ 2
ffiffiffiffiffiffiffiffiffiffi

J2=p
p

Þ
A2pa2J1 sinu=2

; ð15Þ

where

J1 ¼ p J2 þ bað Þ½ ��3=2þ 2
ffiffiffiffiffiffiffiffiffiffi

J2=p
p

S� p J2 þ aað Þ2
ð16Þ

J2 ¼ a D�1=3
o 1 � exp �ðe=eoÞm½ �½ �1=3�1

n o

: ð17Þ

Inserting Eq. (7) into Eq. (14), the axial failure strain

caused by crack coalescence is predicted as:

ef ¼ eo �ln 1 � ðllim þ aÞ3
Do

a3

" # !1
m

: ð18Þ

Equation (18) provides a failure criterion of rocks in the

proposed analytical method.

Results

In this study, the experimental data of Jinping marble in

China is used to validate the proposed analytical method

(see Table 1). Some micro-parameters in model are hardly

measured directly by experiment, and the specific values of

micro-parameters are obtained by comparing the experi-

mental and theoretical data, which provide an important

help for applying the proposed analytical model to real

rocks. The specific method for selection of model param-

eters is as follows.

A stress of crack initiation under different confining

pressures is determined as (Ashby and Hallam 1986):

r1c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ l2
p

þ l
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ l2
p

� l
r3 �

ffiffiffi

3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ l2
p

� l

KIC
ffiffiffiffiffiffi

pa
p : ð19Þ

A linear relation between confining pressure r3 and

axial crack initiation stress r1c is

r1c = 2.67r3 ? 46 MPa obtained by the conventional

compressive test (Wang et al. 2008). Comparing this linear

experimental relation with Eq. (19), both parameters a and

l are obtained, respectively (see Table 1).

Crack angle was assumed to be u = 45� (Bhat et al.

2011; Brantut et al. 2012; Ashby and Sammis 1990). The

correction factor b was assumed to be a constant b = 0.32

(Bhat et al. (2011). The purpose of parameter b is to correct

the value of KI at l = 0 in Eq. (1), and the relationship

between stress sate and crack length for Eq. (8) is derived

from Eq. (1), it can be concluded that the crack initiation

stress also is influenced by parameter b. In this paper,

based on Eq. (8), the parameter b is solved as:

b ¼
ffiffiffiffiffiffiffiffi

a=p
p

A2r1ðl¼0Þþr3A1ð Þ sinu
.

2KICð Þ
h i2=3

: ð20Þ

Combining Eq. (20) and empirical relation

r1c = 2.67r3 ? 46 MPa = r1 (l = 0), the parameter b
and crack angle u both are obtained in Fig. 3 (i.e.,

u = 32.03�, b = 0.276). It is noted that the crack angle is

assumed as an average value for numerous and randomly

distributed initial microcrack angles in natural rock, which

provides an assistance in applying the proposed analytical

approach to the prediction of strength and failure in rocks.

As shown in Fig. 4, the stress–strain curves are

obtained. The applied axial stress increases first and then

decreases with the increasing axial strain. The strength

(i.e., peak stress) increases with the increasing confining

pressure. The analytical results are similar to the experi-

mental results (Wang et al. 2008). The difference between

analytical and experimental results is from the assumption

in which the failure of strain localization is equivalently

studied by use of the global failure in the analytical

method.

Table 1 Specific parameters of Jinping marble specimens in this

research

Parameters Values References

Crack angle u 32.03� This study

Correction factor b 0.276 This study

Material constant m 1 This study

Fracture toughness KIC 1.61 MPa�m1/2 Wan et al. (2010)

Material constant eo 0.0147 This study

Friction coefficient l 0.51 This study

Initial crack size a 3.1 mm This study

Initial damage Do 0.048 This study

Fig. 4 Effect of confining pressure on stress–strain relation

Acta Geophysica (2018) 66:141–152 145

123



Discussions

Effect of crack angle on wedge force

As shown in Fig. 5a, for friction coefficient l = 0, wedge

force increases first and reaches a peak value, then

decreases with increment of crack angle. This phenomenon

is similar to the relationship between maximum tensile

stress concentration around minor open elliptical crack

boundary and crack orientation (Lajtai 1971). This open

elliptical crack can be approximately regarded as the

microcrack at friction coefficient equaling to zero in this

study. It also can be seen that, when the crack angle is

parallel (0�) or perpendicular (90�) to axial stress, wedge

force will keep zero for any stress states (r1, r3), this result

agrees with that of maximum tensile stress concentration

around minor open elliptical crack boundary and crack

orientation in Griffith fracture theory. For friction coeffi-

cient l = 0, the value of crack angle at peak point is

always equal to 54.7�. It indicates that, without or ignoring

effect of friction, the crack angle at peak point would not

be affected by axial stress. And the wedge forces are

always tensile force (positive) at l = 0, which means that

the crack type is Mode I crack. Furthermore, for a given

crack angle, wedge force increases with the increment of

axial stress.

It can be seen from Fig. 5b that, for a given friction

coefficient (i.e., l = 0.8), the crack angle at peak point

increases with increment of axial stress (i.e., 30.9� at

r1 = - 500 Mpa and 28.8� at r1 = - 300 Mpa). When

the axial stress is small enough (i.e., r1 = 100 Mpa), the

wedge force will always be compressive force (negative), it

means that the crack would not grow anyway. Only if axial

stress exceeds a certain value, it could result in tensile

wedge force, and the crack is possible to grow.

Furthermore, the wedge force always is equal to zero when

the crack angle is parallel (0�) to axial stress. Because of

friction effect, the wedge force will be compressive stress

when the crack angle exceeds a certain value. Only if the

value of crack angle is in the limited range around peak

point, wedge force could become tensile force, and the

crack is possible to grow.

It can be concluded from Fig. 5 that the friction coef-

ficient plays a significant role in crack growth under

compression.

As shown in Fig. 6a, wedge force decreases with

increment of confining pressure for a given crack angle. As

shown in Fig. 6b, c, the range of crack angle which could

lead to tensile wedge force decreases with increment of

confining pressure, and the crack angle at peak point

decreases with increment of confining pressure.

Comparing Fig. 6a with b, the wedge force decreases

with increment of friction coefficient for given confining

pressure and crack angle, and the crack angle at peak point

decreases with increment of friction coefficient for given

confining pressure. As shown in Fig. 6a, the crack angle at

peak point is always equal to 54.7�, it means that confining

pressure does not affect the crack angle at peak point when

friction coefficient is equal to zero. When the friction

coefficient is equal to 0.8, as shown in Fig. 6(b), the crack

angles at peak point are 26.6�, 31.7� and 33.2� for different

confining pressure r3 = 30 Mpa, 10 Mpa, 0 Mpa,

respectively, it means that the crack angle at peak point is

influenced by the confining pressure in the case of friction

coefficient not equal to zero.

Comparing Fig. 6b with c, the wedge force increases

with increment of initial microcrack size at certain crack

angle and confining pressure. The crack angle at peak point

is same for different initial crack sizes (a = 0.5 mm and

Fig. 5 Effects of axial stress on relation between wedge force Fw and crack angle u with initial microcrack size a = 0.5 mm and confining

pressure r3 = 50 MPa. a l = 0; b l = 0.8. Note tensile wedge force is positive and compressive wedge force is negative
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2.5 mm), it means that initial microcrack size does not

affect the crack angle at peak point.

In summary, crack angle at peak point is affected by

friction coefficient l and stress state (r1, r3) when friction

coefficient is not equal to zero, and it will be a certain value

(u = 54.7�) when friction coefficient equal to zero.

Moreover, the crack angle at peak point is not influenced

by microcrack size. The initial microcrack would not grow

under any compressive stress states when wedge force is

zero or compressive force, which could provide a certain

help for judging the failure of brittle rock.

In the case of confining pressure not equal to zero,

analytical expression of crack angle at peak point is hardly

obtained. To discuss the effect of the stress state (r1, r3),

the crack angle at peak point with different confining

pressure, initial microcrack size and friction coefficient is

numerically calculated and graphically presented above.

However, in the case of confining pressure r3 = 0, a peak

point of the relation between wedge force and crack angle

in Eq. (4) can be obtained. This peak point should satisfy

the condition qFw/qu = 0. So, crack angle uFwmax (i.e.,

the maximum wedge force angle) at peak point can be

solved as:

uFwmax
¼ tan�1 1

2
ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8 þ 9l2
p

� 3lÞ
� 	

: ð21Þ

Furthermore, u(s ? lrn)max is defined as an angle

when the effective shear stress (i.e., s ? lrn) on failure

plane of rocks equals a maximum value, i.e.,

u(s ? lrn)max = (tan - 11/l)/2 (Martin and Chandler

1994). It is noteworthy that the wedge force acts on the

crack interface and the effective shear stress acts on shear

failure plane. The maximum wedge force angle uFwmax is

different from the critical failure plane angle

u(s ? lrn)max. uu(s ? lrn)max is a macroscopic angle

and uFwmax is a micromechanical angle. Based on the two

definitions of wedge force in crack interface and effective

shear stress in failure plane, the relationship between these

two angles is given in Fig. 7. It can be seen that, for any

given friction coefficient, the maximum wedge force crack

Fig. 6 Effects of confining pressure on relation between wedge force and crack angle. a r1 = 140 MPa, l = 0, and a = 0.5 mm;

b r1 = 140 MPa, l = 0.8, and a = 0.5 mm; c r1 = 140 MPa, l = 0.8, and a = 2.5 mm
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angle uFwmax is always larger than the critical failure plane

angle u(s ? lrn)max. This phenomenon can be explained

from the difference of definitions of friction coefficient for

crack interface and macroscopic failure plane in brittle rock

(Baud et al. 2014).

Effect of crack angle on stress–strain relation

Effect of crack angle on stress–strain relation under dif-

ferent friction coefficients is shown in Fig. 8a–c. Com-

paring Fig. 8a–c, it is observed that the number of curve for

stress–strain decreases with increment of friction coeffi-

cient, which shows that the range of crack angle causing

rock failure is decreasing. The most disadvantageous crack

angles (i.e., corresponding to the smallest peak stress) are

55�, 45�, 35� in Fig. 8a–c, respectively, which show that

the most disadvantageous crack angle decreases with the

increasing friction coefficient. Furthermore, the most dis-

advantageous crack angle at l = 0 is 55� or so, it agrees

well with the experimental result of Ashby and Hallam

(1986) and numerical result of Zhou et al. (2008) in which

the minor open flaw is considered.

Comparing Figs. 8 and 9, it is observed that peak stress

decreases with increment of initial crack size at the given

crack angle. Comparing Figs. 10 and 8c, peak stress

increases with increment of confining pressure at the given

crack angle. Figure 11 shows the relation between crack

length and axial stress which is corresponding to the stress–

strain relation of Fig. 10. The study results of effect of

model parameters on the relation between crack length and

axial stress are similar to the results of effect of model

parameters on stress–strain relation.

Effect of crack angle on crack length at peak
stress

Figures 12 and 13 show the relation between crack angle

and peak crack length (i.e., the crack length corresponding

to peak stress) under different initial crack sizes and con-

fining pressures. It is observed that peak crack length

increases with the increasing crack angle. As shown in

Fig. 12, peak crack length increases with decrement of

initial crack size at given crack angle. As shown in Fig. 13,

peak crack length increases with increment of confining

pressure. Furthermore, the analytical results show that the

friction coefficient does not influence the peak crack

length. Thus, the effect of friction coefficient on peak crack

length is not shown graphically in this study.

Fig. 7 Comparison of maximum wedge force crack angle uFwmax

and critical failure plane angle u(s ? lrn)max

Fig. 8 Effects of crack angle on relationship between axial stress and

strain (a = 0.5 mm, r3 = 0 MPa)
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Fig. 9 Effects of crack angle on relationship between axial stress and

strain (a = 2.5 mm, r3 = 0 MPa)

Fig. 10 Effects of crack angle on relationship between axial stress

and strain (a = 0.5 mm, r3 = 50 MPa)

Fig. 11 Effects of crack angle on relationship between axial stress

and crack growth

Fig. 12 Effects of initial crack size on relationship peak crack length

and crack angle

Fig. 13 Effects of confining pressure on relationship peak crack

length and crack angle
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Effects of crack angle on strength and crack
initiation stress

Based on the above illustration of stress–strain relation and

stress–crack relation in different crack angles, the effects of

crack angle on crack initiation stress and peak stress will be

studied below. Due to the random distribution of initial

microcracks in brittle rocks, the effects of crack angle on

mechanical properties of brittle rock almost cannot be

investigated directly. However, the effects of the minor

pre-existing flaw angle on mechanical behaviors of brittle

rocks were widely investigated in compressive loadings

(Lajtai 1974; Ashby and Hallam 1986; Sagong and Bobet

2002; Zhou et al. 2008; Park and Bobet 2010; Lee and Jeon

2011; Zhang and Wong 2012, 2013; Li and Wong 2012;

Wong and Li 2013; Cao et al. 2016; Vergara et al. 2016).

Thus, the analytical results will approximately be com-

pared with the experimental result below.

As shown Figs. 14, 15 and 16, peak stress (i.e., rock

strength) decreases and accesses a minimum value, and

increases with increment of crack angle. This analytical

phenomenon is in good agreement with the published study

results in Fig. 17 (Lee and Jeon 2011; Zhang and Wong

2012, 2013; Vergara et al. 2016). Furthermore, crack ini-

tiation stress also decreases and accesses a minimum value,

and increases with increment of crack angle, which is

similar to the published study results of relation between

crack initiation stress and flaw inclination angle under

compression in Fig. 17 (Lee and Jeon 2011; Zhang and

Wong 2012, 2013; Wong and Li 2013). The range of crack

angle (at which crack growth can occur in compression)

decreases with increment of friction coefficient. The crack

initiation stress and peak stress both increase with incre-

ment of friction coefficient for given crack angle, it agrees

well with the experiment results in which friction between

closed flaw interfaces is considered (Park and Bobet 2010).

As shown in Fig. 15, the crack initiation stress and peak

stress (i.e., rock strength) both decrease with increment of

initial microcrack size for given crack angle. As shown in

Fig. 16, crack initiation stress and peak stress both increase

with increment of confining pressure for given crack angle,

which agrees well with the study results of Vergara et al.

(2016).

Conclusions

An analytical method is proposed to predict the strength

and failure of brittle rocks. The formulation of this method

is based on a wing crack model considering effect of crack

angle and a micro–macro relation describing correlation of

crack length and strain. Effects of microcrack angle on

wedge force, stress–crack relation, and stress–strain rela-

tion with different initial microcrack sizes, friction coeffi-

cients and confining pressures are investigated. Rationality

of the analytical study is verified by a comparison of the

analytical results and the published experimental results

Wedge force increases first and reaches a peak value,

and then decreases with increment of crack angle. Wedge

force increases with increment of initial crack size or axial

stress, and decrement of friction coefficient or confining

pressure. Furthermore, a maximum wedge force angle is

founded. This maximum wedge force angle is irrelevant to

stress state when friction coefficient equals to zero, and it is

relative to stress state when friction coefficient does not

equal to zero. The maximum wedge force angle increases

with increment of axial stress, and decrement of confining

pressure. The maximum wedge force angle is irrelevant to

initial microcrack size. This maximum wedge force angle

increases with friction coefficient between crack interfaces.

Crack initiation stress and strength both decrease first

and reach a minimum value, and then increase with

increment of crack angle from 0� to 90�, which agrees well

Fig. 14 Effects of friction coefficient on relationships between a crack initiation stress rci, b peak stress rpeak and crack angle u
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with the experiment result in macroscopic minor flawed

specimens under uniaxial compressive stress. The range of

crack angle which could result in crack initiation and rock

failure of brittle rock decreases with increment of friction

coefficient in compression. When the crack angle is beyond

this range, wedge force would be compressive force and

initial microcrack could not grow. When the crack angle is

zero, wedge force would be zero and initial microcrack

also could not grow.
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Fig. 15 Effects of initial crack size on relationships between a crack initiation stress, b peak stress and crack angle

Fig. 16 Effects of confining pressure on relationships between a crack initiation stress, b peak stress and crack angle

Fig. 17 Relationships between normalized stress by average UCS

(uniaxial compressive strength) and flaw inclination angle from the

published experimental data of PMMA, diastine and Hwangdeung

granite specimens (Lee and Jeon 2011), numerical data of BPM (i.e.,

bonded-particle model) (Zhang and Wong 2012, 2013) and DEM (i.e.,

discrete element method) model (Vergara et al. 2016). Note this flaw

inclination angle is the angle between inclination of flaw and

horizontal direction
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Abstract
Strong motion data are essential for seismic hazard assessment. To correctly understand and use this kind of data is

necessary to have a good knowledge of local site conditions. Romania has one of the largest strong motion networks in

Europe with 134 real-time stations. In this work, we aim to do a comprehensive site characterization for eight of these

stations located in the eastern part of Romania. We make use of a various seismological dataset and we perform ambient

noise and earthquake-based investigations to estimate the background noise level, the resonance frequencies and ampli-

fication of each site. We also derive the Vs30 parameter from the surface shear-wave velocity profiles obtained through the

inversion of the Rayleigh waves recorded in active seismic measurements. Our analyses indicate similar results for seven

stations: high noise levels for frequencies larger than 1 Hz, well defined fundamental resonance at low frequencies

(0.15–0.29 Hz), moderate amplification levels (up to 4 units) for frequencies between 0.15 and 5–7 Hz and same soil class

(type C) according to the estimated Vs30 and Eurocode 8. In contrast, the eighth station for which the soil class is evaluated

of type B exhibits a very good noise level for a wide range of frequencies (0.01–20 Hz), a broader fundamental resonance

at high frequencies (* 8 Hz) and a flat amplification curve between 0.1 and 3–4 Hz.

Keywords Ambient seismic noise � Resonance frequency � Soil amplification � Rayleigh waves � Vs30

Introduction

Romania is considered one of the most vulnerable coun-

tries in Europe at strong earthquakes. Its seismicity is

dominated by the Vrancea intermediate-depth earthquakes.

These earthquakes are generated within a narrow focal

volume located beneath the region of the maximum cur-

vature of the Eastern Carpathians, at depths between 60

and approximately 200 km. The strong earthquakes

occurred in this area produce significant damage over an

extended area elongated in the NE–SW direction, pre-

dominantly in the extra-Carpathian area. The crustal seis-

micity is not as substantial as the subcrustal one, and it is

generated in several seismogenic zones across the country

(Radulian et al. 2000).

In the last four decades, 28 moderate-to-strong earth-

quakes with magnitudes (Mw) between 5.0 and 7.4

occurred on the Romanian territory, of which only 5 in the

crustal domain (from Romanian catalog ROMPLUS—

www.infp.ro). To monitor and adequately record the strong

ground motion during such kind of events, the National

Institute for Earth Physics (NIEP) has developed the

Romanian Strong-Motion Network (RSMN). At present,

RSMN consists of 134 stations installed in different envi-

ronments (free-field, buildings, vaults) all over the country.

The RSMN stations record the ground motion continuously

and using a real-time communication system the data is

sent to the Romanian National Data Center (RONDC) in

Magurele, Romania.

Strong motion data are very important for seismic haz-

ard studies as they are used as input for the derivation of

the ground-motion prediction equations (GMPEs). The

quality and the proper understanding of the recorded strong

ground motion depend on the performance of the seismic

equipment as well as on a complete characterization of the

site. This characterization includes, besides the geological

and technical information about the location and equip-

ment, a good knowledge of the local site conditions as they
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could change the frequency content of the ground motion,

amplify it and extend its duration.

In this paper, we investigate the site conditions at 8

RSMN stations located in the eastern part of Romania

(Fig. 1). The motivation of the selection of the stations is

twofold. Firstly, they cover now an area which was poorly

monitored before 2013 when an unusual seismic swarm

occurred NW to the city of Galati. Secondly, the distribu-

tion of the accelerations recorded by RSMN stations

shows, after each significant earthquake with magnitude

ML C 4.0, higher values for most of the stations used in the

study and located in the vicinity of the Galati city than for

almost all other stations. This behavior is seen in Fig. 2

which portrays the distribution of the maximum accelera-

tions recorded by RSMN stations during the 2nd of August

2017 Vrancea earthquake (ML = 4.9, H = 133 km) and

the 16th of August 2017 Galati earthquake (ML = 4.0,

H = 11 km).

The investigations we performed in this study include

characterization of the noise level at the stations, estima-

tion of the fundamental characteristics of the ground

motion using noise and earthquake data and determination

of the shallow velocity structure and the Vs30 parameter.

Seismotectonic setting

The Eastern part of Romania has a particular tectonic

environment which consists of several major tectonic units

(East-European Platform, Scythian Platform, Moesian

Platform and North Dobrogea tectonic unit) and major

faults which bound these tectonic units: Peceneaga–Ca-

mena fault—the tectonic limit between Moesian Platform

and North Dobrogea, Sf. Gheorghe fault—the boundary

between North Dobrogea and Scythian Platform and Tro-

tuş fault—the limit between Scythian Platform and East

European Platform. Three of the investigated sites (Scan-

teiesti (SCTR), Tatarca (TATR) and Vladesti (VLDR)) are

located on Scythian Platform while all other stations are on

North Dobrogean Promontory (Fig. 3). The internal struc-

ture of the Scythian platform is less known than that of the

East-European Platform (Matenco et al. 2003), due to

thicker Tertiary sediments in the Bârlad Depression and to

underthrusting below the Eastern Carpathians nappe pile.

Carcaliu (CFR) site is located on the Macin nappe area of

the North Dobrogean tectonic unit. The North Dobrogea

tectonic unit is situated between the Scythian and Moesian

Platforms, and it is composed of a complex deformed

Hercynian basement and a Triassic–Cretaceous sedimen-

tary cover, unequally developed (Ionesi 1989). West of the

Danube, the basement and Mesozoic sediments are covered

by a succession of Tertiary deposits, forming the North

Dobrogea Promontory.

Before 2013, the seismic activity in the area was char-

acterized by the occurrence of dispersed earthquakes of

small-to-moderate size, the largest event with a moment

magnitude of 4.2 being recorded on the 11th of September

1980 (ROMPLUS catalog Oncescu et al. 1999). In August

2013, an uncommon seismic swarm started in the Galati

area. The activity during the swarm period was character-

ized by a large number of events (940) with local magni-

tudes from 0.1 to 4.0 occurred in the time interval from

Fig. 1 Map with the location of

the investigated sites plotted

together with the seismicity (red

stars—intermediate-depth

earthquakes, yellow circles—

crustal events)
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15th August to 5th November (Popa et al. 2016). The

earthquakes epicenters were located between the Sf. Ghe-

orghe fault and Peceneaga–Camena crustal fault.

The region located to the SE of Galati city is charac-

terized by the seismic activity clustered in the Predobro-

gean seismogenic zone (Radulian et al. 2000) and also by

numerous artificial events generated in many quarries

present in the area (Ghica et al. 2016).

Dataset description and investigations
performed

The RSMN operated by NIEP in the study area was sparse

before 2013, with only one station (CFR) existing to the SE

of Galati city. The situation changed starting with spring

2013, when three more stations were deployed, one before

and two during the Galati swarm. The network was

upgraded with a new station in 2014 and two more in the

middle of 2015 (Fig. 4). All sites are equipped with both

broadband velocity sensors and accelerometers. The data

Fig. 2 The distribution of the maximum acceleration recorded during two local events: (left) the 2nd of August 2017 Vrancea intermediate-depth

earthquake (ML = 4.9) and (right) the 16th of August 2017 crustal earthquake (ML = 4.0). Blue star—earthquakes epicenter

Fig. 3 Tectonic map of the investigated area (after Sandulescu 1984). Seismic stations are also depicted with red dots
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used in this study are of three types: seismic noise, earth-

quake and active seismic data.

Seismic noise data

We used the seismic noise data with two purposes: first, to

characterize the noise level at the stations and second, to

estimate the fundamental resonance frequency of the sites.

In the first case, we assessed the level of seismic noise by

computing the Probability Density Functions (PDFs) for a

large number of Power Spectral Densities (PSDs) (McNa-

mara and Buland 2004). Many studies took advantage of

the PDF versatility and used it to evaluate seismic stations

performance and compute the noise level at the seismic

sites (McNamara and Buland 2004; Diaz et al. 2010;

Evangelidis and Melis 2012; Grecu et al. 2012). For this

analysis, we used the entire dataset available at each station

location.

In the late 80’s and the 90’s, numerous studies focused

on local site investigations and used the ratio between the

horizontal and vertical spectral components of seismic

noise (hereinafter HVNR—‘‘Horizontal to Vertical Noise

Ratio’’) to characterize the seismic response of the subsoil.

The peak of the HVNR curve is often associated with the

fundamental resonance frequency of the site, and its

amplitude and sharpness are related to the shear-wave

impedance contrast in the subsoil (Nakamura 1989; Bard

1999). The HVNR analysis was performed at each station

using 10 days of continuous data, recorded from 1st to 10th

of January 2017 (the period was randomly selected) using

the velocity sensors. The long duration of the recordings

allowed us to use windows of 100 s length and, therefore,

to go in our investigations to lower frequencies (up to

0.1 Hz) (SESAME project-2005). We used an automatic

procedure based on an anti-triggering algorithm to avoid

transient noise and to select stationary time windows.

Figure 4 shows the number of windows used in HVRN

noise analysis for each station. The data selection and

processing were done using Geopsy software (www.

geopsy.org).

Earthquake data

In this study, we used earthquake data to obtain informa-

tion on the resonance frequencies (Lermo and Chávez-

Garcı́a 1993; Field and Jacobs 1995) as well as on local

amplification of the investigated sites. The used method

(hereinafter HVSR—‘‘Horizontal to Spectral Vertical

Ratio’’) is very similar to the HVNR method used for noise

data. Figure 5 portrays the methodology we followed. The

HVSR analyses were performed on 60 s time windows,

starting from the P-waves onset. This window length

allowed us to include the S-wave train which usually

contains the most energetic part of the record as well as the

coda wave of which spectral shape depends only on the

local heterogeneities in the crust (Philips and Aki 1986).

Grecu et al. (2011) used both S-wave and coda wave to

investigate the site effects at several stations installed in

eastern part of Romania during a temporary seismic

experiment. They found no significant differences regard-

ing the resonant frequencies of the HVSRs computed for

the two types of waves, while the level of the amplification

for S-wave is slightly higher than for coda waves.

The HVSR analysis was performed using earthquake

data recorded by the strong motion sensor located at each

station. We used 54 local earthquakes with Mw C 4.0

(from Romanian ROMPLUS catalog) recorded between

2010 and 2017. Since the stations have been installed in

various time periods and consequently have different

recording periods, the number of earthquakes recorded is

different from one station to another. In Fig. 4 are shown

the number of earthquakes used in the HVSR analysis for

each site.

Active seismic data

Active seismic measurements have been performed at all

station sites, except for station Slobozia Conachi (SLCR)

for which no seismic survey was possible. These measures

aimed to record surface waves generated by an active

source (sledgehammer) and invert their dispersive proper-

ties for the determination of the VS vertical profile and, the

Vs30 parameter. The dataset was acquired using a 3-C

Fig. 4 The data availability, the number of windows (No. win.) and earthquakes (No. eq.) used for HVNR and HVSR analyses and the profile

lengths (offset) for each station. With X is marked the period of the Galati swarm
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geophone with a natural frequency of 2 Hz. The use of 3-C

geophone allowed obtaining multichannel data consisting

of vertical and radial components of Rayleigh waves (the

geophone was oriented such that its horizontal NS axis was

along the profile). No Love waves were used in the analysis

since their recording requires a different setup for gener-

ating them (wooden beam and horizontal force) which was

not available during the measurements. Because of logistic

limitations, the maximum profile length (offset—the dis-

tance between the active source and the recording sensor)

was 63 m. In Fig. 4 are shown the offsets of the surveys at

each station. The profile length limits the maximum pen-

etration depth to about two-third of the adopted offset if

some conditions are met (Dal Moro 2014).

Each survey consisted of two sets of measurements. For

each group, we generated four shots, and we stacked the

Fig. 5 The methodology used for estimating the local amplification at

a given station: a selection of earthquake recordings and cut off of

60 s window length (the waveforms are from a subcrustal earthquake

with Mw = 4.6 occurred in Vrancea area on 2nd of August 2017)

b computation of the Fourier spectra for Z, NS and EW components

for the selected earthquake c computation of the spectral ratio for the

chosen earthquake by dividing the smoothed average spectrum of the

horizontal components to the vertical one; the spectra are smoothed

using the Konno and Ohmachi (1998) recording window (b = 20)

and the horizontal average spectrum is computed as geometric mean

of the two horizontal components ( d) the HVSR curve obtained by

averaging the results obtained for each event

Fig. 6 Stacked traces obtained at station VLDR
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resulting traces to attenuate the incoherent noise and obtain

the final record. Figure 6 shows the stacked field data

collected at station VLDR. In our analysis, we used the best

measurements of the two sets.

The analysis of the surface waves (Rayleigh type) fol-

lows the approach described by Dal Moro (2014). In this

method, the signals recorded in the field are transformed

into the frequency–velocity domain to yield the velocity

spectrum (VS) which is further used in an inversion pro-

cedure to retrieve the shallow velocity structure. The

advantage of this method compared to classical one’s lies

in the manner the VS is used for the inversion. Thus, in this

approach, the whole VS is used while in the traditional

method the modal dispersion curves are picked subjec-

tively by the user and used as input for the inversion.

Results

Background noise level

To estimate the background noise level at each station, we

used the statistical mode of the PDF computed for the

vertical component, as this curve corresponds to the highest

probability noise level of a given site (McNamara and

Buland, 2004). Figure 7a shows an example of the PDF

computed for station CFR. The high-probability region

corresponds to the power values associated with the

background seismic noise. This domain is relatively close

to the Peterson’s (1993) new low noise model (NLNM) for

periods between 0.1 s and 179 s, indicating thus a good

background noise level for the station. An increase of

almost 30 dB of the noise level is observed for periods

smaller than 0.1 s. The noise level at these periods is

strongly affected by anthropogenic noise sources, which in

this case, are related to the human activities carried out in a

rural household located very close (about 15–20 m) to the

station. Figure 7b portrays the stations PDF mode noise

levels plotted together with three reference noise models:

the Peterson’s New High Noise Model (NHNM), New Low

Noise Model (NLNM) and the Romanian Noise Model

(RONM) (Grecu et al. 2017). All stations show high noise

levels, very close to or even exceeding the NHNM, for

periods lower than 1 s and larger than 20 s, except for CFR

site. The variation of the noise levels is much smaller in the

microseismic band (2–20 s) where noise levels are related

mainly to the energy released by oceanic waves (Stutz-

mann et al. 2009). The higher noise levels observed for

IZVR, SCHL, SCTR, SLCR, TATR and TUDR sites at

small periods (\ 1 s) are related to the location of these

stations. They are installed on soft and thick sediments

within villages or within a monastery (TUDR station)

where human activities are more significant than for CFR

station. At periods larger than 20 s, the difference between

the noise level at CFR and the others is given mainly by the

instrumentation and the proper thermal isolation of the

sensor of station CFR.

Site condition analysis

Detailed analysis of the HVNR results obtained at seismic

stations indicates two types of HVNR curves: one domi-

nated by a clear peak at low frequencies corresponding to

the fundamental resonance peak and one with a broad peak

at high frequencies. The former is characteristic for seven

stations (IZVR, SCHL, SCTR, SLCR, TATR, TUDR,

VLDR) while the latter is observed at just one site (CFR)

(Fig. 8). In the first case, the frequency of the fundamental

resonance peak increases from 0.15 Hz at TUDR station

towards 0.29 Hz at TATR station while its amplitude

varies from 3.9 observed at station SCHL to 7 at station

VLDR. A secondary peak, much broader, is also seen at

Fig. 7 a PDF for station CFR, the black line being the mode of the PDF and the gray lines correspond to the NLNM and NHNM curves b stations

mode plotted together with three reference models: NHNM, NLNM and RONM
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frequencies between 0.5 and 1 Hz. This peak is well

defined and its amplitude exceeds 2 only for stations TATR

and TUDR. For station CFR, the HVNR curve shows

nearly flat amplitude below 2 for frequencies smaller than

2 Hz. For frequencies larger than 2 Hz, an increase in the

amplitude of the HVNR curve is observed and its maxi-

mum of 3.2 units is reached at about 8 Hz. The resonance

frequency of each site depends on the nature and thickness

of the layers’ underneath. All the stations located to the N

and NE of Galati city are installed on relatively thick

sediments. For example, TUDR station is located on the

external margin of Carpathian foredeep, on 3 km depth of

sedimentary rocks; the first 1.3 km are soft rocks of Neo-

gene formations. Underneath lies the basement of Pre-

Dobrogean depression with VS velocities of about 3300 m/

s (Raileanu, Annual report 2006).

This fact is reflected in the low-frequency fundamental

resonance peak of the HVNR curve. The difference in

frequencies of the fundamental resonance peak observed at

these stations is related to the variations in the sediment

thickness (Ibs-von Seht and Wohlenberg 1999) beneath

these stations.

For station CFR, which is located on North Dobrogean

Orogen, on old rocks of Paleozoic origin, the Paleozoic

sediments overlie a Hercynian basement consisting of

crystalline schists of Proterozoic age (Balan et al. 2014).

The increase at high frequencies of the HVNR amplitude at

CFR station can be related to the presence of a thin

weathered soil of just a few meters, overlying the hard

rock.

The HVNR amplitude azimuthal variations were also

investigated (Fig. 9). For all the stations, except CFR sta-

tion, the amplitude corresponding to the low fundamental

frequency varies very little with the azimuth. On the con-

trary, the HVNR amplitude obtained for station CFR shows

a high dependency on the azimuth at frequencies between 8

and 9 Hz. Large azimuthal variations could indicate either

an interaction with a nearby structure or complex site

effects (topographical irregularities, rock degradation), the

latter being the most likely for station CFR.

Figure 10 shows the HVSR curves obtained using

earthquake data. On the one hand, the results confirm to

some extent the findings obtained from noise data, and on

the other hand, they show some features that are not pre-

sent in HVNR curves.

For all stations, the fundamental resonance frequency

highlighted by the HVNR technique is also present in the

HVSR curves, but only for stations CFR, IZVR, SCHL,

SCTR and VLDR its amplitude is larger or at least similar

with the other resonances. The resonance peak observed in

the frequency domain 0.5–1 Hz has comparable amplitude

with the one identified in HVNR curves, except for station

TATR for which a value of 3 is reached. Another similarity

between HVNR and HVSR curves is well recognized for

station CFR. Both spectral ratios are relatively flat for a

wide frequency band (from 0.1 to 2 Hz) and show ampli-

tudes up to 3, for frequencies between 5 and 10 Hz. The

main difference between the HVNR and HVSR curves is

observed in the frequency band 1–7 Hz. In this range, all

Fig. 8 The HVNR results for all stations
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the stations located in the Galati area exhibit amplifications

around 3.

Shallow velocity structure, Vs30

The derivation of the shallow velocity structure underneath

each site and estimation of Vs30 for soil class evaluation

was done using the tools of the HoliSurface software

(www.winmasw.com) and consisted mainly of three steps.

In the first step, we transformed the stacked trace from the

offset-time domain into the frequency-velocity domain,

and we obtained the VS (Fig. 11a). Next, we used different

test velocity models to compute several synthetic VSs. The

software uses the modal summation technique to calculate

the synthetics. In this step, we modified the parameters of

the test velocity models (shear-wave velocity and depth)

Fig. 9 The variation of the HVNR amplitude with azimuth

Fig. 10 HVSR results for all stations
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until we reached an acceptable fit between the observed VS

and the computed VS. Then, we chose the final test model

as starting model in the inversion performed in the last

step. The inversion scheme is based on a genetic algorithm

(Dal Moro et al. 2007) and, in summary, tries to minimize

the misfit between the observed VS and the computed VS

by changing the starting model iteratively. Finally, the Vs30
is automatically calculated from the derived shear-wave

profile, and the soil class is ascertained. This final step is

exemplified in Fig. 11b for station VLDR. The figure por-

trays the fit between the best FVS and observed FVS (upper

left panel), the misfit evolution (lower left panel) and the

retrieved Vs profiles for the best and mean model (right

panel). In the case of station VLDR, the Vs30 is 261 and

263 m/s for the best model and mean model, respectively,

while the soil class according to EC8 is C.

Since in our study we considered only vertical-impact

source we could perform the inversion only for the vertical

and radial components of the Rayleigh wave. In Fig. 12 are

compared the shear-wave velocity profiles derived from the

inversion of the vertical and radial traces recorded at sta-

tion TATR. Some differences can be observed between the

two profiles. These differences are also passed to the Vs30
values estimated from the two datasets. The Vs30 derived

from the vertical component of the Rayleigh wave has a

value of 267 m/s while for the radial component is 239 m/

s. However, the differences are not large and the soil

classification is C in both cases.

Fig. 11 a The radial component obtained in the field at station VLDR

after the summation procedure and its observed velocity spectrum

(b) inversion results (upper left—the fit between the VS of the best

model and the observed FVS, right—velocity profiles for the best and

mean models with blue line and red dotted line, respectively, and all

models with gray lines) and the misfit evolution during the inversion

procedure (lower left)
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Considering both components (vertical and radial) of the

Rayleigh wave recorded at each station, we have also

performed a joint analysis of the two datasets. This com-

mon inversion has the advantage of better constraining the

solution by excluding the models that cannot explain both

datasets. The joint inversion has a different way of com-

puting and treating the misfits. In this case, the misfits of

each dataset are kept separately, and a ranking procedure

evaluates their values based on the Pareto dominance cri-

terion (Dal Moro and Ferigo 2011). Finally, the Pareto bi-

objective space allows to choose the best model, and the

symmetry of the Pareto front models constitutes an index

of the general consistency of the whole inversion process

(Dal Moro (2008); Dal Moro and Ferigo (2011)). The

results using the joint inversion, for the TATR site, can be

seen in Fig. 13. In this case, the computed value for Vs30 is

263 m/s. If we compare this value with those obtained from

the inversion of just one dataset we notice that the differ-

ences are relatively small and the soil class for TATR site

is still C. Table 1 gives a summary of the Vs30 values

obtained from the inversion of the Rayleigh wave.

Discussion and concluding remarks

In this study, we applied different techniques and used various

datasets (noise, earthquake and seismic active data) with the

aim of investigating the site conditions at eight permanent

stations of the Romanian Strong Motion Network.

The noise data were used with two purposes: first, to

determine the noise level at the stations and second, to esti-

mate the fundamental resonance frequency of each site. The

investigation of the noise level at individual stations, which

was performed using the PDFs, outlined only one station

(CFR—located on North Dobrogean orogen) with a good

noise level over a wide period domain (0.05–100 s). The

other seven stations (IZVR, SCHL, SCTR, SLCR, TATR,

TUDR, VLDR) show noise levels much higher, in particular

for periods smaller than 1 s and periods larger than 10 s. In

the first case, the noise is generated mainly by anthropic

activities, and the noise level depends on the sources and the

distance to the sources. All seven stations are installed within

villages, and the different human activities in each village are

reflected in different noise levels. It has been shown (Grecu

et al. 2012, 2016) that the noise level in the microseismic

domain (2–10 s) depends, among other things, on the thick-

ness of the sediments underneath the station. All seven sta-

tions (IZVR, SCHL, SCTR, SLCR, TATR, TUDR, and

VLDR) are located on much thicker sediments of Neogene

origin, than station CFR which is located on Paleozoic sedi-

ments. The latter is more compact and with high seismic

velocity up until surface; this is well reflected in the lower

noise level observed in the microseismic domain. At larger

periods ([10 s), the higher noise levels are a consequence of

the instrumentation and installation of the sensors.

The noise single station analysis, performed using the

HVNR methodology, shows a distinct fundamental resonance

peak at low frequencies for stations IZVR, SCHL, SCTR,

SLCR, TATR, TUDR, VLDR. Its large amplitude and the

absence of any azimuthal dependency are a strong indicator

of the existence of a high-velocity contrast between the thick

stack of sediments of about 3000 m and the bedrock at all

these sites. This contrast is documented at 2600/3650 m/s

near VLDR, and at 2800/3300 m/s at TUDR station (Rail-

eanu, Annual report 2006). From Figs. 4 and 8 it can be

observed that the resonance frequency of these stations

increases from 0.15 to 0.28–0.29 Hz from the most south-

western station (TUDR) to the most north-eastern stations

(TATR and VLDR). This increase is well correlated with the

decrease of Neogene sediments from W to E from about

1300 m (near TUDR) to about 1000 m (near VLDR) (Rail-

eanu, Annual report 2006).

For station CFR, the fundamental resonance frequency

is observed at high frequency (* 8 Hz) with an amplitude

Fig. 12 Vs profiles obtained from the inversion of the vertical (a) and radial (b) component of Rayleigh wave (blue and red lines represent the

best and mean models, respectively; gray lines—all models)
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Fig. 13 a Joint analysis of the vertical and radial components (group

velocities) of Rayleigh waves (colors in the background represent the

field data while overlaying black contour lines represent the velocity

spectra of the retrieved model) at station TATR. b Pareto front

models of the joint inversion of vertical and radial components of

Rayleigh wave. Distribution of the evaluated models in the bi-

objective space (obj#1: vertical Rayleigh-wave misfit; obj#2: radial

Rayleigh-wave misfit). c The retrieved vs profile

Table 1 Summary of the results obtained from HVNR analysis and inversion of the Rayleigh wave

Station Computed Vs30 (m/s) Soil classification (EC 8) Vs30 (m/s) (EC 8) Fundamental resonance

Vertical Radial Joint inversion Frequency (Hz) Amplitude

CFR 458 516 461 B 360–800 8.04 3.2

IZVR 233 240 252 C 180–360 0.19 5.2

SCHL 239 297 301 C 180–360 0.22 3.9

SCTR 207 190 227 C 180–360 0.24 5.0

SLCR – – – – – 0.19 5.1

TATR 267 239 263 C 180–360 0.29 4.5

TUDR 239 276 214 C 180–360 0.15 6.4

VLDR 282 261 274 C 180–360 0.28 5.1

Acta Geophysica (2018) 66:153–165 163

123



not larger than 3. At this station, the basement is placed at

1200 m depth, but the velocity contrast is very low, from

3400 to 3500 m/s.

Also, for this station, a strong dependency on the azimuth of

the resonance amplitude is noticed. This suggests a complex

site effect due most probably to the surface rock degradation

and topographical irregularities observed at the site.

In the absence of a reference site, we applied a similar

technique with HVNR method to earthquake data to

investigate the site amplification. The HVSR technique

provided consistent results in all sites. For the stations

IZVR, SCHL, SCTR, SLCR, TATR, TUDR, VLDR

amplifications were identified for a wide frequency band,

from 0.15 Hz to 5–7 Hz. The fundamental resonance fre-

quency obtained from noise data is present also in all

HVSR curves, but only for station VLDR dominates the

spectral ratio. If we look at the HVNR results for this

station (Fig. 9), we can observe that the fundamental res-

onance peak has the largest amplitude and is the narrowest

of all HVNR curves. This suggests a strong velocity con-

trast between sediments and bedrock which is also trans-

mitted to the earthquake ground motion. For station CFR,

the HVSR and HVNR curves are in good agreement, with

no amplification till 2–4 Hz and an increase of the ampli-

fication up to 10 Hz. In case of HVSR, the maximum

amplitude reaches three between 8 and 10 Hz.

Finally, using active seismic data (Rayleigh waves)

generated by vertical force, it was possible to retrieve

surface shear-wave velocity profiles, and then to calculate

Vs30 values and propose the soil class for each site

according to EC8 soil classes. For each station, we used

three types of datasets for inversion: Rayleigh wave data

recorded on the vertical and radial components and the

combined dataset of the first two. The inversions of these

data provided slightly different velocity profiles and Vs30
values (Table 1), but the soil class deduced no matter what

dataset we used in the inversion was the same at each

station. However, we strongly recommend the joint inver-

sion of multiple datasets (Rayleigh and Love waves,

Radial-to-Vertical Spectral Ratio—RVSR) to better con-

strain the final solution.
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Abstract
To emphasize the relationship between the pre-seismic geomagnetic signals and Vrancea seismicity, in this work it is

hypothesized that before an earthquake initiation, the high stress reached into seismogenic volume generates dehydration of

the rocks and fracturing processes followed by release of electric charges along the faulting systems, which lead to

resistivity changes. These changes were explored on September 2016 by the normalized function Bzn obtained from the

geomagnetic data recorded in ULF range (0.001–0.0083 Hz). A statistical analysis was also performed to discriminate on

the new Bzn* time series a pre-seismic signature related to the Mw5.7 earthquake. Significant anomalous behavior of Bzn*

was identified on September 21, with 3 days prior to the onset of the seismic event. Similar information is provided by

registrations of the magnetic and electron concentration variations in the ionosphere over the Vrancea zone, by Swarm

satellites, 4 days and 1 day before the earthquake.

Keywords Pre-seismic geomagnetic signature � Mw5.7 earthquake � Seismic active Vrancea zone � Swarm satellite �
Ionospheric effects

Introduction

In the last few decades on the ground-based observations,

more data regarding the existence of the electromagnetic

precursors related to the earthquakes have been accumu-

lated (Biagi et al. 2011; Fraser-Smith et al. 1990; Fenoglio

et al. 1995; Han et al. 2015; Hattori et al. 2013; Hayakawa

and Fujinawa 1994; Huang 2011; Johnston 1997; Kopy-

tenko et al. 1994; Nagao et al. 2002; Stanica and Stanica

2010, 2011, 2012; Stanica et al. 2015; Uyeda et al. 2011;

Uyeda 2013, 2015; Varotsos 2005). The satellite observa-

tions over the seismic areas indicate changes of the iono-

sphere state before the earthquakes (Błęcki et al.

2010, 2011; Hayakawa et al. 2011; Parrot 1995; Parrot

et al. 2015). Even if all the above works have presented a

posteriori observations related to the different pre-seismic

signatures, their very optimistic results, together with the

theoretical models of fracture induced electromagnetic

phenomena (Rabinovitch et al. 2007; Hunt et al. 2007),

laboratory experiments on the rock samples (Freund 2000;

Freund et al. 2006), ionosphere state observation by the

vertical magnetic component (Ernst et al. 2010), the cor-

relation of resistivity variations and geodynamic processes

(Bataleva et al. 2013) and very long time electromagnetic

data acquisition, processing and analysis realized for a

unique and very active seismic zone in Romania, offer a

great advantage in emphasizing useful information

regarding the possible interrelations between the Vrancea’s

earthquakes generation and geomagnetic signature. Thus,

in this work, we focused on the geomagnetic methodology
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able to identify in the ultra-low frequency (ULF) range a

pre-seismic anomalous signal related to the Mw5.7 earth-

quake triggered on September 24, 2016, and to bring strong

arguments in favor of the need to asses such information,

daily, on the institute website (http://www.geodin.ro), as it

is shown in Fig. 1, with the aim to promote an international

scientific co-operation.

Methodology, data processing
and analyzing

An earthquake of Mw5.7 struck the Vrancea zone,

Romania, on September 24, 2016 at 02:11:20 local time

(LT). The epicenter was located at the geographic coordi-

nates 45.710N and 26.620E, with a focal depth at 92 km

and, about 150 km NE of Bucharest, as it was determined

by the Euro-Mediterranean Seismic Centre (http://www.

emsc-csem.org). Although this earthquake was moderate, it

was felt in Bucharest and generated panic to a certain

extent through its inhabitants, being intensively mediated

on the TV ‘‘Breaking News’’, as seismologists systemati-

cally claimed a possible imminence of a large earthquake,

based on the recurrence rate of about 40 years, on the

analogy of the previous two earthquakes incidence of

Mw7.7 on November 10, 1940 and Mw7.5 on March 4,

1977, respectively.

Basic concept of the geomagnetic precursor

It was demonstrated by Word et al. (1970) that for a 2D

geoelectric structure, the vertical component (Bz) of the

geomagnetic field is produced mainly by the horizontal

magnetic component perpendicular to strike (B?) and, as a

consequence, the normalized function (Bzn) having the

form:

Fig. 1 Daily mean distribution of the geomagnetic parameters Bzn

and Bzn* presented on the Institute of Geodynamics of the Romanian

Academy website (photo image captured on September 28, 2016).

White vertical bar is Bzn; red vertical bar is standard deviation (SD);

red full circle is earthquake; the ratio 5.7/92 km is earthquake

magnitude/hypocentre depth; blue vertical bar is Bzn*abs (abs means

absolute value); red dashed line is threshold for anomaly; red vertical

arrow indicates the pre-seismic signal occurrence; the explanation of

the parameter Bzn and Bzn* will be done below
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Bzn(f Þ¼ Bzðf Þ
B?ðf Þ ð1Þ

should be time invariant and it becomes unstable due to the

geodynamic processes related to the intermediate-depth

seismicity, being associated with the resistivity changes

along the good conducting pass in the lithosphere (Stanica

and Stanica 2011), according to the relation (2):

Bzn(f Þj j¼

ffiffiffiffiffiffiffiffiffiffiffi

qkðf Þ
qzðf Þ

s

; ð2Þ

where qk is resistivity parallel [Xm] to the geoelectric

strike, qz is vertical resistivity [Xm] and f is frequency

[Hz].

Consequently, the existence of a 2-D structure gives rise

to normalized function Bzn that has the magnitude pro-

portional to the intensity of the geomagnetic component

perpendicular to the geoelectric strike, which is in turn

determined by the electric field concentrations released in

pre-seismic conditions and propagated along the strike, due

to the torsion process of the Vrancea’s seismogenic volume

(Stanica et al. 2004; Stanica and Stanica 2012).

To fulfill the conditions imposed by relation (1), the Geo-

dynamic Observatory Provita de Sus (GOPS) is placed on the

Carpathian electrical conductivity anomaly (CECA), at about

100 km westwards of the seismic active Vrancea zone

(Fig. 2). This conductivity anomaly is generated by a 2D

geoelectric structure (Pinna et al. 1993; Stanica et al. 1999)

and it was identified in the ULF range (0.001–0.0083 Hz), on

the basis of the magnetotelluric dimensionality parameters

skewness and strike (Stanica and Stanica 2010).

According to relation (3), the ULF range (0.001–

0.0083 Hz) may be associated with the intermediate-depth

earthquakes interval (60–180 km) where possible geo-

magnetic signals are generated. This supposition is based

on the electromagnetic skin depth relation, which in this

study is equated with penetration depth of the electro-

magnetic field into the Earth and can be approximated as:

pðf Þ � 500
1
ffiffiffiffiffi

rf
p ; ð3Þ

where p is the penetration depth (m), r is conductivity (S/

m) and f is frequency (Hz).

If in relation (3) it is assumed that the Earth’s litho-

sphere has an average conductivity of about 10-2 S/m and

f = 0.001 Hz (minimum value in ULF range), then the

geomagnetic signal generated in Vrancea’s seismogenic

volume, at about 160 km depth, can reach to the GOPS.

Fig. 2 Map with crustal (black dots) and intermediate (read dots) earthquakes in Vrancea zone. Carpathian Electrical Conductivity Anomaly

(yellow dashed line); epicenter of M5.7 earthquake (yellow star); Geodynamic Observatory Provita de Sus (blue star)

Acta Geophysica (2018) 66:167–177 169

123



To identify the distance for pre-seismic signal detection,

depending on the earthquake magnitude, we used the

Morgunov and Malzev (2007) relation:

R�ðkmÞ ¼ 100:5M�0:27; ð4Þ

where R* is epicentral distance and M is earthquake

magnitude.

In particular, for the Mw5.7 earthquake that occurred on

September 24, the epicentral distance R* & 380 km. As

the distance between GOPS and the earthquake epicenter is

Table 1 B\, Bz, Bzn and Bzn (FFT-BPF) time series obtained for 20 min on September 22, 2016, Bzn mean and Bzn (FFT-BPF) mean are daily

averaged values

Date Time

(hh:mm:ss)

B\

(lT)

Bz

(lT)

Bzn Bzn mean SD Bzn

(FFT-BPF)

Bzn

(FFT-BPF)

mean

SD

09-22-2016 00:00:29 22.188 42.883 1.932711 1.93338 0.00076 1.93372 1.93343 0.00053

09-22-2016 00:01:29 22.188 42.883 1.932711 1.93372

09-22-2016 00:02:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:03:29 22.189 42.883 1.932624 1.93371

09-22-2016 00:04:29 22.189 42.883 1.932624 1.93371

09-22-2016 00:05:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:06:29 22.187 42.883 1.932798 1.93371

09-22-2016 00:07:29 22.187 42.883 1.932798 1.93371

09-22-2016 00:08:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:09:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:10:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:11:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:12:29 22.188 42.883 1.932711 1.93371

09-22-2016 00:13:29 22.187 42.883 1.932798 1.9337

09-22-2016 00:14:29 22.188 42.883 1.932711 1.9337

09-22-2016 00:15:29 22.187 42.883 1.932798 1.9337

09-22-2016 00:16:29 22.186 42.883 1.932886 1.9337

09-22-2016 00:17:29 22.185 42.882 1.932928 1.9337

09-22-2016 00:18:29 22.185 42.883 1.932973 1.9337

09-22-2016 00:19:29 22.185 42.882 1.932928 1.9337

Fig. 3 FFT Band-pass filtering (red line) applied on Bzn time series

(blue line) for a time windows of 1024 samples recorded on

September 22, 2016

Fig. 4 Twelve-hour time series from Magnetic Observatory Surlari.

Bz is total vertical component; Bzi is internal (induced) part of

vertical component; Bze is external part of vertical component

170 Acta Geophysica (2018) 66:167–177

123



about 100 km (Fig. 2), the condition for pre-seismic signal

detection imposed by relation (4) is fulfilled.

Satellite observations

The registrations performed by the Swarm satellites over

Vrancea zone, before the M5.7 earthquake, are used as an

additional information about variations in the ionosphere.

Swarm is a constellation of three satellites to measure the

Earth’s magnetic field and identify the sources of its vari-

ations originated from core, ionosphere, magnetosphere,

mantle, crust and as well as the oceans. This mission

consists of the three identical Swarm satellites (A, B, and

C), which were launched on 22 November 2013 into a

near-polar orbit. Swarm A and C form the lower pair of

satellites flying side by side (1.4� separation in longitude)

at an altitude of about 470 km (inclination angle is equal to

87.30�), whereas Swarm B is cruising at higher orbit of

about 520 km (inclination angle is equal to 87.75�). They

are equipped with a set of six identical instruments—ab-

solute scalar magnetometer, vector field magnetometer,

star tracker, electric field instrument, GPS receiver, and

accelerometer. Further, we use data from vector field

magnetometer to study magnetic field variations and

Langmuir probe (being a part of electric field instrument)

to provide the representation of the main filed.

The magnetometers installed on-board of Swarm satel-

lites measure main magnetic field with sampling rate 50 Hz

(3 components and absolute value). On this way, we are

looking for the ionosphere effects associated with seismic

activity, that are mainly seen in the variations of the

electromagnetic fields in very broad frequency range from

fraction of Hz up to several Hz (Olsen et al. 2013).

Geomagnetic and satellite data processing
and analysis

Geomagnetic data

The ground-based monitoring system used for this study is

installed at GOPS (Fig. 2) and consists of: (1) data logger

(MAG-03 DAM) and a three-axes fluxgate magnetic sensor

(MAG-03MS), both used for the geomagnetic time series

(B\ and Bz) collection with a sampling rate of 60 s; (2)

Computer with programs dedicated to the data acquisition,

storage and daily transfer, via internet cable, to Bucharest

at the Institute of Geodynamics of the Romanian Academy

(IG-RA).

The automatic system installed at IG-RA is composed

by: (1) Computer (server) used to receive and storage daily

the geomagnetic data records; (2) work-station with

specific programs for data processing, analysis and display

on the institute webpage.

In this study, the daily mean distributions of the Bzn and

Bzn* with their standard deviation (SD) are analyzed on

the span of time 01–30 September 2016, by the following

procedures:

• FFT Band-pass filtering (BPF) analysis in the ULF

range was applied to Bzn time series, for two succes-

sive time windows of 1024 samples, with about 30%

overlapping on 1440 data acquired each day (Table 1;

Fig. 3);

• Statistical analysis based on the standardized random

variable has been used to discriminate the pre-seismic

anomalous intervals as follows:

Bzn� ¼ X � X

Y
; ð5Þ

where X is daily mean value of Bzn, X is mean value of

Bzn obtained for 30 consecutive days before X, Y is mean

value of SD obtained for 30 consecutive days before X,

Bzn* is threshold for anomaly using SD.

On this way, it is expected to eliminate seasonal varia-

tion of the normalized function Bzn and to discriminate

with high accuracy the pre-seismic geomagnetic signature

related to the seismic event.

A very important element of the initial stage of inter-

pretation is to ascertain that the geomagnetic component

Bz is not of external origin, i.e., it is not an over-ground

effect of ionosphere currents. We verified it on the basis of

records from two magnetic observatories belonging to the

INTERMAGNET network: Surlari (Romania) and Tihany

(Hungary).

We divided the Bz component variations into the

internal (induction) and external parts (Ernst and

Fig. 5 Five-day simultaneous time series from Magnetic Observato-

ries Surlari and Tihany. Bx S and By S are horizontal components for

at Surlari; Bx T and By T are horizontal components from Tihany; Bze

S is external part of vertical component from Surlari; Bze T is

external part of vertical component from Tihany
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Jankowski 2005; Ernst et al. 2010). It is worth noting that

the external part of Bz variations is often much bigger than

the induction (internal) one.

Such a situation is shown in Fig. 4, from which it is also

evident how important it is to take into account and analyze

the external part Bze in the study of pre-seismic processes.

In Fig. 5, we present 5-day simultaneous time series of

the horizontal geomagnetic components Bx and By and the

external part of Bz (denoted Bze) recorded at the obser-

vatories Surlari and Tihany, where it is clearly emphasized

that changes of Bze in the both observatories are negligible

(< 3 nT), which makes it sure that Bz used in relation (1) is

not of external origin, and the anomalous behavior of the

Bzn may be interpreted as the earthquake precursor.

Satellite data

The registrations performed by the Swarm satellites limits

our studies only to very low frequencies called ULF (ultra-

low frequencies up to single Hz) and ELF (extra low fre-

quencies). The magnetic vector is measured with a fre-

quency of 50 Hz, what gives theoretically the possibility to

study variations up to 25 Hz, but the filter inside the

instrument limits this range to 15 Hz.

Fig. 6 Daily mean distribution

of Bzn and SD on September

2016. Blue line is Bzn; red

vertical bar is SD; red star is

earthquake; the ratio 5.7/92 km

is earthquake magnitude/

hypocentre depth, in km

Fig. 7 Daily mean distribution

of the Bzn* and earthquakes

magnitude obtained on

September 2016. Blue bar is

Bzn*abs; red full circle is

earthquake; the ratio 5.7/92 km

is earthquake magnitude/

hypocentre depth in km; red

dashed line is threshold for

anomaly using SD
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Next problem of our studies is related to the extremely

small values of these variations (typically fraction of nT) in

comparison with the main geomagnetic field measured in

tens thousands of nT. Their observation requires sensitive

magnetometers and carefully selected methods of signal

analysis. The use of the vector field magnetometer on

board Swarm, intended for observation of the main geo-

magnetic field, requires application of special filtering

techniques.

Steps distinguished in the data processing chain are as

follows:

1. dBi residuals retrieval from the measured signal for

three B components;

2. FFT transformation applied to the dBi residuals;

3. Generation of time–frequency spectrograms for dBi

along the orbit in the frequency range up to 25 Hz;

4. Integration of lightning’s database with derived Swarm

dBi spectra.

In the dBi residuals retrieval procedure, a second-order

polynomial approximation is applied to set of 1024 sam-

ples of the VFM waveform measurements. Also, non-linear

least squares method and the Levenberg–Marquardt algo-

rithm are used to provide the representation of the main

filed. Thus, dBi is obtained as a difference between mea-

sured signal and computed best fit. In the next step FFT is

applied, giving power spectrum for each component and

intensity of the B field residuals, in the frequency range up

to 25 Hz. The FFT window is 1024 samples wide,

advanced by 256 samples for overlapping.

Results and discussion

The continuous monitoring of the Bzn and Bzn* time series

realized in the last 10 years at GOPS has shown small

variability related to their normal trend observed in non-

geodynamic conditions and has emphasized consistent

anomalies some days before the onset of the seismic event.

To have a comprehensive view on the applied method-

ology, in this work the daily mean distributions of the Bzn

and Bzn* obtained in September 2016, in correlation with

Mw5.7 earthquake, are presented in Figs. 6 and 7.

In Fig. 6, there is a significant anomalous domain of

minimum, extended on the interval September 19–

September 26, with values ranging from 1.933 to 1.942,

easily identifiable on the Bzn distribution. This abnormal

change of Bzn may be associated with the increasing

magnitude of B\ (see relation 1) which is basically con-

trolled by the electric charges released and propagated

along the CECA, prior the onset of the seismic event, as the

result of high stress reached in seismogenic volume

(Stanica and Stanica 2012).

The Bzn* time series, displayed in absolute value

(Bzn*abs) on the same time interval as Bzn, is shown in

Fig. 7. On the Bzn* anomaly, extended on the interval

September 21–25, a pre-seismic geomagnetic signature

corresponding to a magnitude greater than 5�SD (red

dashed line) is emphasized starting with 3 days before the

onset of the Mw5.7 earthquake on September 24.

The analysis of the ULF/ELF emissions and electron

density in the ionosphere in the vicinity of the earthquake

epicenter has been performed for 4 days, on the time

interval September 20–23 and 1 day before the Vrancea

earthquake. A very weak effect of increasing of the

intensity and variations of the electron density has been

registered close to the epicenter. For these days, the dis-

turbances registered by Swarm are presented below in

details.

Figure 8 shows the part of orbit of the Swarm B satellite

during observations on September 20. The color of the dots

corresponds to the intensity of the magnetic field variations

in the determined point. The enhancement of the intensity

is seen in the closest vicinity part to the epicenter.

In Fig. 9 are shown the spectra of the magnetic field

variations and changes of the electron concentration in the

vicinity (around 600 km) of the Vrancea earthquake epi-

center 4 days before this event. The variations of the

electron density are seen in time interval between 08:17

and 08:19UT. The satellite flown by, in this time, a dis-

tance of about 900 km. The variations of the magnetic field

were present during this entire interval. The effect shown

in this case is very weak in comparison to the effect

reported from DEMETER registration (Parrot et al. 2006;

Błęcki et al. 2010), but clearly seen. The spectra have a

maximum in the lowest part of the frequency range and

correspond to the range below the oxygen ions O? gyro-

frequency which is of the order of 34 Hz. It can be asso-

ciated with Alfven waves.

Fig. 8 The part of Swarm B orbit related to the flight over Vrancea

zone on September 20. The color of the dots on the orbit line

corresponds to the intensity of the magnetic field variations
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Figure 10 presents spectra of the magnetic field varia-

tions and electron concentration taken on September 23

(1 day before the discussed earthquake) from half orbit

crossing the Vrancea zone. One can see strong effects

associated with high latitude regions (auroral oval, iono-

spheric through) in comparison with the weak variations in

the vicinity (distance about 500 km) of the epicenter. The

closest vicinity was at 16:04UT. The disturbances are seen

around 16:04 to 16:05UT.

The weakness of the variations seen by Swarm satellites

in comparison to reported after DEMETER mission can be

related to the smaller effects in the magnetic field than in

electric measured by DEMETER, the earthquake was also

weaker and may be the local conditions not amplified the

electromagnetic effect.

Conclusions

In this paper, we have investigated the ULF geomagnetic

data recorded on September 2016 to find a possible pre-

seismic signal associated with Mw5.7 earthquake occurred

Fig. 9 The spectra of the

magnetic field variations (upper

panel) and electron

concentration registered by

Swarm B satellite in the vicinity

of the Vrancea zone on

September 20
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on September 24. On this interval of analysis, a very clear

and unusual anomaly of minimum, extended from

September 19 to September 26, has been detected on the

Bzn distribution. The new Bzn* time series, obtained after

applying a statistical analysis based on Eq. 5, indicates that

the variability of Bzn is not at random one, this being a

significant and reliable anomalous pre-seismic effect

associated with Mw5.7 earthquake. The both results sug-

gest that the pre-seismic anomalous behavior of the Bzn

and Bzn*, emphasized by Figs. 6 and 7, was triggered with

3 days before the onset of the seismic event.

Complimentarily, the analysis of external part of the ver-

tical geomagnetic field, recorded in the observatories Sur-

lari and Tihany, demonstrated that vertical component (Bz)

recorded at GOPS is of internal origin and, consequently,

the pre-seismic anomalous signatures observed in the Bzn

time series may be interpreted as the earthquake precursor.

The measurements originated from Swarm satellites also

indicate some disturbances of the magnetic field and

electron concentration over Vrancea zone with 3 days

before the Mw5.7 earthquake, but the effect was rather

small because the earthquake was weaker.

Fig. 10 The same as in Fig. 9,

but for the September 23 and

taken for entire half orbit

crossing area in vicinity of the

Vrancea zone. White line

represents the position of the

satellite
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Abstract
Shallow seismic survey was made along 1280 m profile in the marginal zone of the Carpathian Foredeep. Measurements

performed with standalone wireless stations and especially designed accelerated weight drop system resulted in high fold

(up to 60), long offset seismic data. The acquisition has been designed to gather both high-resolution reflection and wide-

angle refraction data at long offsets. Seismic processing has been realised separately in two paths with focus on the shallow

and deep structures. Data processing for the shallow part combines the travel time tomography and the wide angle

reflection imaging. This difficult analysis shows that a careful manual front mute combined with correct statics leads to

detailed recognition of structures between 30 and 200 m. For those depths, we recognised several SW dipping tectonic

displacements and a main fault zone that probably is the main fault limiting the Roztocze Hills area, and at the same time

constitutes the border of the Carpathian Forebulge. The deep interpretation clearly shows a NE dipping evaporate layer at a

depth of about 500–700 m. We also show limitations of our survey that leads to unclear recognition of the first 30 m,

concluding with the need of joint interpretation with other geophysical methods.

Keywords Carpathian Foredeep � Seismic imaging � Traveltime tomography � Near-surface � Joint seismic interpretation

Introduction

The reflection seismic methods are well known and suc-

cessfully used in industrial applications over the decades.

They are also more often used in smaller scales to recog-

nize near-surface structures. The potential of high-resolu-

tion seismic reflection methods has been proven by number

of groups studding unconsolidated or postglacial sediments

(Buker et al. 1998; Bachrach and Nur 1998; Steeples and

Miller 1998; Francese et al. 2007). Standard reflection

methods can resolve structures starting from several meters

down to several hundreds of meters (Pullan and Hunter

1990; Steeples and Miller 1990; Feroci et al. 2000; Stee-

ples 2000; Dusar et al. 2001; Sugiyama et al. 2003; Bruno

et al. 2010; Green et al. 2010).

To recognize the near-surface geological structures an

optimal solution is to utilise wide-angle observation and

combine them with high resolution reflection data. A suc-

cessful applications of this approach (Bruno et al.

2010, 2013) shows, that seismic velocities recognized from

observed refractions significantly enhance the reflection

image of shallow structures.

Here, we report the result of joint interpretation of wide-

angle seismic along 2D profile designed to recognize the

structure of the marginal zone of the Carpathian Forefront.

Recorded large offsets were helpful not only to estimate

velocities, but also to image a deep bedrock reflection, that

would not be possible using standard deployment. More-

over, designed survey with wireless stations and especially

designed accelerated weight drop source was cost-effective

and can be performed in a very short time giving a pro-

ductive tool for the geological studies. Combination of

reflection seismic imaging and travel time tomography,

that is the tool to recover a high resolution images, has

been used before in tectonic scale (Malinowski et al. 2013),

the industrial scale (Majdański et al. 2016; Vesnaver et al.

& M. Majdański
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1999), but also in near-surface studies (Bruno et al.

2010, 2013).

Geological setting

The present-day area of the Roztocze Hills constitutes as a

narrow range of hills, stretching from north-west to south-

east from Kraśnik in Poland to Lviv in Ukraine. The area

divides the eastern part of the Sandomierz Basin from the

Lublin Upland and the Pobu _za Basin (Kondracki 1994).

The area where the measurements were made is located on

the Roztocze Hills along the Carpathian Foredeep marginal

zone (Fig. 1). During the Neogene (Miocene) time, this

area belonged to the north-eastern part of the outer ramp of

the Carpathian Foreland Basin (Wysocka 2006) and it is

recognized as their forebulge (Jankowski and Margielewski

2015; Wysocka et al. 2016).

This region is dominated on the surface by sedimentary

rocks, mainly Cretaceous marls or sandstones and Neogene

(Miocene) sandstones, limestones and marls. These rocks

were formed in shallow sea with high hydrodynamic energy.

Miocene rocks are preserved only in the form of erosional

patches along south-western marginal zone (Wysocka and

Jasionowski 2006). Carpathian Foredeep in the north eastern

part consists mostly of Miocene flat bedded lightly lithified

shales, of the same age as the rocks described above, covered

by thin layer of Quaternary sediments. In the whole Miocene

sequence, the only one characteristic layer, evaporates,

consists mainly of anhydrites and gypsum. This layer has

variable thickness from 0 up to 60 m and has great signifi-

cance as the main correlation level and seismic marker on the

scale of the entire Carpathian Foredeep (Myśliwiec 2004;

Krzywiec 2001). These beds can be observed in the Kozaki 1

drill core. Drilling was done approximately 7.5 km to the

south-west from the beginning of the profile. These evapo-

rates are mainly gypsum with a thickness of 34 m and occurs

at a depth of 609–643 m. This salina basin was developed

during the Badenian salinity crisis in northern Central

Paratethys (Bąbel 2004).

Due to the difficulty of stratigraphic recognition of

sedimentary rocks on the area of the Roztocze Hills,

evaporate layer is the only certain horizon which allowed

to determine the relative age of the succession. The lack of

evaporates layer on the Polish part of the Roztocze Hills

area and different types of rocks with different thicknesses

are the main problems in the deposits correlation along the

north-eastern Carpathian Foredeep marginal zone.

Measurements were made between Józefów and Par-

dysówka quarries, which are located in the distance of

about 950 m from each other, on the most south-western

range of hills of the Roztocze Hills area. Both of them are

characterized by Miocene complex, consisting mainly of

conglomerates and limestones (Wysocka et al. 2006). The

whole complex is located directly on the Cretaceous

basement and is inclined slightly toward the south

(Roniewicz and Wysocka 1999). In both quarries many

normal and reverse faults were found, associated with post-

sedimentary Miocene or younger seismic activity in the

area. Their planes are parallel to the Carpathian Foredeep

marginal zone (Jaroszewski 1977; Jankowski and Margie-

lewski 2015). All observed faults are crossing all the layers

at a low angle (Wysocka et al. 2006).

The seismic survey and the field works

The measurements were performed during 3 days in May

2017 along the forest road near Józefów in the Roztocze

Hills area, in a direction that crosses the studied structures

perpendicularly. For seismic recording we used 60 stan-

dalone DATA-CUBE stations with GPS timing connected

to 4.5 Hz vertical geophones. As a seismic source we used

modified PEG-40 accelerated weight drop with designed

handcart equipped with electric power generator. This

Fig. 1 Schematic map showing: a general location of the study region

in Poland, b tectonic structures in the area; c location of seismic

profile in the marginal zone of the Carpathian Foredeep; d detailed

geological map in the vicinity of the profile (after Kurkowski 1998)

180 Acta Geophysica (2018) 66:179–189

123



autonomous system can be operated by two man in rough

terrain, and gives reliable and repeatable seismic signals in

efficient way. Additionally, the source was equipped with

time measurement system based on GPS time, that stored in

laptop the time of each stroke based on closure of the

electric circuit. The timing system has precision of 1 ms.

The whole production was divided for four deployments

(Fig. 2) resulting in the total length of 1280 m. Both sources

and receiver spacing was 5 m, and for each deployment

additional 10 shots to each side was performed resulting in

the fold spanning from 22 to 60. The profile was crossing

the hill, resulting in complicated elevation along it, espe-

cially changing for the last deployment. The total difference

in elevation was 22 m. For each shot position, four strokes

has been measured to maximise signal to noise ratio. Those

records were further stacked using diversity stack tech-

nique. An example of raw shot gathers are presented in left

panel of Figs. 3 and 4a. A maximum energy in recorded

signals is visible around 30 Hz with lower frequencies

strictly connected with surface waves. All survey parame-

ters are summarised in Table 1.

Data processing

Reflection seismic imaging

The data were processed using a simple but effective

operations that are summarised in Table 2.

The processing has been performed separately for

shallow area and for deep structures. For both paths the

continuously recorded data has to be cut according to shot

times. The next step was to add geometry and sort to shot

gathers with detailed quality check. This step is time

consuming but important in case of wireless stations, as

mistakes in geometry are easy to make and might have a

severe impact on the final quality. Further on, a trace

editing was performed to exclude noisy channels resulted

from poor geophone coupling. Elevation statics was esti-

mated based on the topography and the floating datum has

been set just below the lowest elevation at 240 m.

Refraction statics was calculated using standard routines

implemented in the commercial seismic software with

limited offset of 100 m. This allows to recognize the

weathering layer without taking into account large velocity

variations resulted from change of topography. A next step

in common processing was careful front mute to remove

guided waves and preserve wide angle shallow reflections.

This procedure is crucial, as explained in many papers

(Buker et al. 1998; Robertsson et al. 1996), and has been

manually performed for each shot. The effect of applica-

tion of front mute is presented in Fig. 3 in middle panels,

where clearly refracted arrivals have been removed while

shallow reflections are preserved. The first recognition of

near-surface velocities based on analysis of shallow

reflections flattening shows variable velocities along the

profile that varies between 1400 and 1600 m/s. The effect

of reflection flattening is present in Fig. 3 (right panels),

Fig. 2 Field measurement scheme showing four deployments (bot-

tom) using 60 seismic stations and 80 shot positions in each. Thanks

to overlaps of shots, the minimum fold was set as 22 (middle panel).

The top panel shows the significant change of 22 m in the elevation

along 1280 m long profile
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showing also effect of optimal combination of 70% stretch

mute and the front mute.

One of the problems in near-surface processing are

strong amplitudes of surface waves that covers useful wide-

angle reflections. In our case a simple high-pass filter was

efficient enough to attenuate most of surface waves. The

best results were obtained when filtering above 30 Hz as

presented in Fig. 4c, d. Moreover, high-pass filter attenu-

ates also long wavelength characteristics in shot gathers.

Figure 4 shows also a spectral content for an example shot

gather showing significant reduction of amplitudes with

frequency. To recover sharp images we used spectral

whitening technique that is strengthening high frequencies

(see Fig. 4d). For this step several deconvolution tech-

niques has been tested, including predictive deconvolutions

and spectral whitening. Figure 5 shows an example results

using surface consistent deconvolution, surface consistent

spectral whitening, single trace deconvolution and spectral

whitening. Choosing an optimal deconvolution we were

looking for a sharp and coherent wide-angle reflections,

like the one at 120 ms, and one at 270 ms. Both surface

consistent approaches (Fig. 5a, b) result in poor enhance of

high frequencies, thus smeared reflections. Although, the

deconvolution performed for each trace separately results

in the flattest spectrum (Fig. 5c) wide-angle reflections are

not coherent. Finally, we decided to use spectral whitening

in range of 10–180 Hz (Fig. 5d) because it gives the

clearest image.

Fig. 3 Example of shot gathers for shots 1032 and 1069 (left panels)

after diversity stack of four repeated weight drops. The middle panels

show carefully selected front mute, that removes linear refraction

arrivals. Right panels show the NMO effect with velocity of 1600 and

1400 m/s, respectively. Clear shallow reflections are visible at 55 ms

for shot 1032, and 90 and 140 ms for shot 1069. All panels presented

with AGC (100 ms) applied
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The shallow structure processing

Having problems with standard semblance velocity analy-

sis we wanted to recognize the velocity structure in the

shallow part using other techniques. For that, we used well

known travel time tomography. The first breaks were

manually picked for every fifth shot resulting in 52 regu-

larly spaced shots along the whole profile. All receivers

were used in this procedure giving offsets from 5 to 360 m.

The refraction arrivals were clearly visible at all offsets,

but after careful elimination of noisy channels we prepared

the set of 2600 travel times. This travel time set has been

inverted using JIVE3D software (Hobro 1999) for a smooth

velocity model with defined topography. The inversion

procedure was performed according to standard

scheme (Majdański et al. 2016; Zelt 1999) resulting in an

interesting velocity distribution presented in Fig. 6. The

velocity structure is rather smooth with strong increasing

gradient with depth, but also with an increasing trend

toward NE. Around CDP 480 a strong gradient marks

Fig. 4 Example of optimal processing for shot 1069. Raw gather after

diversity stack of four repeated weight drops (a); gather after spectral

whitening b shows flat spectrum up to the 180 Hz; c, d shows

corresponding processing steps as in a, b with applied high pass filter

above 30 Hz; inlets in each panel shows spectral content of the

gather. All panels presented with AGC (100 ms) and front mute

applied
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sudden change of velocity that indicate a SW dipping fault.

Three other smaller gradients indicate discontinuity of

velocity with more horizontal SW dipping direction. To

verify reliability of tomographic result, a middle panel of

Fig. 6 shows ray paths from the last iteration of inversion.

It proves that all mentioned observations are in well cov-

ered areas. This verified result for the first 60 m is alter-

native information that was further used to create correct

velocity field for reflection imaging. With this additional

information it was possible to perform semblance based

velocity analysis for observed shallow reflections down to

200 ms. All shallow velocities has been further tested by

NMO application on shot gathers along the profile. Flat-

tening of wide-angle reflections (see example Fig. 3)

confirming that those shallow velocities are correct. The

final velocity model in depth domain is presented in the

lower panel of Fig. 6. It was generated as a simple

extrapolation of tomographic velocities in shallow areas for

large depths.

The shallow processing includes both elevation and

refraction static corrections and careful front mute.

Spectral whitening has been applied to eliminate spectral

differences between shots and effect of variable coupling

of receivers. For NMO correction we used velocity model

from Fig. 6. After the stacking procedure resulting section

was FK filtered (with velocity of 50 m/s) and depth con-

verted using the same velocity field. The final stack in

depth domain is presented in Fig. 7 (top). Looking closely

at the first 200 m we observe several flat reflections

spanning from the beginning of the profile till CDP 450.

Unfortunately there are no borehole information to verity

and classify those reflections. A sudden change of reflec-

tivity is observed at CDP 460 where the fault exist and is

confirmed at the surface as a morphological edge. This is

probably the main fault limiting the Roztocze Hills area

from the south west, and at the same time constitutes the

border of the Carpathian Forebulge. At CDP 460–500 there

is an area of low reflectivity (yellow polygon in Fig. 7) that

coincides with strong velocity gradient in tomography. In

this area some discontinuities in small reflectivity is visible

(marked with black dashed line). The flat reflections on a

left side show small discontinuities that could be traced to

form lines gently dipping in SW direction. They could be

interpreted as small tectonic displacements that do not

reach the surface. Three of those structures (solid yellow

lines) are confirmed in tomographic result (lower panel in

Fig. 7) by areas of dipping velocity gradients. Unreliable

tomographic results are greyed out, so we can confirm

internal faults at CDP 120, 210, 310 and 410. The other

discontinuities are not that sharp in the seismic image and

are marked with dashed lines.

The deep structure processing

In the deep structure processing path, two additional steps

were needed to enhance energy at larger times. Firstly, we

used spherical divergence procedure linearly dependent on

Table 1 Acquisition parameters

Feature Measurement

Vertical stack 4

Sampling interval 2.5 ms

Record length 1 s

Receivers 4.5 Hz

Station interval 5 m

Shot interval 5 m

Active channels 60

Fold 22–60

Offset 0–345 m

Table 2 Two paths of data

processing
Common processing Deep focus (additional steps)

1 Data cutting

2 Geometry and sorting

3 Trace editing

4 Elevation statics

5 Refraction statics

6 Front mute

7 Spherical divergence with time

8 Spectral whitening (10–180 Hz)

9 Tail mute

10 NMO

11 Stack

12 FK and high-pass filtering

13 Depth conversion
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time. This procedure significantly boosts the amplitudes

below 300 ms for both deep reflections and much stronger

surface waves. Because our data set consist of large offsets

it was possible to simply mute the surface waves with

hand-picked tail mutes, and use only wide angle reflections

for imaging. As presented in Fig. 8, a clear deep reflection

at c.a. 550 ms is visible for times preceding the arrival of

the surface waves. Moreover, this strong reflection was

visible at a number of shots and for various frequencies.

Spectral whitening in the range of 10–180 Hz was applied

further on to minimise the effects of variable geophones

and source plate coupling, and some source generated

noise. Unfortunately, standard velocity analysis using

semblance plots was not possible for deep structure

because of lack of deep reflections between 200 and

600 ms. For stack we used extrapolated velocities as in

Fig. 6. The effect of normal moveout and stack is presented

in Fig. 9. The main features are the gaps at the deployment

contact points. They are the effect of application of tail

mutes presented in Fig. 8. This step significantly improves

the quality of section, especially at the larger times. Thanks

to large offsets for the profile we could simply mute all

Fig. 5 Example shot 1069 deconvolution tests: surface consistent

deconvolution (a), surface consistent spectral whitening (b), single

trace deconvolution (c), spectral whitening (d). Inlets in each panel

shows spectral content of the gather. Simple spectral whitening

d results in the sharpest wide-angle reflections. All panels presented

with AGC (100 ms), front mute and high-pass filter ([ 30 Hz)

applied
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arrivals related to the surface waves and still recover wide-

angle reflection. One important aspect in the processing

was correct order of tail mutes, AGC and filters applica-

tion. It is important to filter the data first then apply tail

mute procedure. The other order result in strong filter

artefacts below the tail mute times being enhanced by AGC

procedure giving strong, artificial reflections at large times.

The result of correct processing focused on the deep

structures shows clear NE deepening reflection marked

with a red line (Fig. 9) at depths from 450 to 700 m.

Conclusions

Shallow seismic investigations yielded detailed images of

the Carpathian Foredeep marginal zone. A large offset

survey combined with modified accelerated weight drop

source was specially designed to allow both high resolution

reflection image and refraction tomography. Four strokes

of the source give enough energy to observe refractions at

all offsets up to 350 m, but also to recognize a deep

structure down to 700 m. Two processing paths were used

to enhance both shallow and deep structures, resulting in

detailed image of the near-surface faults, but also a sharp

deep reflection. The 5-m spacing used for both shots and

receivers was not dense enough to clearly recognize the

first 30 m. Additional information like ERT experiment or

different seismic processing, e.g., MASW (Park et al.

1999), and finally joint interpretation might be used to

further verify this part of the structure. Still, a clear image

of a main fault in the area was presented. This weight drop

seismic profile was performed to recognize near-surface

structures, that is why it was surprising to observe clear

reflection at 700 m (Fig. 9). For surveys of this type with

limited number of stations we suggest to use different

spacing for shots and receivers. For example deploying

stations with 8 m spacing and shooting with 2 m spacing

will result in similar fold, but would limits number of

deployments, limiting number of repeated shots. Thanks to

dense shooting it would be possible to recover shallower

structures, but wider deployments would give important

long offset refracted arrivals. In the end acquisition time

should be similar with higher resolution results. To make it

optimal it would be beneficial to perform test shooting and

Fig. 6 Result of the first breaks travel time tomography showing the P

wave velocity in the shallow structure (top). White line marks the

elevation, black dashed lines mark strong dipping velocity gradients

indicating the discontinuity of velocities. The middle panels shows

the same result with seismic ray paths to mark the well recovered

areas. The lower panel, with different vertical exaggeration (VE =

0.2) shows the velocity field based on tomographic result and the

velocity analysis, that was further used to the depth conversion.

Dashed rectangle marks the area with tomographic velocities
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Fig. 7 Shallow structure in the depth domain obtained with shallow

reflections enhanced processing (top). The middle panel shows

several discontinuities in the flat reflections (marked with colour solid

lines) that do not reach the surface. Those marked with solid yellow

lines are confirmed with tomography. Yellow polygon marks the area

of the low reflectivity that differs from surrounding structures, and

corresponds to a zone of the strong velocity gradient in tomography.

Dashed rectangular marks the area as in the lower panel. The lower

panel, with different vertical exaggeration (VE = 1), shows tomo-

graphic result as in Fig. 6 with an unreliable greyed area without ray

coverage

Fig. 8 Clear deep reflection (red arrow) at about 550 ms is visible at a

number of shots. Example for shot 2002 shows raw data after

diversity stack (left), application of front mute and high pass filter

above 35 Hz (middle), and NMO with velocity of 1500 m/s and high

pass filter above 50 Hz. Simple high pass filtration clearly removes

surface waves and enhance reflections. Flattening of reflection for

small NMO velocity shows deepening of the reflector toward NE. All

panels presented with AGC (100 ms) applied. The red line marks the

tail mute
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recognize the maximum offset of clear observations, and

design the survey for specific environment.

The horizon marked in red in Fig. 9 refers to the

evaporate layers that occurs throughout the area of the

Carpathian Foredeep and represents the best reference

horizon for geophysical and geological research in this

area. Such a evaporate layer is observed and well docu-

mented at much shallower depths in Ukraine.

Summarizing, we show that presented type of seismic

survey with weight drop source and standalone stations can

lead to a clear image of the structure from 30 down to

700 m, that could be performed effectively with low costs.

The key to achieve detailed result is a careful data analysis

using multiple techniques, that we hope to improve even

further in the future.
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Abstract
Imaging logging tools can provide us the borehole wall image. The micro-resistivity imaging logging has been used to

obtain borehole porosity spectrum. However, the resistivity imaging logging cannot cover the whole borehole wall. In this

paper, we propose a method to calculate the porosity spectrum using ultrasonic imaging logging data. Based on the

amplitude attenuation equation, we analyze the factors affecting the propagation of wave in drilling fluid and formation and

based on the bulk-volume rock model, Wyllie equation and Raymer equation, we establish various conversion models

between the reflection coefficient b and porosity /. Then we use the ultrasonic imaging logging and conventional wireline

logging data to calculate the near-borehole formation porosity distribution spectrum. The porosity spectrum result obtained

from ultrasonic imaging data is compared with the one from the micro-resistivity imaging data, and they turn out to be

similar, but with discrepancy, which is caused by the borehole coverage and data input difference. We separate the porosity

types by performing threshold value segmentation and generate porosity–depth distribution curves by counting with equal

depth spacing on the porosity image. The practice result is good and reveals the efficiency of our method.

Keywords Carbonate reservoir � Porosity spectrum � Well logging analysis � Ultrasonic imaging logging

List of symbols
A Amplitude, L, m

f Frequency, 1/t, Hz

L Propagation distance, L, m
�L Average distance from the transducer to the

borehole wall at the same depth, L, m

m The ratio of number of pixels, n/n, 1

n Unit volume particle number, n, 1

r Radius of spherical particles, L, m

v Wave propagation speed, L/t, m/s

v0 Ultrasonic transmission speed in the drilling mud,

L/t, m/s

Vsh Shale volume content, L3/L3, %

Z Wave impedance, m/L2t, g/cm3 m/s

a Amplitude attenuation coefficient, L/L, 1

b Reflection coefficient, L/L, 1

Dt Near-borehole formation interval transit time, t, s

Dtw Water interval transit time, t, s

Dtma Matrix interval transit time, t, s

Dtsh Shale interval transit time, t, s

k Wavelength of ultrasound, L, m

l Medium viscosity, mt/L2, Pa s

l0 Kinematic viscosity of fluid, mt/L2, Pa s

q Density, m/L3, g/m3

q0 Density of fluid, m/L3, g/m3

q2 Near-bore formation density, m/L3, g/m3

qma Density of matrix, m/L3, g/m3

qs Density of particles, m/L3, g/m3

qw Density of water/fluid, m/L3, g/m3

s Attenuation factor, L/L, 1

/ Porosity, L3/L3, %

/0 Foreground average porosity, L3/L3, %

/1 Background average porosity, L3/L3, %
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Introduction

There are two types of porosity in carbonate reservoirs

including primary and secondary porosity, and the secondary

porosity (includes vugs and fractures, etc.) whose structures

and morphologies vary in different directions. Normally we

use acoustic logging data to calculate the porosity. The usage

of acoustic logging data is only limited to calculate the

porosity through the wave velocity, not to reveal the pore

structure property (Wang and Tao 2011; Wang et al. 2017).

The conventional acoustic tools cannot provide the full

azimuth information of the borehole. In practice, when the

conditions of measurement and data acquired are limited, it

is always a challenge to obtain the porosity distribution (Gu

et al. 2017). Therefore, to accurately predict the production

potential by conventional wireline logging was difficult.

Accuracy has been greatly improved since micro-resistivity

and ultrasonic borehole image logging was introduced to the

industry.With the help of imaging logging, we can reveal the

fracture density, orientation (e.g., dip and azimuth) and

distribution of the fractures and caves visually in open hole.

Based on the classic Archie saturation equation for the flu-

shed zone, Newberry et al. (1996) proposed a method to

convert micro-resistivity borehole images to porosity dis-

tribution of the formation. Using this method, we can obtain

porosity spectrum which can be used in fine quantitative

evaluation of the distribution of reservoir porosity. Prede-

cessors have done much study on quantitatively evaluating

the porosity distribution of carbonate reservoirs, and the

application results were good (e.g., Hurley et al. 1998; Akbar

et al. 2000; Tyagi andBhaduri 2002,Xu et al. 2006;Ghafoori

et al. 2009; Tetsushi et al. 2013). However, the micro-re-

sistivity tool cannot cover the whole borehole wall, which

causes white stripes between the pads. Therefore, is infor-

mation is lost in the process, especially in the section where

high-angle fractures and vugs develop. The ultrasonic image

can cover 100%boreholewall, therefore, it can providemore

complete information. However, the advanced usage of

ultrasonic imaging logging data has been studied by very

few. In this paper, we analyze the factors affecting the

propagation of wave in drilling mud and formation, and

propose a new method which is based on the amplitude

attenuation equation.Using thismethod,we can calculate the

near-borehole formation porosity distribution with ultra-

sonic borehole images and conventional wireline logs.

Analysis of influence factors
on the ultrasonic imaging logging

Ultrasonic imaging tool uses a rotating transducer to launch

ultrasonic pulse traveling through borehole fluid, receives

the echo of the boreholewall, and records the echo amplitude

and traveling time. Geological information, such as changes

of lithology and physical properties, can be obtained using

this tool. Themeasured echo amplitude is associatedwith the

acoustic impedance and the shapes of the borehole wall.

When the borehole diameter is ‘‘on gauge’’ (i.e. regular,

without caves or key seats), the greater the acoustic impe-

dance of the rock is, the larger the echo amplitude will be.

Echo traveling time is associatedwith the geometric shape of

borehole and the mud; as the mud is considered uniformly

distributed in the borehole, it only reflects the status of

borehole wall. The images reflect wave response from the

surface of the borehole, thus can reveal the cracks and holes,

similar to the micro-resistivity imaging.

The sound wave amplitude will decay exponentially

with the changing of propagation distance in the medium.

When passed through the medium interfaces, sound waves

will result in refraction and reflection. Due to the difference

of wave impedance, the reflection coefficient is different.

According to the propagation distance and the differences

of the two media, when the wave passes through the

interface vertically, the reflection wave amplitude can be

expressed as (Wang 2011):

A1ðf Þ ¼ A0ðf Þ � b� e�aðf ;lÞ�L; ð1Þ

where A1(f) is the reflection wave amplitude traveling from

the interface of medium 1 and 2 for time t; A0(f) is the

amplitude of the original wave launched by the acoustic

transmitter in frequency f; b is the reflection coefficient;

a(f, l) is the amplitude attenuation coefficient, which is a

function of sound wave frequency f and medium viscosity

l; L is the propagation distance.

For an ultrasonic imaging logging tool, the acoustic

transmitting frequency f is fixed; and at the same depth,

borehole diameter is also a constant. Therefore, based on

the analysis of Eq. (1), we identify two major factors that

influence the ultrasonic echo amplitude: (1). attenuation

coefficient a and (2) reflection coefficient b.

The influence of attenuation coefficient a

Ultrasonic attenuation process is complicated and difficult

to analyze. One general equation of attenuation coefficient

in fluid was presented by Urick (1948) and Urick and

Ament (1949):

a ¼ 2

3
pr3n

1

3
k4r3 þ k

qs
qf

� 1

� �2
S

S2 þ qs
qf
� s

� �
2
4

3
5; ð2Þ

where k ¼ 2p
k , S ¼ 9r

4r
1þ r

r

� �
, s ¼ 1

2
þ 9r

4r
and r ¼ 2l0

q0x
.

In Eq. (2), r is the radius of spherical particles, m; qs is
the density of particles, g/m3; q0 is the density of fluid,

g/m3; l0 is the kinematic viscosity of fluid, Pa s; k is the

wavelength of ultrasound, m; n is the unit volume particle
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number; x is the angular frequency, rad/s. According to

Eq. (2), the influencing factors of attenuation coefficient a
can be summed up into three classes: (a) micro-mud slurry:

unit volume particle number n, radius of spherical particles

r, density of particles qs. (b) Macro-mud slurry: fluid

density q0, fluid kinematic viscosity l0. (c) Tool specifi-

cation: tool transmitting frequency f, angular frequency x,
wavelength k.

Therefore, it is obvious that the attenuation coefficient a
just reflects the characteristics of the tool and drilling mud,

but do not reflect the formation porosity.

The influence of reflection coefficient b

Z1 and Z2 are the wave impedance of drilling mud and

formation, respectively; q and v are density and sound

wave propagation speed. For the normal angle of inci-

dence, their relationship with b can be shown as follows:

b ¼ Z2 � Z1

Z2 þ Z1
: ð3aÞ

As Eq. (3a) shows, the main factors affecting reflection

coefficient b are drilling mud and formation wave impe-

dance Z1 and Z2. And the formation wave impedance Z2
can be expressed as follows:

Z2 ¼ q2m2 ¼
q2
Dt2

; ð3bÞ

where q2 is the near-borehole formation density; Dt2 is the
near-borehole interval transit time. Both q2 and Dt2 can

reflect formation porosity changes, so the reflection coeffi-

cient b can be used as a tool to obtain the formation porosity.

Porosity conversion models

Reflection coefficient around the well bore mainly reflects

the information near the interface where the pore has been

flushed by drilling mud filtrate. The pore fluid near the

borehole can be considered to be pure brine. Therefore, two

models of pure matrix (matrix built up only by pure car-

bonate minerals such as calcite or dolomite) and argilla-

ceous matrix (matrix built up with both carbonate minerals

and clay minerals) can be established (Fig. 1).

Wyllie time average equation

Pure matrix model (Fig. 1a) satisfies the Wyllie time

average equation (Wyllie equation, Wyllie et al.

1956, 1958), which can be written as:

q2 ¼ qw/þ ð1� /Þqma

Dt2 ¼ Dtw/þ ð1� /ÞDtma

(
: ð4aÞ

Plug Eqs. (3b) and (4a) into Eq. (3a):

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1

¼ qma � Z1Dtma þ ½ðqw � qmaÞ � Z1 Dtw � Dtmað Þ�/
qma þ Z1Dtma þ ðqw � qma½ Þ þ Z1 Dtw � Dtmað Þ�/ :

ð4bÞ

Let

a ¼ ðqw � qmaÞ � Z1ðDtw � DtmaÞ; b ¼ qma � Z1Dtma;

c ¼ ðqw � qmaÞ þ Z1ðDtw � DtmaÞ; d ¼ qma þ Z1Dtma;

Then

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1
¼ a

c
þ

b� a
c
d

c/þ d
ð4cÞ

Let

A ¼ a

c
and B ¼ b� a

c
d

Then

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1
¼ Aþ B

c/þ d
ð4dÞ

Based on Eq. (4d), we can reveal the relationship

between reflection coefficient and porosity in both pure

calcite and dolomite matrix (Fig. 2). As the figure shows:

(a) when the drilling mud wave impedance is constant, the

greater the porosity is, the smaller the reflection coefficient

is; (b) when the porosity is greater than 0.15 in limestone

with pure calcite matrix and 0.25 in dolostone with pure

dolomite matrix, the calculated reflection coefficients are

larger than the experimental value (Chelini et al. 1998).

Therefore, when the drilling mud wave impedance is

known, the porosity can be calculated with the reflection

coefficient based on this model.

Raymer equation

As Fig. 2 shows, when porosity is larger than a certain

value, the reflection coefficients converted by the above

model do not conform to the actual situation. Conse-

quently, we combine rock volume model and Raymer

(a) (b)

Φ

Vma

Φ

Vma

Vsh

Fig. 1 Pure matrix model (a) and argillaceous matrix model (b)
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conversion equation (Raymer equation, Raymer et al.

1980) to get the equations:

q2 ¼ qw/þ ð1� /Þqma

v2 ¼ vw/þ ð1� /Þmvma

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1

8>>><
>>>:

ð5Þ

Based on Eq. (5), the relationship between reflection

coefficient and porosity can be calculated after a loop

iteration (Fig. 3).

Argillaceous matrix model

Similar to the pure matrix model, argillaceous matrix

model (Fig. 1b) satisfies the following equations:

q2 ¼ qw/þ Vshqsh þ ð1� /� VshÞqma

Dt2 ¼ Dtw/þ VshDtsh þ ð1� /� VshÞDtma

(
; ð6aÞ

where Vsh is the shale content. Plug Eq. (6a) into Eq. (3a):

After simplification

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1
¼ Aþ B0

c/þ d0
; ð6cÞ

where A ¼ a
c
and B0 ¼ b0 � a

c
d0.

Workflow of porosity spectrum calculation
and porosity segmentation

The whole workflow of porosity spectrum calculation and

porosity segmentation is shown in Fig. 4.

Calculation workflow of porosity spectrum

Using ultrasonic imaging data to build porosity spectrum

can be divided into five steps:

Step 1: Based on Eq. (4b) or (5), use the mud wave

impedance Z1 and conventional density and acoustic

wireline logs (e.g. DEN and AC) data to calculate forma-

tion reflection coefficient b0.

b0 ¼ Z2 � Z1

Z2 þ Z1
¼

q2
Dt2

� Z1
q2
Dt2

þ Z1
: ð7aÞ

Step 2: Introduce the echo response Eq. (1) and input

transmitting amplitude A0, received echo amplitude AMPi
and echo traveling time TIMi at the ith point in the depth of

total n points to calculate attenuation factor s, and

LnAMP ¼
Xn
i¼0

lnðAMPiÞ; TIM ¼
Xn
i¼0

TIMi and

L ¼ TIM� m0:

Then, Eq. (1) can be turned into:

LnAMP

LnA0

¼ Lnb0 � a� m0 � TIM; ð7bÞ

where L is the average distance from the transducer to thewall

at the same depth; v0 is the ultrasonic velocity in the mud.

Step 3: The s can be set to be attenuation factor:

s ¼ a� m0: ð7cÞ

The attenuation factor s at the depth can be obtained:

s ¼
Lnb0 � LnAMP

LnA0

TIM
: ð7dÞ

Step 4: Substitute s into Eq. (1), and use AMPi and TIMi

to calculate reflection coefficient bi of the pixel.

bi ¼
AMPi

A0 � e�s�TIMi
: ð7eÞ

Step 5: Substitute bi to Eqs. (4d), (5) or (6c), and then we

can calculate the porosity value of each pixel which should be

added up in equal depth spacing to draw porosity spectrum.

In addition, due to the porosity spectra transformation

from ultrasonic images is based on rock volume model, the

b ¼ Z2 � Z1

Z2 þ Z1
¼ q2m2 � Z1

q2m2 þ Z1
¼ qma � Z1Dtma þ ðqsh � qma � Z1Dtsh þ Z1DtmaÞVsh þ ½ðqw � qmaÞ � Z1 Dtw � Dtmað Þ�/

qma þ Z1Dtma þ ðqsh � qma þ Z1Dtsh � Z1DtmaÞVsh þ ðqw � qma½ Þ þ Z1 Dtw � Dtmað Þ�/ :

ð6bÞ

a ¼ ðqw � qmaÞ � Z1 Dtw � Dtmað Þ; b0 ¼ qma � Z1Dtma þ ðqsh � qma � Z1Dtsh þ Z1DtmaÞVsh;

c ¼ ðqw � qmaÞ þ Z1 Dtw � Dtmað Þ; d0 ¼ qma þ Z1Dtma þ ðqsh � qma þ Z1Dtsh � Z1DtmaÞVsh:
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porosity spectrum transformation model is only applicable

under the conditions that the lithology is simple, and

porosity distribution is near-homogeneous and porosity

variety is small.

The segmentation of primary and secondary
porosity

Porosity spectrum usually presents two or three separate

peaks. Small apertures correspond with high cumulative

frequency, large range of variation, while the large ones

correspond with low cumulative frequency, small range of

variation (Wang 2011). This phenomenon exactly reflects

the state of primary pore and secondary pore in the

underground rock. Thus, the frequency diagram can be

used to distinguish original and secondary pore to obtain

the two porosities, respectively. The methods to determine

the threshold value between primary and secondary

porosities mainly include artificial threshold division

method (Wang 2011) and OTSU method (Otsu 1979).

OTSU method is an algorithm determining the image

binarization threshold segmentation, which can execute

image binarization segmentation to make the interclass

variance between foreground and background image

maximum.

Assuming the size of porosity image I is M 9 N pixels;

secondary porosity (foreground) and primary porosity

(background) segmentation threshold is t; the ratio of

number of pixels in the foreground to the whole image is

m0; average porosity is /0; the ratio of number of pixels in

the background and the whole image is m1; average

porosity is /1. The total average porosity of porosity image

is /a; Variance between classes is g. Consequently, the

next equation can be obtained:

g ¼ m0m1ð/0 � /1Þ
2: ð8Þ

Ergodic methods should be taken to make the interclass

variance g largest to obtain the threshold t between the

original and secondary porosity, average original porosity

/0 and average secondary porosity /1.
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t neiciffeo
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Porosity 

limestone
dolostone
core limestone
core dolostone

Fig. 2 The relationship between reflection coefficient and porosity in

both pure calcite and dolomite matrix models deduced using Wyllie

equation. The blue dots and red triangles are from experimental data,

and the black curves with dots and triangles are from the conversion

of Wyllie equation. Drilling mud wave impedance is 1850 g/cm3 m/s
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Fig. 3 The relationship between reflection coefficient and porosity in

both pure calcite and dolomite matrix models deduced using Raymer

equation. The blue dots and red triangles are from experimental data,

and the black curves with dots and triangles are from the conversion

of Raymer equation (m = 2.5). Drilling mud wave impedance is

1850 g/cm3 m/s

Input conventional and ultrasonic 
imaging data and some strata parameters.

Calculate reflection coefficient of any pixel.
(step1-4)

Calculate the porosity of any pixel to obtain 
porosity imaging. (step5)

Count the porosity of any pixel at a certain 
step size to obtain porosity spectrum.

Determine the threshold value to calculate 
the original and secondary porosity. (OTSU)

Fig. 4 The calculation workflow chart of obtain primary and

secondary porosity from ultrasonic images
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Comparison studies and applicable
condition analysis

In this section, different application effects of the above

three conversion models (i.e. Wyllie and Raymer equa-

tions, and argillaceous matrix model) are studied, and by

processing real data, the effect of converted ultrasonic

images to porosity images and spectra are verified by

comparison to micro-resistivity imaging logging.

Comparison of conversion models

As Fig. 5 shows, when reflection coefficient is small, the

gap between the porosity converted by Wyllie and Raymer

equations is big. It indicates that when the porosity is less

than 15%, the Wyllie and Raymer equations are both

suitable for the calculation in limestone formation with

pure calcite matrix, but when the porosity is more than

15%, the porosity calculated by Wyllie equations is larger

than Raymer equations. It reveals that the Raymer equation

has a wider range of application in porosity calculation.

Figure 6 shows an actual case of the difference between the

two models. In this interval, there are two vertical frac-

tures. The color of cracks in the first porosity image is

darker than that in the second, and that means the porosity

values of the fractures calculated from Wyllie equation are

Fig. 5 Comparison diagram of the relationship between reflection

coefficient and porosity deduced using Wyllie and Raymer equations

in pure calcite matrix model. Blue dots are from experimental data

(Chelini et al. 1998). Green and red curves are, respectively, obtained

by Wyllie and Raymer equations (m = 2.5). Drilling mud wave

impedance is 1850 g/cm3 m/s

Fig. 6 The porosity images and spectra converted using Wyllie and

Raymer models. From left: depth, porosity image computed using

Wyllie equation, the spectrum of the Wyllie porosity image, porosity

image computed using Raymer equation, and the spectrum of the

Raymer porosity image
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higher. This results in the porosity value of the peaks

appearing in the right (circled by green ellipses) in the

Raymer result are smaller than the ones in the Wyllie

result. And because the higher fracture porosities in Wyllie

result are more concentrated, the count is low. Thus, the

peaks in the Raymer results (circled by blue ellipse) are not

so obvious in the Wyllie result.

Comparison of pre- and post-shale correction

In addition, the models converted by Wyllie and Raymer

equations are only suitable in the formations with pure

calcite and dolomite matrix, but not with too much shale.

Figure 7 shows the conversion results of models of bulk-

volume rock with or without shale correction. In the

porosity images, the shade of color represents the magni-

tude of porosity. After shale correction, the color of

porosity image is lighter, and the spectra move left along

with lower peaks. The shale content (Vsh) is calculated by

natural gamma ray logs (GR) using follow equations

(Larionov 1969):

SH ¼ ðGR� GRminÞ=ðGRmax � GRminÞ; ð9aÞ

Vsh ¼ ð2gcur�SH � 1Þ=ð2gcur � 1Þ; ð9bÞ

where the SH is the original shale content, GRmin and

GRmax are, respectively, the GR values of carbonate stone

and pure mudstone formation. The gcur is the correction

coefficient, which is 2 in older strata and 3.7 in newer

strata.

Comparison of ultrasonic and micro-resistivity
imaging logging

Thanks to the works of predecessors, the technology of

converting micro-resistivity images to porosity images is

proved to be mature and valid (Tyagi and Bhaduri 2002).

In this section, we compare the conversion results of

ultrasonic and micro-resistivity images. In Fig. 8, the sec-

ondary pores are very clear in ultrasonic porosity image,

but not in the resistivity one. Anyway, the trends of them

and the modes reflecting formation information are similar

except the distribution range of ultrasonic spectrum is

wider. It is conspicuous that the secondary porosities cal-

culated by ultrasonic and resistivity spectra are near except

the part circled by green ellipse. In this part, the secondary

porosity of ultrasonic image is significantly larger than

resistivity image because of the dissolved pores measured

by ultrasonic imaging logging are more obvious (black dots

in the image). Therefore, the method of converting

Fig. 7 The porosity images and spectra converted based on bulk-

volume rock models without and with shale correction. From left:

depth, porosity image without correction, porosity image with

correction, the spectrum of the porosity image without correction,

and the spectrum of the porosity image with correction
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ultrasonic images to porosity images and spectra, even to

calculate the primary and secondary porosity is workable.

Analysis of applicable conditions

The measurement of ultrasonic imaging logging tools is

based on the transducer that is located in the center of a

round borehole of which the caliper is regular. Due to the

influence of the borehole shape and tool eccentricity,

acoustic signal propagation time in the drilling mud will

vary with location. Even if the well wall medium is uni-

form, it can also result in a heterogeneous imaging logging

image. When some or the entire reflected acoustic wave

cannot be received by the transducer, the echo amplitude

will decline seriously, so that the imaging logging image

will present vertical black stripes significantly.

Porosity obtained via ultrasonic imaging logs introduce

echo amplitude and the echo time as important inputs,

therefore its transformation effect will be affected by the

borehole shape and tool eccentricity significantly. When

the tool is in an elliptical borehole, ultrasonic logging

image will appear as two dark black stripes, which will

affect the identification of cracks; when the tool is not in

the hole center, black vertical stripes will appear on

imaging logging image, and they also appear on porosity

image, which will hide the details on borehole wall, so

porosity spectrum can show up abnormal, such as loss of

spectrum, etc. Therefore, the quality of imaging logging is

very important for applying this conversion method.

Case study

In this study, our data for application are from a well LXX

in the Tianhuan Depression, Ordos Basin in Northwestern

China. The application result is shown in Fig. 9.

Figure 9 is the porosity spectrum analysis results image,

generated from the ultrasonic imaging log from the interval

of XX43–XX63m in LXX well using the workflow pre-

sented in this paper. Porosity images in track 6 and track 7

can reflect the size of the porosity from the shade in the

image. They can not only help us distinguish pore type of

the reservoir, but also reveal the size change of the primary

porosity intuitively and clearly. Track 8 is ultrasonic

imaging spectrum transformed from pure calcite matrix

porosity model. The forms of porosity spectrum curve are

unimodal, bimodal or multi-peak, associated with the

reservoir heterogeneity. Compared to resistivity porosity

spectrum in track 9, the shape of ultrasonic porosity

spectrum track 8 is similar, but its spectral peak is wider

relatively. This may be caused by the lower sensitivity of

the porosity to the wave attenuation.

The secondary porosity in depth XX47–XX48m is poor

developed, so the porosity spectrum is narrower and

Fig. 8 The ultrasonic and micro-resistivity imaging porosity images

and spectrum analysis. From left: depth, ultrasonic borehole wall

porosity image, unfilled micro-resistivity borehole porosity image, the

spectrum of ultrasonic porosity image, the spectrum of micro-

resistivity porosity image, the secondary porosity curves calculated

from the two images (red for ultrasonic and blue for micro-resistivity,

the porosity range is 0–10%)
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unimodal; In depth intervals XX45–XX47m, XX57–

XX57.8m and XX61–XX61.6m, different scales of sec-

ondary pores resulted from dissolution are visible, there-

fore, the porosity spectrum shows wider bimodal or

multimodal spectra with lower peaks; In depth interval

XX60.3–XX61.6m high conductivity fractures caused by

drilling mud invasion or argillaceous filling develop, and

their porosity presents wider unimodal or bimodal spectra.

In depth interval XX53.7–XX56.2m, there is not any ver-

tical fracture in the resistivity image, but two dark vertical

stripes are found in the ultrasonic image. That means the

ultrasonic tool eccentric position may occur at this depth

section. The stripes are mistaken for vertical fractures in

analysis workflow, and that causes the ultrasonic porosity

spectrum wider than resistivity porosity spectrum. This

reveals that the measurement quality of ultrasonic imaging

affect the effect of porosity spectrum directly.

Track 10 in Fig. 9 is primary and secondary porosity

calculated by porosity image quantitatively based on

OTSU method. It is obvious that the matrix porosity of the

reservoir section is very stable, about 5–6%; Secondary

porosity is about 2%, increasing obviously in intervals

where different scale dissolved pores develop.

In general, the results show that the method is applicable

and the application result depends on the logging quality.

Conclusions

In this paper, we provide a new way to evaluate the dual-

porosity systems in carbonate formation using ultrasonic

borehole images. This is a new integrated workflow to

establish the relationship between the reflected wave

amplitude and reflection coefficient which carry

Fig. 9 Well LXX (XX43m–XX63m) porosity spectrum analysis

results. Track 1: GR 0–150 API, CAL 6–16 in.; track 2: DEN

1.95–2.95 g/cm3, AC 140–40 ls/ft, CNL 45–15%; track 3 and track 4

are ultrasonic echo amplitude and echo time image; track 5 is static

resistivity imaging; track 6 and track 7 are ultrasonic imaging and

resistivity porosity image, 0–20%; track 8 and track 9 are ultrasonic

imaging and resistivity porosity image, 0–20%; track 10 is porosity

distribution, PHI and PHITave represent the primary porosity and

total average porosity, respectively, 0–20%
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information about formation porosity. Based on models of

bulk-volume rock and Raymer equation, three porosity

conversion models suitable for pure and shaly matrix have

been provided and verified. From the whole research, we

can come to several conclusions as follows:

1. Based on bulk-volume rock models, we establish the

conversion relationship between reflection coefficient

of drilling mud and formation interface and the

formation porosity, discovering that the reflection

coefficient decreases in an inverse proportion function

as the porosity increases.

2. Based on reflected wave amplitude attenuation equa-

tion and the bulk-volume rock models, we can use

conventional well logging curves such as the formation

density and acoustic interval transit time and ultrasonic

imaging data such as echo amplitude and traveling

time to get porosity distribution image and porosity

spectrum.

3. OTSU method can be effectively used to determine the

threshold of the primary and secondary porosity and

precisely calculate the primary and secondary porosity

of reservoir, which is meaningful to quantitative

analysis of the fracture development degree of the

reservoir.

4. The spectrum analysis method for ultrasonic imaging

is similar to the one used in resistivity imaging. Under

the same geological condition, the shapes of porosity

spectra from ultrasonic and resistivity imaging logs are

similar, but the spectrum peak range is relatively wider

in results from ultrasonic imaging which may occur

due to the lower sensitivity of the porosity to the wave

attenuation.

5. Compared to micro-resistivity borehole images, ultra-

sonic borehole images can cover 100% of borehole

wall, so it can provide more complete strata porosity

information (e.g. vugs and fractures, etc.). However,

because of the sensitivity of ultrasonic imaging tools,

the imaging result can be affected by many factors

such as the borehole shape condition or tool position.

Therefore, the application condition of our workflow is

very rigorous and we should consider the imaging

quality first, and use the pore spectrum result with

caution. It is better to use the spectra obtained from

both ultrasonic and resistivity imaging logging data

together to analyze the porosity.
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Abstract
River basins located in the Central Sudetes (SW Poland) demonstrate a high vulnerability to flooding. Four mountainous

basins and the corresponding outlets have been chosen for modeling the streamflow dynamics using TOPMODEL, a

physically based semi-distributed topohydrological model. The model has been calibrated using the Monte Carlo

approach—with discharge, rainfall, and evapotranspiration data used to estimate the parameters. The overall performance

of the model was judged by interpreting the efficiency measures. TOPMODEL was able to reproduce the main pattern of

the hydrograph with acceptable accuracy for two of the investigated catchments. However, it failed to simulate the

hydrological response in the remaining two catchments. The best performing data set obtained Nash–Sutcliffe efficiency of

0.78. This data set was chosen to conduct a detailed analysis aiming to estimate the optimal timespan of input data for

which TOPMODEL performs best. The best fit was attained for the half-year time span. The model was validated and

found to reveal good skills.

Keywords TOPMODEL � Hydrologic model � Discharge � Poland � Kłodzko land

Introduction

Better understanding of watershed dynamics is one of the

key factors in solving water-related scientific and practical

problems. This role becomes crucial for effective planning

and management of water resources (Beven and Freer

2001a; Bastola et al. 2008) in areas endangered by extreme

hydrological events. Key variables influencing the hydro-

logical response of the catchment need to be estimated

based on data recorded on gauges, and the limitations occur

when data are poor or insufficient. Thus, the hydrological

modeling of water cycle components is the essential tool

which becomes necessary for extending hydrological data

both in space and time (Bastola et al. 2008). Many

researchers attempted to develop solutions that would

model the complexity of processes and heterogeneity of

factors influencing the hydrological system dynamics. The

availability of spatial characteristics of the catchment that

rose with the advent of geographic information systems

(GIS) shifted the research interests from the traditional

lumped models towards more complicated, distributed

ones. The advantage of the latter is the possibility of having

a spatial pattern of the modeling outputs, such as soil

moisture or saturation zone extent (Sun and Deng 2004).

One of the semi-distributed and physically based concep-

tual models is the TOPography-based hydrological

MODEL, known also as TOPMODEL (Beven and Kirkby

1979; Beven et al. 1995; Beven and Freer 2001a). It

combines the advantages of two above-mentioned

approaches. The number of parameters is reduced, but they

maintain their physical interpretation. Simplified model

structure diminishes the data requirements. Thus, this

conceptual model integrates the ability to simulate the

spatial distribution of its results at any time step (Choi and

Beven 2007) with the computational efficiency that allows

multiple simulations (Peters et al. 2003). These features
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contribute to the model popularity and successful applica-

tions in numerous studies. Furthermore, recent increase of

the TOPMODEL application is caused by access to more

detailed data describing the watershed characteristics.

According to Beven et al. (1995), the TOPMODEL

concept should not be considered as a hydrologic modeling

package, but rather as a set of conceptual tools that can

describe the catchment behavior. Hence, since its intro-

duction in 1979 (Beven and Kirkby 1979), many versions

have been developed and numerous studies have applied

the TOPMODEL approach to a wide range of hydrology-

related topics. The research problems investigated with the

use of TOPMODEL include: flood frequency analysis

(Beven 1986; Cameron et al. 1999), scaling theory in

hydrology (Wood et al. 1988), examination of the influence

of the digital elevation model (DEM) resolution on the

simulation results (Brasington and Richards 1998), analysis

of climate change scenarios (Romanowicz 2007), water

table estimation (Merot et al. 1995; Moore and Thompson

1996; Lamb et al. 1997), testing the applicability to water

quality problems (Wolock et al. 1990; Robson et al. 1992),

and uncertainty analysis (Freer et al. 1996; Choi and Beven

2007; Bastola et al. 2008; Fisher and Beven 1996).

Although the initial TOPMODEL applications concen-

trated on examining the catchment dynamics in the humid

temperate climate zone in the UK (Beven and Kirkby 1979;

Beven et al. 1984; Quinn and Beven 1993), in the eastern

USA (Beven and Wood 1983; Hornberger et al. 1985), the

capability of providing good simulation results have been

proven in the variety of environments in basins all over the

globe. TOPMODEL has been successfully used in tem-

perate cold climate in Norway (Lamb et al. 1997). Fur-

thermore, the model performance has been investigated in

drier Mediterranean regimes (Durand et al. 1992; Piñol

et al. 1997), and in the monsoon region of China (Chen and

Wu 2012). The research was also carried out in the humid

temperate (Cameron et al. 1999; Bárdossy 2007; Choi and

Beven 2007; Furusho et al. 2014) and Mediterranean

(Gallart et al. 2008) climate zones. TOPMODEL has also

been successfully utilized in the tropical climate zone in

French Guiana (Molicova et al. 1997) and within the same

climate zone, but in its antipodes, in one of the most

hydrologically responsive forested headwater catchments,

in Maimai in New Zealand (Freer et al. 2003). Sigdel et al.

(2011) applied the model to watersheds in the Bagmati

River basin in Nepal. It is worth noting that many

researchers focused their studies on the TOPMODEL

applications in the Nepal region: Brasington and Richards

(1998) applied the TOPMODEL to a small headwater

catchment in the Nepal Middle Hills, Shrestha et al. (2007)

investigated its performance in different physiographic

regions of Nepal, and Bastola et al. (2008) conducted a

comparative study of 26 catchments across the globe,

including 4 basins in Nepal. The vast majority of the

TOPMODEL applications concern small- or medium-sized

catchments (up to several dozen of square kilometers);

however, the model demonstrated good performance for:

very small basins of 0.75 ha (Lamb et al. 1997) and of

1.57 ha (Molicova et al. 1997) as well as very large basins

of over 25 000 km2 (Sun and Deng 2004; Chen and Wu

2012). High attention has been paid to the TOPMODEL

capability of rainfall-runoff modeling in the mountainous

regimes. Holko and Lepistö (1997) applied the model to

the Jalovecky Creek catchment in Western Tatra Moun-

tains, Blazkova and Beven (1997) investigated mountain

wetlands in the Czech-Moravian highlands, and the

research area for Nourani and Mano (2007) was watershed

located 800–2178 m a.s.l. in the western Iran.

The model has been successfully applied to several

catchments in Central Europe. Emphasis should be placed

on the above-mentioned research of Holko and Lepistö

(1997), focusing on the mountainous watershed in Slo-

vakia, and on the investigation by Bárdossy (2007) into 16

lowland catchments in the German part of the Rhine basin.

Applications of TOPMODEL for Polish basins were rare

and focused rather on selected episodes than on the entire

hydrologic years (Table 1). Szalińska et al. (2014) applied

the model in question to simulate discharges in selected

gauges installed within upper Nysa Kłodzka and Soła

basins, with the emphasis placed only on selected high-

flow events. Recent developments carried out in the Insti-

tute of Meteorology and Water Management—National

Research Institute, Poland (Instytut Meteorologii i Gospo-

darki Wodnej—Państwowy Instytut Badawczy, IMGW-

PIB) include the Hydropath framework, the platform that

includes TOPMODEL (Orczykowski and Tiukało 2016).

More recently, Niedzielski and Miziński (2017) used

TOPMODEL as one of ensemble members in the multi-

model hydrologic ensemble prediction, within the Hydro-

Prog system implemented in Kłodzko Land.

Even though these studies demonstrated good modeling

results, the TOPMODEL performance has never been tes-

ted in Poland in longer time perspectives than single high-

flow episodes. To fill this gap and fulfill a need of detailed

analyses of the model in a variety of environments, pos-

tulated by Durand et al. (1992), in this study, TOPMODEL

is applied to a few medium-sized catchments in the flood-

prone areas of the Sudety Mountains in SW Poland. Hence,

the aim of the modeling experiment was to test the appli-

cability of the TOPMODEL for the purpose of discharge

simulation at the outlets of four contributing catchments of

Nysa Kłodzka river (gauges: Bystrzyca Kłodzka, Kłodzko,

Bardo) and the river of Biała Lądecka (gauge: _Zelazno). In

addition, the aim of the study is also to estimate the time

span of data (discharge/rainfall/evapotranspiration) for
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which the TOPMODEL performance is optimal. Therefore,

the novelty of the work presented in this paper is twofold:

(1) it presents new results on discharge modelling in the

upper Nysa Kłodzka river basin in time scales of a few

hydrologic years, hence not only for selected high-flow

episodes; (2) it shows first attempts to relate modelling

skills with time span of input data.

The paper is organized as follows: the next section pre-

sents a simplified description of the model (its concept and

features), based on the extended explanations of TOPMO-

DEL theory given by Beven and Wood (1983) and Beven

(1986). The second section also contains overview of

methods used for the model assessment. The study area is

presented in the third section, followed by the fourth section

that focuses on description of data used in the research. The

results of land surface parameterization, model calibration,

sensitivity analysis, and validation of the TOPMODEL for

four contributing basins located within the upper Nysa

Kłodzka basin (SW Poland) are included in the fifth sec-

tion. They are concluded in the last section, which also offers

an overview of potential future research activities.

Methods

Concept of TOPMODEL

The idea that runoff is primarily a result of overland flow

generated by rainfall when infiltration capacity of the soil is

exceeded is known as Hortonian theory of infiltration

excess overland flow. However, in recent studies, it is

commonly superseded by the contrary concept that

emphasizes the significance of saturation-excess overland

flow and subsurface runoff generation. On the contrary to

the Hortonian concept, stating that the occurrence of sur-

face overland flow is possible when the soil is not fully

saturated, the saturated-excess overland flow theory

assumes that the overland flow is generated when the soil is

fully saturated to the surface or if subsurface flow returns to

the surface in saturated areas (Nourani et al. 2011). Among

different applications of this concept in hydrological

modeling, one of the most widely used is TOPMODEL

(Beven and Kirkby 1979; Beven 1997; Beven and Freer

Table 1 Applications of TOPMODEL for Polish basins and their sampling intervals

Basin River Institution References Data Sampling

interval

Nysa

Kłodzka

Nysa Kłodzka (above Miedzylesie) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Nysa Kłodzka (above Bystrzyca

Kłodzka)

UWr This paper Hydrologic years 2009–2012 15 min

Nysa Kłodzka (above Kłodzka) UWr Niedzielski and Miziński

(2017)

Selected episodes from 2014

to 2015

15 min

Nysa Klodzka (above Kłodzka) UWr This paper Hydrologic years 2009–2012 15 min

Nysa Kłodzka (above Bardo) UWr This paper Hydrologic years 2009–2012 15 min

Bystrzyca (outlet unknown) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Biała Lądecka (outlet unknown) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Biała Lądecka (above _Zelazno) UWr This paper Hydrologic years 2009–2012 15 min

Bystrzyca Dusznicka (above

Szalejów Dolny)

IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Sola Sola (above Rajcza) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Woda Ujsolska (outlet unknown) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Zabniczanka (above _Zabnica) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Bystra (outlet unknown) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Koszarawa (outlet unknown) IMGW-

PIB

Szalińska et al. (2014) Selected episodes from 2010

to 2012

1 h

Kamienna Kamieinna (above Jakuszyce) IMGW-

PIB

Orczykowski and Tiukało

(2016)

Unknown choice of data span 1 h

IMGW-PIB Instyhit Mereorologii i Gospodarki Wodnej—Panstwowy Instytut Badawczy (Institute of Meteorology and Water Management—

National Research Institute), UWr Univtersytet Wroclawski (University of Wroclaw)
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2001a). The predominant factors influencing the discharge

generation in the model are topography of the basin and

soil characteristics (Franchini et al. 1996). The topography

is quantitatively expressed by the topographic index (also

known as Topographic Wetness Index, TWI). Its value is

computed from the basin topography using the following

expression:

TWIi ¼ ln
ai

tan bi
; ð1Þ

where ai is the upslope contributing area of ith basin and

tan bi is slope of the ground surface of this basin. Upslope

contributing area (Fig. 1) represents the area that can

potentially produce runoff to the location of interest, i.e., to

the outlet from the contributing basin (Erskine et al. 2006).

In the raster representation of the terrain, it should be

replaced by the upslope drainage area per unit of contour

length (Moore and Wilson 1992; Moore and Burch 1986;

Desmet and Govers 1996), which is equivalent to DEM

grid cell size (Mitasova et al. 1996). Areas associated with

high TWI values tend to saturate first and will, therefore,

constitute potential subsurface or surface contributing areas

(Gumindoga 2010; Beven 1997).

TWI refers to variable source area concept of runoff

generation (Hewlett and Hibbert 1967) and is based on the

following three simplifying assumptions regarding the

Fig. 1 Basic concept of TOPMODEL scheme. Based and combined from schemes by Nourani et al. (2011); Franchini et al. (1996); Gumindoga

(2010) and Fisher and Beven (1996)
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hydrologic system (Nourani et al. 2011; Gumindoga 2010;

Brasington and Richards 1998; Beven et al. 1995; Holko

and Lepistö 1997):

• dynamics of the saturated zone can be approximated by

successive steady-state representations;

• hydraulic gradient of the saturated zone can be

approximated by the local surface topographic slope

(tan bi), and thus, the groundwater table and saturated

flow are parallel to the local surface slope;

• distribution of downslope transmissivity with depth is

an exponential function of storage deficit or depth to the

water table.

This approach implies that all points with the same

value of TWI respond in the same way (Fisher and Beven

1996). Calculations need to be performed only for repre-

sentative values of the index, what greatly simplifies the

procedure and reduces the computational cost while

maintaining the capability of the identification of water

table levels and soil moisture within the catchment (Chairat

and Delleur 1993; Fisher and Beven 1996). The results may

be mapped back into space using knowledge of the pattern

of TWI derived from a topographic analysis (Beven 1997).

Sigdel et al. (2011) pointed out that the above assump-

tions may be valid for small and medium catchments, with

shallow soils and moderate topography, which do not

experience excessively long dry periods. The quasi-steady-

state dynamics concept has been criticized (Barling et al.

1994; Beven 1997; Peters et al. 2003), and it cannot be

always safely accepted (Beven 1997).

According to the TOPMODEL concept, there are two

main factors that account for runoff generation, namely the

catchment topography and the transmissivity that dimin-

ishes with depth (Beven and Kirkby 1979). A soil column

in TOPMODEL is defined as a set of three stores: root

zone, unsaturated zone, and saturated zone. They behave

like three interdependent repositories (Fig. 1). The detailed

explanation of physical processes taken into account with

TOPMODEL calculations can be found in Peters et al.

(2003), Taschner (2003), Sun and Deng (2004) and Sigdel

et al. (2011).

The extended interpretation of the TOPMODEL theory

is given by Beven and Wood (1983) and Beven (1986).

Model performance measures

Assessment of the efficiency of the hydrological model is

necessary not only for the estimation of its ability to

reproduce catchment behavior, but also for modifying

model structure. Apart from the subjective visual inspec-

tion of the simulated and observed hydrographs, there are

numerous statistical measures which can be used for

hydrological model assessment (Krause et al. 2005). In this

study, two model performance measures have been chosen:

root-mean-square error (RMSE) and Nash–Sutcliffe effi-

ciency (NSE). The latter was created specifically to assess

hydrological models (Nash and Sutcliffe 1970) and can be

calculated using the formula:

NSE ¼ 1 �
PN

t¼1ðQobst � QsimtÞ2

PN
t¼1ðQobst � QobstÞ2

; ð2Þ

where Qobst is observed discharge, Qsimt is simulated

discharge at time step t, and N is number of observations/

simulations. Although its value has been questioned (Criss

and Winston 2008), it is still most widely used criterion for

evaluating TOPMODEL performance (Beven and Binley

1992). The main critic relates to its sensitivity to extreme

values and, since the hydrological data often contain out-

liers, the measure can be misleading. Values of NSE vary

from - ! (strong misfit) to 1 (perfect fit), and the situation

NSE = 0 occurs when model predictive skills are similar

to performance of extrapolated mean of observations.

According to Moriasi et al. (2007), there are several clas-

sifications of NSE and the corresponding interpretations,

with a range of NSE intervals to describe a satisfactory

model performance. Since the intervals vary significantly,

NSE values greater than 0.6 are hereinafter assumed to

describe a satisfactory fit (Beven and Freer 2001b).

Study area

The TOPMODEL performance was investigated using data

from four gauges located in the Sudety Mountains in upper

Nysa Kłodzka basin (SW Poland and the border region of

Czech Republic). The following reasons led to the choice

of the study area.

• The present research is associated with the HydroProg

system (Niedzielski et al. 2014) in which TOPMODEL

is used for predicting river stages in real time.

• Rainfall and water level data sets are available, and the

access to date is courtesy of the authorities of Kłodzko

County, the owner of the Local System for Flood

Monitoring (Lokalny System Osłony Przeciw-

powodziowej, LSOP).

• TOPMODEL has not been applied in the upper Nysa

Kłodzka basin so far.

• TOPMODEL has been already shown to work well in

small mountainous catchments in different parts of the

world (e.g. Bastola et al. 2008; Cameron et al. 1999).

To investigate the performance of the model in different

conditions, four gauges and the associated contributing

basins were delimited (Bardo, Kłodzko, Bystrzyca

Kłodzka, and _Zelazno). The main features of the water-

sheds are presented in Fig. 2 and listed in Table 2.
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Fig. 2 Investigated watersheds

and precipitation stations

Table 2 Main characteristics of investigated watersheds

Catchment outlet (gauge) Bardo Klodzko Zelazno Bygtrzyca Klodzka

Altitude (m a.s.l.) 259 285 341 319

Area (km2) 1744.1 1079.31 259.985 302.94

Mean altitude (m a.s.l.) 534.79 567.45 576.53 648.06

Elevation difference within the catchment (m) 1165 1139 1024 1106

Mean slope (%) 8.09 8.24 7.45 11.17

Flow distance from source (km) 78 58 47 36

Mean TWI 7.37 6.91 6.81 6.34

River Nysa Kłodzka Nysa Kłodzka Biała Lądecka Nysa Kłodzka

Mean observed flow (m3/s) 19.19a 13.31a 4.8a 4.29a

aBased on: http://bip.umwd.pl/fileadmin/user_upload/woda_i_melioracja/Program_Malej_Retencji_Wodnej_tekst_jednolity_10_2006.pdf
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The Sudety Mountains are a medium–high mountain

range spread along the Polish-Czech boundary in Central

Europe. A maximum elevation of the mountains is equal to

1603 m a.s.l. Sudety Mountains are an example of fault-

block mountains which are characterized by fault-gener-

ated mountain fronts and structural basins attributed to up-

and downfaulting in the late Cenozoic (Migoń and Placek

2014). Diverse tectonic structure is additionally enhanced

by the lithological complexity. Highly complex and

diversified landscape is a result of the mosaic of underlying

geology and its polygenetic origin (Wieczorek and Migoń

2014). The structure has also significant impact on extreme

events: meteorological, hydrological, and geomorphologi-

cal ones (Migon and skutki 2010). Large elevation differ-

ences strengthen foehn effects and reinforce orographic

rainfall that can lead to flood wave formation in moun-

tainous steep-slope streams (Migon and skutki 2010).

The main river of the study area is Nysa Kłodzka, the

left tributary of the Odra River. It is characterized by rapid

water supplies in the spring and summer as a result of

concentric arrangement of numerous tributaries, which are

mostly mountain streams. Table 2 juxtaposes main char-

acteristics of the studied basins, along with mean dis-

charges measured at four outlets under study. Three of the

investigated basins have outlet located along Nysa

Kłodzka. The largest one, with the area of 1744 km2, is the

contributing basin above the gauge in Bardo. Further

southward, 16 km upstream, located is the Kłodzko gauge

which closes the second biggest of the investigated basins.

The smallest one, still located along Nysa Kłodzka, is the

basin above the gauge in Bystrzyca Kłodzka, with the area

of nearly 260 km2. However, the _Zelazno gauge is located

along Biała Lądecka which is the longest right tributary of

Nysa Kłodzka in the study area. The contributing basin

above _Zelazno is a subcatchment of Bardo and Kłodzko

basins.

The study area belongs almost entirely to Poland; only

the NW parts of the Bardo catchment belong to Czech

Republic. That division makes the data related to geo-

graphical characteristics of the entire investigated area (i.e.,

soil cover and land use) not compatible due to different

national classification criteria. Thus, the detailed statistical

data, that can be assumed as representative for the study

area, are available for Kłodzko County which is the

administrational unit covering 84.17% of the area of

interest.

The topography of the research area, i.e., Kłodzko

Valley and the upper Nysa Kłodzka basin surrounded by

mountain ranges, is responsible for its distinct microcli-

mate. Although the investigated catchments, as the entire

Sudety Mountains, are located in the cool temperate cli-

mate zone with marked maritime influences (Schmuck

1969), diversity between the main climate components is

noticeable. Average annual air temperature calculated for

the entire area of Kłodzko County is 6.3 �C (Geographic

Characteristic of Counties 2004). Allowing for the tem-

perature drop with altitude, it is lower than 1 �C at the

summits (Waroszewski et al. 2013). In contrast, in Kłodzko

Valley (most of Bystrzyca Kłodzka and _Zelazno sub-

catchments),, the annual average temperature rises to

approximately 7.4 �C (Schmuck 1969). The altitude influ-

ence is also clearly seen in the annual precipitation sums,

which vary from 590 mm in the lower parts of Kłodzko

Valley to about 1500 mm at the summits (Godek et al.

2015). The mean annual precipitation rate calculated for

the entire county is 803 mm (Geographic Characteristic of

Counties 2004), and at the altitude of 800 m a.s.l., annual

rainfall varies between 800 and 1000 mm (Latocha and

Migoń 2006). While the storms with rainfall intensity

20–50 mm/day are not considered to be abnormal (Piasecki

1996), catastrophic rainfall episodes with daily precipita-

tion exceeding 50 mm are observed rarely—a few times

per decade (Pawlik et al. 2013). Snow cover is present in

the Kłodzko station for average of 63 days (Bednorz 2011)

with the first occurrence in November and last in April.

In the river valleys of Nysa Kłodzka, Biała Lądecka,

Ścinawka, and lower reach of Bystrzyca Dusznicka, the

groundwater level does not exceed 2 m (Geographic

Characteristic of Counties 2004). It changes with the dis-

tance from the river, and 2–6 km from the channel, it

deepens to 10 m. The lowest water levels occur within the

mountain massifs and can reach depth of several tens of

meters.

The soil pattern is homogenous in the studied catch-

ments. The soil types of the region are mainly Brown

Earths and Podzoles. The river valleys are covered with

Fluvisoles (Geographic Characteristic of Counties 2004).

Data

The data which become inputs to TOPMODEL can be

divided into two groups, i.e., hydrometeorological time

series (temporal variability) and terrain characteristics

(spatial variability). The next two subsections correspond

to this classification. For the purpose of the experiment, 4

consecutive hydrologic years have been selected, abbrevi-

ated hereinafter as HYs (note that in Poland hydrologic

year begins on 1 November and finishes on 31 October).

These HYs are: 2009, 2010, 2011, and 2012. Only four

contributing basins which are mentioned and characterized

above are the focus of the study.
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Hydrometeorological time series

Time series of discharge, rainfall, and potential evapo-

transpiration are needed to calibrate TOPMODEL. They all

should be calculated in m/m2 per time step. The observed

river flow and precipitation data, sampled every 15 min,

are obtained from the above-mentioned Local System for

Flood Monitoring, known also as LSOP, courtesy of

Kłodzko County. However, potential evapotranspiration is

modelled empirically, and the same 15-min time step is

kept.

Since LSOP observes only water level, and thus, no

discharge is measured, there is a need to use rating curves

to calculate discharge time series. This has been done using

the tabulated rating curves for four gauges under study,

obtained courtesy of IMGW-PIB. The validity periods of

the rating curves were the following: for Bystrzyca

Kłodzka (06/11/2012), for Kłodzko (01/02/2013), for

Bardo (30/01/2013), and for _Zelazno (09/12/2012). For a

few model calibration exercises, the curves were slightly

newer, but the adequacy of their performance in calculating

discharges from LSOP-based water levels was confirmed

by the comparison with discharges measured by IMGW-

PIB. The tabulated rating curves, after applying the square-

root transformation to the discharge data, have been

approximated with high-order polynomials which have

been fitted using the least-squares method. Attention has

been paid to the uniqueness of the model solution,

specifically for low flows. The models have used to com-

pute discharge time series, expressed in m3/s, for four sites

under scrutiny, and sampling every 15 min have been

inherited from river stages. Since discharge data should be

expressed in m/m2 per time step, for each gauge, so cal-

culated discharge was multiplied by 15 9 60 (15 min

between consecutive discharge data times 60 s in a minute)

and divided it by basin area (expressed in m2).

Rainfall is measured in LSOP at 13 automatic weather

stations, and hourly precipitation rate is recorded every

15 min. The data have been recalculated to fit the 15-min

time step, and millimeters of rainfall have been converted

to m/m2 per time step. Since no continuous information on

precipitation field is provided, the Thyssen polygons have

been applied to relate rainfall to a given contributing basin.

Potential evapotranspiration has been computed empir-

ically, i.e., an averaged time series have been constructed.

It is assumed to be valid for every year. In our exercise, the

evapotranspiration data set is a combination (sum) of: the

daily-averaged potential evapotranspiration data for the

entire year (computed for each day of year as a mean

potential evapotranspiration on the corresponding days in

many years) and the diurnal harmonic variation computed

on the basis of the true sunrise and sunset times.

Due to the fact that the daily evapotranspiration data are

not available for Kłodzko Land, the daily potential evap-

otranspiration data for the nearest German site of Goerlitz

have been utilized, they were computed using the Turc–

Wendling method in frame of the NEYMO project. Since

Goerlitz is located approximately 140 km from the center

of Kłodzko Land, a scaling approach is proposed to

account for change in evapotranspiration between Goerlitz

and the considered sites in Kłodzko Land. Thus, the daily-

averaged evapotranspiration data for Goerlitz have been

multiplied by a constant number which was a ratio of: (1)

mean annual potential evapotranspiration between 1966

and 1995 in a single site in Kłodzko Land (499 mm for

Bystrzyca Kłodzka as well as 516 mm for Kłodzko, Bardo,

and _Zelazno); and (2) mean annual potential evapotran-

spiration between 1966 and 1995 in Zgorzelec which is

equal to 570 mm (Zgorzelec is a Polish town that forms an

entity with German town of Goerlitz). The resulting ratios,

computed using values published by Drabiński et al.

(2006), led to the calculation of daily-averaged potential

evapotranspiration data for basins above gauges in Bys-

trzyca Kłodzka, Kłodzko, Bardo and _Zelazno.

Diurnal harmonic variation was simulated on a basis of

true sunrise and sunset times. It was assumed that evapo-

transpiration is equal to zero in the night and starts growing

non-linearly after the sunrise, which reaches the daily

maximum and declines to zero at sunset. In this paper, the

day segment was modelled with a sinusoid and replicated

many times to reveal the same length as the above-men-

tioned daily evapotranspiration data. The similar, but not

entirely identical approach, was applied by Liu et al.

(2005). In our exercise, the mean value of the diurnal

components was subtracted, and such a procedure pre-

vented extra evapotranspiration values to occur when

integration over time was performed.

Subsequently, the data-based daily-averaged potential

evapotranspiration data were added to the mean-corrected

diurnal evapotranspiration component, leading to the ulti-

mate estimate of potential evapotranspiration.

A note should be given here on why the above-men-

tioned approach for estimating potential evapotranspiration

has been selected. The TOPMODEL configured as

described in this paper is used in the experimental multi-

model hydrologic ensemble prediction system, known as

HydroProg (Niedzielski et al. 2014). It is, therefore, natural

that for reference to the system itself and to the previously

published work on the use of TOPMODEL in HydroProg

(Niedzielski and Miziński 2017), the same settings of the

model should be kept to allow comparisons. However, it is

likely that the empirical method for estimating averaged

time series which is assumed to be valid for every year may

become one of the sources of calibration errors.
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Terrain characteristics

Topography of the investigated watersheds, as a major factor

influencing the TOPMODEL performance, was, in this

study, a subject of scrutiny. Digital Elevation Model for the

watersheds was interpolated to 25 m grid based on LiDAR

data. The grid size was this is a compromise between using a

lower resolution that causes a loss of information about

hillslope flow pathways, and a high resolution that is influ-

enced by noise (Nourani and Zanardo 2014). Based on the

flow accumulation maps generated using GIS tools, the TWI

value was assigned to each raster cell in the digital elevation

models of the watersheds. The classification of the values

into 16 classes (Blazkova and Beven 1997; Holländer et al.

2009) was performed to reduce the computation time, and

thus, the calculations were carried out for the topographic

index class instead of each individual value. Figure 3 shows

the frequency and the spatial distribution of the TWI values.

It is clearly seen that the highest values—which indicate

potential subsurface or surface contributing areas (Beven

1997)—are associated with the bases of slopes and the

stream valleys. These areas are characterized by large

contributing areas and relatively flat slopes. The mean TWI

for the watersheds varies from 6.34 for Bystrzyca Kłodzka

catchment, through 6.81 and 6.91 for _Zelazno and Kłodzko,

respectively, to the highest mean value of 7.37 obtained for

the Bardo catchment.

DEM was also used for the estimation of the delay

function which represents the time for a particle of water to

travel to the outlet. Based on the flow length map, each

watershed was divided into five zones, grouping the similar

values of the function. The simple matrix was prepared for

the further computations, with the first column indicating

average distance to the outlet and the second column rep-

resenting relative cumulative area of each zone.

Results

Parameter estimation

Although the TOPMODEL assumptions require relatively

small number of parameters that need to be estimated, the

Fig. 3 TWI values and its distribution in investigated catchments
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difficulty of the calibration is caused by the uncertainty of

the parameters (Kuczera and Mroczkowski 1998). In

addition, as Beven and Freer (2001b) stress out, a diverse

set of possible parameter values can produce similar

modeling results.

The Monte Carlo procedure, that has been proven to be

particularly useful for hydrological studies (Romanowicz

and Beven 2003), was carried out to estimate a set of

parameters that offer the best model performance. In this

paper, the Monte Carlo approach is used in association with

the uniform distribution, i.e., random sampling across the

specified parameter range is performed, assuming the same

probability of sampling each element. Table 3 shows the

ranges applied for each parameter based on the previous

studies and manual calibration. The ranges of the param-

eters were kept wider than the expected possible values for

the catchment (Freer et al. 1996). To enhance the certainty,

the number of simulations was set to 10,000. Further

increase of this number did not improve the final result and

required a more time-consuming computation. The proce-

dure was carried out for all above-mentioned catchments,

in each case study for the period of 1 hydrological year,

and the data from HY 2010, HY 2011, and HY 2012 were

taken as an input. Table 3 confirms the statement that

constraining the perfect parameter set is not possible and

the modeling needs to rely on the best performing, not

necessary actual, values. In the experiment, three inde-

pendent calibration exercises (HY 2010, HY 2011, and HY

2012) are carried out to show the level of variability of

model parameters and its impact on model performance.

Each parameter is equally important during the Monte

Carlo sampling, although the manual calibration showed

that four of the parameters—m, lnTe, Srmax, and vch—are

more meaningful, i.e., variation in their values influences

the model performance and the shape of the simulated

hydrograph most significantly. The highest sensitivity is

associated with m parameter, which represents the change

in the saturate hydraulic conductivity with depth. Small

values of m imply the quick flow and insignificant sub-

surface runoff, while large values indicate that more rain-

fall can infiltrate the soil, and thus, less water reaches the

outlet via surface route (Sigdel et al. 2011). For the

investigated catchments, m parameter range was kept wide,

assuming that the well-vegetated, deep-seated catchments

of the study area can be well characterized by the large

values of m. The next highly sensitive parameter, lnTe,

influences directly the shape of hydrograph. The quick

recession is associated with small values of the lnTe

parameter, while low values result in gradual fall of the

hydrograph limb after the peak, as a result of increasing

saturated transmissibility that may cause runoff delay. This

parameter draws a special attention in this study, since the

shape of the recession limb in the modelled hydrographs

often did not resemble the observed ones. Constrained

allowable range for this parameter was set to be between

- 2 and 1, and its value for the most efficient runs varies

from - 1.37 (Bystrzyca Kłodzka catchment, simulation for

2011) to 0.99 ( _Zelazno catchment, simulation for 2012).

The third parameter that was found to be sensitive,

although not as much as the previous ones, is the maximum

root zone deficit Srmax. The value of this parameter indi-

cates the influence of evapotranspiration on the hydrolog-

ical behavior of the catchment. Small root zone deficit (low

Srmax value) allows less water to be stored in the root zone

and hence available for evapotranspiration (Sigdel et al.

2011) what can lead to the increased runoff. An extended

knowledge of the catchment vegetation is necessary for the

Srmax calculation. The difference of the water contents at

field capacity and the permanent wilting point needs to be

multiplied by the rooting depth of the soil (Beven and Freer

2001a). Due to the lack of such detailed data, Srmax

parameter ranges were very wide (0–3 m). The best per-

forming parameter sets for the simulations for different HY

in the same catchment contained Srmax parameters with

Table 3 Parameter ranges applied for random sampling in the Monte Carlo procedure and their significance

Parameter Range Significance

qs0 Initial subsurface flow per unit area (m) 0 to 0.00004 Insensitive

lnTe Log of the areal average of T0 (m2/h) - 2 to 1 More sensitive

m Model parameter controlling the rate of decline of transmissivity in the soil profile 0 to 2 Highly sensitive

Sr0 Initial root zone storage deficit (m) 0 to 0.02 Insensitive

Srmax Maximum root zone storage deficit (m) 0 to 3 Sensitive

td Unsaturated zone time delay per unit storage deficit (h/m) 0 to 3 Less sensitive

vr Channel flow inside catchment (m/h) 800 to 1000 Sensitive

k0 Surface hydraulic conductivity (m/h) 0 to 0.01 Less sensitive

CD Capillary drive 0 to 5 Insensitive
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various values, and the estimation of the right span was

difficult. Constraining the ranges for the last highly sensi-

tive parameter did not cause such problems, since channel

flow velocity can be estimated by dividing the observed

discharge by the cross-sectional area of the stream. The

channel velocity varies along the stream, but for all the

investigated catchments, the best performed parameter sets

were generated when the each parameter range was set to

800–1000 m/s.

There final parameter values’ ranges presented in

Table 4 which yielded the best overall fit of the model

when executed for entire hydrograph for a HY.

Model performance

The calibration of the model was performed on all four

watersheds for HY 2010, HY 2011, and HY 2012. The

rainfall, discharge, and evapotranspiration data were con-

verted to 15-min time steps, and the Monte Carlo proce-

dure was performed to generate the best performing

parameters set out of 10,000 individual sets. Table 4 shows

the modeling results and the calibrated parameter values.

Obtained efficiency statistics as well as the parameter

ranges are not consistent for all catchments and all simu-

lation periods. For all of the catchments, TOPMODEL

achieved the best fit modeling the discharge in HY 2011.

The topography, land use, soils, and other characteristics of

terrain influencing the runoff generation were relatively

steady, but model efficiency statistics varied between the

modeling time periods, which proves that the model per-

formance measures are strongly dependent on weather

conditions.

The best performance of TOPMODEL was found for

Bystrzyca Kłodzka catchment in HY 2011, with

NSE = 0.78 and the correlation between observed and

simulated discharge of 0.89 (Fig. 4). Slightly less skillful

was TOPMODEL in Kłodzko catchment, with values of

the above-mentioned statistics of 0.66 and 0.83, respec-

tively. The model performance expressed by NSE[ 0.6 is

considered as satisfactory, also named as behavioral

(Beven and Freer 2001b). For two remaining catchments,

Bardo and _Zelazno, TOPMODEL was unable to simulate

the hydrograph with fair accuracy. In Bardo basin, the

modelled discharge was, for each time period, less accurate

as the mean of the observed data (NSE\ 0). For _Zelazno

catchment, this situation occurred for the HY 2012 data,

and the results for the remaining modeling periods, HY

2010 and HY 2011, were also not satisfactory, with

NSE = 0.31 and 0.42, respectively.

Based on the results of calibration using the yearly data,

the watersheds were categorized into three categories:

‘‘good’’—all obtained NSE[ 0, ‘‘acceptable’’—all

obtained NSE C 0, and ‘‘unacceptable’’—some obtained

NSE\ 0 (Blazkova et al. 2002). The third category, con-

taining two watersheds— _Zelazno and Bardo—was exclu-

ded from further analysis and the emphasis was put on

finding the underlying causes of model bad performance in

these basins.

Bardo is the biggest of the investigated catchments

(Fig. 2) and includes the basin of the left Nysa Kłodzka

river tributary—i.e., Ścinawka. Within this watershed,

there is only one meteorological station with rain gauge.

Hence, due to numerous local anomalies in the precipita-

tion field in the study area (orographic precipitation, rain

shadows), the precipitation measurements weighted by

Thiessen polygons are imprecise representation of real

spatial variability of rainfall. Both dense distribution of

measurements in the mountainous areas and relatively

small number of stations located on the plains and in the

NW part of Bardo watershed lead to the difficulty in

adjusting model parameters and, as result, in accurate

simulating discharge. _Zelazno is a watershed with the most

diverse topography; hence, the local anomalies in precipi-

tation occur more frequently and have greater impact on

model misrepresentation of the spatial rain pattern. It is

also considered that the soil properties in this forested

watershed (forests compose over 63% of land use) can

exhibit seasonal variability which is more significant than

in remaining watersheds. Further investigation into the

latter problem is needed, because Polish digital soil maps

provide information about soil properties only for agri-

cultural land (Drzewiecki et al. 2014), and thus, there are

no data for forested areas.

For Bystrzyca Kłodzka and Kłodzko watersheds, TOP-

MODEL performed better in predicting discharge than the

observed mean. The only exception is associated with

Kłodzko watershed in HY 2010, for which the model

predictions were exactly as accurate as the mean observed

discharge (NSE = 0.03). In the watershed where TOP-

MODEL performance was superior over the remaining

basins, i.e., Bystrzyca Kłodzka, the model obtained the

highest efficiency for HY 2011, what is consistent with

other watersheds investigated in HY 2011. It may

hypothesized that meteorological conditions in this HY

differed significantly from the remaining calibration HYs,

and the processes involved in these conditions can be better

represented by the model. This may be confirmed by the

analysis of rainfall and discharge patterns in Kłodzko sta-

tion (Table 5).

The primary difference in the shapes of hydrographs for

HYs 2010–2012 is the existence of a large mid-summer

peak as a result of major storm event occurring on 24/07/

2011. The peak was reconstructed well by the model—its

underestimation by over 20% is acceptable taking into
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Fig. 4 TOPMODEL simulation results for the Bystrzyca Kłodzka watershed
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account the magnitude of the event. The well-fitted parts of

the hydrograph include also recession curve after the main

peak, and modelling such situations is perceived as one of

the most problematic responses to be reconstructed by the

TOPMODEL (Sigdel et al. 2011). The model was able to

predict smaller peaks after the event and the estimation of

the base flow also improved after the main peak. The

biggest discrepancies between observed and simulated

runoff occur in the winter season. This is due to the limi-

tation of this simple version of TOPMODEL which does

not account for the water accumulated in snow cover.

Because the model uses the same parameters to estimate

the discharge during the whole simulation period, its values

need to be calibrated to produce the smallest overall pre-

diction error, for different hydrological settings. In such a

case, the model seems to provide superior fit to the large

peaks rather than to other hydrological situations. The

evaluation of model performance on a basis of NSE itself

can be misleading due to the inclination of this measure to

place emphasis on the larger errors, while the smaller ones

tend to be neglected. The acceptable performance of the

model during one extreme event contributes to good sta-

tistical performance for entire hydrograph and poor results

in the representation of the base flow. Although this dis-

crepancy occurs during long periods of simulation for low

flows, its impact on the overall efficiency measure is rather

small. The model parameters estimated with support of this

criterion produce a hydrograph that recreates peaks with

reasonable accuracy, but fails to match the observed

hydrograph during low flows. In 2011, despite the high

0.78 NSE, the model underestimated the mean discharge

by over 40%, similar to the HY 2012 with much lower NSE

of 0.29.

The same pattern can be observed in Kłodzko catch-

ment. In this case, the recession curve was not reproduced

as accurately and the overall model performance is lower

(NSE = 0.66) than in Bystrzyca Kłodzka catchment

(Fig. 5). The model does not provide a good representation

of hydrograph during the winter season, when discharge is

impacted by snow-melt and water can be stored in snow

cover. Similar situation was detected also on other hydro-

graphs for all the catchments, i.e., simulations for period

December–April were found to be inaccurate. This leads to

the conclusion that snow component should be included in

the model structure to properly reconstruct the hydrological

behavior of the investigated catchments in winter seasons.

To confirm the impact of this misrepresentation of the

hydrograph, the model was tested on the shorter periods

and the following section contains the results of this

simulations.

Optimal time span for simulations

The best performing watershed—Bystrzyca Kłodzka—was

chosen to conduct a detailed analysis of the model ability

to reproduce hydrological response during periods of dif-

ferent lengths. It was assumed, based on the shape of the

simulated hydrograph for entire year in relation to the

observed one, that the model performance during the

winter season will exhibit the lowest accuracy expressed by

the NSE. To determine the most optimal time span for the

model simulations, the periods of 1 week, 2 weeks,

3 weeks, 1 month, 2 months, 3 months, and 6 months were

taken into account. Table 6 shows the results for HY 2011,

where a given time span (e.g., 1 week of data) was itera-

tively moved forward by 1 day (which corresponds to 96

observations) to rerun simulations and get a set of statistics.

Figure 6 depicts the variability in achieved NSE values for

2-week, 1-month, and 6-month periods.

The overall performance of a model for particular time

period was judged subjectively by comparing the efficiency

measures obtained by each simulation independently. To

shorten the time-consuming calculations, the number of

simulations in the Monte Carlo procedure has been reduced

from 10,000 to 1000. It was impossible to find the timespan

that would give satisfactory results for all hydrological

settings, and this is clearly seen when analyzing winter

seasons. The mean NSE, calculated for a window of a

given length moved in a stepwise way through the entire

year, is severely impacted by the low values representing

the periods in winter season. Most sensitive to this effect,

and thus producing dispersed values, were shorter peri-

ods—standard deviation of NSE for the 1-week period

exceeds 2 m3/s. The NSE of the best-fitted parameter set in

all periods is very high, namely of 0.95–0.97, but these

values relate mostly to the time spans when the discharge

rate is stable and this stability is expressed properly by the

model. To avoid the positive bias, percentage of the

parameter sets that can be considered behavioral

(NSE[ 0.6) and percentage of the parameter sets that

perform better than the mean of observed values

(NSE[ 0) have been calculated. The variability of the

mean NSE among the investigated periods is high, but the

ratio of behavioral parameter sets and especially parameter

sets with NSE[ 0 is much more stable. The NSE

decreases rapidly after each peak caused by the snow-melt

Table 5 Rainfall and discharge patterns in Kłodzko station and the

NSE values obtained in the simulations

2010 2011 2012

Mean observed discharge (m3/s) 3.11 3.82 4.81

Mean simulated discharge (m3/s) 3.61 2.27 2.92

NSE 0.29 0.78 0.32

Precipitation (mm) 748 758 836
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as indicated in Fig. 6. Another major dip corresponds to the

storm from 24 July 2011, when the underestimation of the

main peak flow affects the NSE value. The best perfor-

mance of the model was noticed for the 6-month period.

Just after the winter season, the NSE values rise gradually

and reach a plateau of NSE[ 0.9 beginning with the

simulations starting at the end of March. It has been

noticed that for the longer time spans, the model was able

to simulate the major peak from 24 July 2011 with higher

accuracy.

Further analysis of the impact of the snow component

was performed by limiting the modeling to period without

snow cover: April to October for HY 2010, 2011, and

2012. Univariate analysis of the simulated discharge in

comparison to the calculations for entire HY as well as

NSE values confirms that the model performance is highly

influenced by the snow-melt component (Table 7). For the

best performing HY 2011, as predicted in optimal time

span analysis, the NSE value was as high as 0.93 for the

months without snow cover in comparison to 0.78 for

entire year. The goodness-of-fit for simulations in HY 2010

and 2012 was also significantly enhanced by limiting

modeling to the April–October period. NSE value for HY

2010 increased from 0.29 to 0.62 reaching the behavioral

threshold; and in HY 2012, the value of NSE raised from

Fig. 5 TOPMODEL simulation results for the Kłodzko watershed in HY 2011

Table 6 Comparison of simulation results for chosen period lengths for Bystrzyca Kłodzka catchment in HY 2011

Time span 1 week 2 weeks 3 weeks 1 month 2 months 3 months 6 months

Number of simulations 359 352 345 336 306 276 246

Number of time steps in each simulation 672 1344 2016 2880 5760 8640 11,520

Mean NSE - 0.52 0.09 0.22 0.28 0.34 0.39 0.41

Std dev. NSE 2.22 5.25 0.53 0.48 0.43 0.44 0.44

Best NSE 0.98 0.97 0.95 0.96 0.96 0.96 0.95

NSE[ 0.6 (%) 25.07 26.42 25.79 26.78 30.06 32.97 42.27

NSE[ 0 (%) 62.67 67.04 70.14 72.32 70.26 73.18 75.61

Mean RMSE 1.69 2.00 2.18 2.34 2.74 2.90 2.92

NSE Nash–Sutcliffe efficiency, RMSE root-mean-square error (m3/s)
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0.32 to 0.57. It should also be noted that for the experiment

limited to the April–October period (Table 7).

Finally, it is worth noting that there were applications of

TOPMODEL in temperate cold climate for which snow-melt

component was not included (Lamb et al. 1997). This sup-

ports our approach and the comparison presented in Table 7.

Model validation

The optimized parameter set from HY 2011 in the best

performing watershed Bystrzyca Kłodzka was applied to

the same watershed for the HY 2009 to validate the model.

In the validation exercise, the 6-month time span was used

as it was shown to be the data length for which model skills

were the superior over all the studied cases (Table 6).

Thyssen polygons for spatial distribution of rainfall data

were recalculated because of the lack of precipitation data

in one of the station used for HY 2010–2012. Precipitation

data from station located 8 km away were used as a

substitute.

Validation performed for entire 2009 HY showed that

the hydrograph fails to match with the observed one at the

beginning of the year, during the snow-melting period.

Following the procedure described in ‘‘Optimal time span

for simulations’’, the simulations were limited to the

shorter time spans, focusing on the period without snow

cover and using the best performing parameter set cali-

brated for Bystrzyca catchment for the months without

snow cover.

Model performed best for the summer and fall months,

with the exception of the period from mid-June to mid-

July, where the simulated hydrograph failed to match the

observed one. Figure 7 shows the results of the validation

preformed on the late summer months of the 2009 HY. The

NSE value obtained for depicted time span was 0.73; and

limiting the simulation period to only the months of August

and September, the NSE value reaches 0.87 and predicts

accurately the recession curve. Despite the high value of

NSE and relatively accurate representation of the first peak,

the hydrograph significantly underestimates the second

peak in the period of simulation.

Validation showed satisfactory results also for the

month of May 2009 (Fig. 8). The NSE of 0.63 is above the

0.6 threshold for being classified as behavioral. Similar to

the above described period, the peaks of the hydrograph are

underestimated and the model fails to predict accurately the

last peak in the period showing only a slight rise in the

discharge rates, when the observed values form the largest

peak in this time span.

The poor performance of the model for the validation

period of entire 2009 HY as well as the months without

snow cover can be explained by the uniqueness of condi-

tions in the best performing 2011 HY, when the intense

precipitation and very high discharge rates in the major

peak from 24 July 2011 resulted in calibration of the

parameters performing best in this unique conditions and

failing to simulate the hydrograph in less extreme cir-

cumstances. Despite that, there were time spans in the

validation period that the model demonstrated satisfactory

results, only slightly lower than the values obtained during

calibration period.

Fig. 6 Performance of TOPMODEL as a function of span of data used to calibrate the model

Table 7 Comparison of statistics for model performance in Bystrzyca

catchment for entire HY and for months without snow cover (April–

October)

HY IV–X

2010 2011 2012 2010 2011 2012

NSE 0.29 0.78 0.32 0.62 0.93 0.57

Standard dev. 3.19 5.91 4.01 6.12 7.32 7.01
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Conclusions

TOPMODEL was successfully applied to four subcatch-

ments of the upper Nysa Kłodzka river basin, but was able

to reproduce the main pattern of the hydrograph with

acceptable accuracy only for two of them. The conclusions

are the following.

1. Poor performance of the model in two catchments can

have variety of reasons, including input data error,

calibration inaccuracy, parameter uncertainty, and

model structure. The most probable cause of

Fig. 7 Validation of

TOPMODEL for the Bystrzyca

Kłodzka watershed

Fig. 8 Validation of

TOPMODEL for the Bystrzyca

Kłodzka watershed in the month

of May 2009
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misrepresentation of hydrograph lies in the snow-melt

component that is not included in this basic version of

TOPMODEL. A more sophisticated structure of the

response function needs to be used to improve the

TOPMODEL performance in all of the investigated

watersheds. Low accuracy of the model can also be

effect of the model inability to represent distributed

rainfall pattern.

2. Complicated environment and lack of soil data make

the calibration of parameters challenging. The Monte

Carlo simulation produces the most suitable parameter

sets, but they may not correspond to the actual

conditions in the watershed.

3. It has been found that the goodness-of-fit increases

along with time span of data used for TOPMODEL

calibration, and among the studied periods, the half-

year solution produces the best agreement between

data and model simulations. However, such estimates

cannot be treated as global ones, since they are highly

dependent on hydrological settings and weather

conditions.

4. Simulations that do not include winter season provided

promising results, the NSE for nearly half of the

simulations using 6-month time span of data for

Bystrzyca Kłodzka catchment are higher than 0.6.

5. Snow cover was found to impact the model perfor-

mance, i.e., when the analysis is limited to snow-free

months, the NSE values are considerably higher than

for the entire year which includes periods of snow

cover occurrence.

6. Validation performed using the best set of parameters

obtained during calibration for the best performing

watershed was found to demonstrate satisfactory

results (obtained just slightly lower NSE values than

during calibration period), but only for shorter time

spans and failed to simulate the hydrograph for the

entire HY used as validation period.

Acknowledgements The research has been financed by the National

Science Centre (Poland), research Project no. 2011/01/D/ST10/04171

under leadership of Dr. hab. Tomasz Niedzielski, Professor at the

University of Wrocław (Poland). The authors thank the authorities of

the County Office in Kłodzko for productive partnership and pro-

viding us with the data of the Local Flood Monitoring System

(Lokalny System Osłony Przeciwpowodziowej–LSOP). The tabulated

rating curves have been acquired from the Institute of Meteorology

and Water Management, National Research Institute (Poland). Sin-

cere gratitude needs to be expressed to Prof. Renata Romanowicz for

the guidance and support in clarifying the model concepts and

nuances. Further thanks go to Prof. Helena Mitasova who provided

comments and valuable suggestions during the last stage of project.

We also thank Dr. Wouter Buytaert for unveiling the details of the

source code. The daily evapotranspiration data for Goerlitz were

obtained courtesy of the KLAPS/NEYMO projects, and we wish to
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Krause P, Boyle DP, Bäse F (2005) Comparison of different

efficiency criteria for hydrological model assessment. Adv

Geosci 5:89–97

Kuczera G, Mroczkowski M (1998) Assessment of hydrologic

parameter uncertainty and the worth of multiresponse data.

Water Resour Res 34(4):751–763

Lamb R, Beven KJ, Myrabø S (1997) Discharge and water

table predictions using a generalized TOPMODEL formulation

source. Hydrol Process 11(9):1145–1167
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Piñol J, Beven K, Freer J (1997) Modelling the hydrological response

of mediterranean catchments, Prades, Catalonia. The use of

distributed models as aids to hypothesis formulation. Hydrol

Process 11(9):1287–1306

Quinn PF, Beven KJ (1993) Spatial and temporal predictions of soil

moisture dynamics, runoff, variable source areas and evapotran-

spiration for plynlimon, mid-wales. Hydrol Process

7(4):425–448

Robson A, Beven K, Neal C (1992) Towards identifying sources of

subsurface flow: a comparison of components identified by a

physically based runoff model and those determined by chemical

mixing techniques. Hydrol Process 6(2):199–214

Romanowicz RJ (2007) Data based mechanistic model for low flows:

implications for the effects of climate change. J Hydrol

336:74–83

Romanowicz R, Beven K (2003) Estimation of flood inundation

probabilities as conditioned on event inundation maps. Water

Resour Res 39(3):1073–1085

Schmuck A (1969) Meteorologia i klimatologia dla WSR. PWN,

Warszawa

Shrestha S, Bastola S, Babel MS, Dulal KN, Magome J, Hapuar-

achchi HAP, Takeuchi K (2007) The assessment of spatial and

temporal transferability of a physically based distributed hydro-

logical model parameters in different physiographic regions of

Nepal. J Hydrol 347:153–172

Sigdel A, Jha R, Bhatta D, Abou-Shanab RAI, Sapireddy VR, Jeon

B-H (2011) Applicability of TOPMODEL in the catchments of

Nepal: Bagmati River Basin. Geosyst Eng 14(4):181–190

Sun S, Deng H (2004) A study of rainfall-runoff response in a

catchment using TOPMODEL. Adv Atmos Sci 21(1):87–95
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Abstract
Annual cycles in the geocenter motion time series are primarily driven by mass changes in the Earth’s hydrologic system,

which includes land hydrology, atmosphere, and oceans. Seasonal variations of the geocenter motion have been reliably

determined according to Sun et al. (J Geophys Res Solid Earth 121(11):8352–8370, 2016) by combining the Gravity

Recovery And Climate Experiment (GRACE) data with an ocean model output. In this study, we reconstructed the

observed seasonal geocenter motion with geophysical model predictions of mass variations in the polar ice sheets,

continental glaciers, terrestrial water storage (TWS), and atmosphere and dynamic ocean (AO). The reconstructed geo-

center motion time series is shown to be in close agreement with the solution based on GRACE data supporting with an

ocean bottom pressure model. Over 85% of the observed geocenter motion time series, variance can be explained by the

reconstructed solution, which allows a further investigation of the driving mechanisms. We then demonstrated that AO

component accounts for 54, 62, and 25% of the observed geocenter motion variances in the X, Y, and Z directions,

respectively. The TWS component alone explains 42, 32, and 39% of the observed variances. The net mass changes over

oceans together with self-attraction and loading effects also contribute significantly (about 30%) to the seasonal geocenter

motion in the X and Z directions. Other contributing sources, on the other hand, have marginal (less than 10%) impact on

the seasonal variations but introduce a linear trend in the time series.

Keywords Geocenter motion � Mass transportation � GRACE � Degree 1 coefficients

Introduction

Geocenter motion is usually defined as the relative move-

ment of the center-of-mass (CM) of the entire Earth system

with respect to the center-of-figure (CF) of the solid Earth

surface (e.g., Petit and Luzum 2010; Ray 1999). Its non-

tidal portion is primarily driven by redistributing masses

both on the Earth’s surface and inside the solid Earth.

Detectable solid Earth contributions including those due to

glacial isostatic adjustment (GIA) and very large

earthquakes only affect the linear trend estimates of the

geocenter motion time series. Mass changes in the Earth’s

outer fluid layers, such as atmosphere, oceans, terrestrial

water, glaciers, and ice sheets, are responsible for both

seasonal and linear variations in the geocenter motion time

series.

In the CF reference frames, geocenter motion is equiv-

alent to the degree 1 terms (C10, C11, and S11) of the

temporal variations of the gravity field. It can be deter-

mined with traditional geodetic techniques such as the

satellite laser ranging (SLR), the global navigation satellite

system (GNSS), and the Doppler orbiography and

radiopositioning integrated by satellite (DORIS). These

techniques are called direct methods, since they use ground

tracking stations anchored to the solid Earth to observe

satellites orbiting about the CM and can directly build a

link between the CM and the CF (e.g., Cheng et al. 2013;

Meindl et al. 2013; Feissel-Vernier et al. 2006). However,

the quality of the corresponding products is limited by the

deficiency in modeling the satellite dynamics and the so-

called network effect. The network effect affects all direct
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methods, since the employed ground tracking networks are

sparse or not evenly distributed that they are realizing the

center-of-network (CN) rather than the CF (Wu et al.

2003). It is reported recently that the network effect can be

as large as the geocenter motion itself (Zannat and Tre-

goning 2017a, b). Geocenter motion can also be inverted if

the global solid Earth deformation is measured at GPS sites

(Blewitt et al. 2001). This is because the translation of the

geocenter is always companioned with a unique degree 1

load induced solid Earth deformation (Blewitt 2003). Other

variants of the GPS inversion method are emerged to

overcome several problems with this approach. For

example, GRACE data are incorporated to better isolate the

degree 1 related signals and ocean bottom pressure (OBP)

model predictions are used as pseudo observations to

improve the data coverage (e.g., Kusche and Schrama

2005; Wu et al. 2006). Swenson et al. (2008) proposed to

estimate degree 1 coefficients by combing GRACE data

with an OBP model. Such a method has been further

developed by Sun et al. (2016a) to also estimate J2 coef-

ficients. The resulting J2 solution is well compared to the

SLR solutions, which are currently the most accurate

source for J2 (Meyrath et al. 2017). Sun et al. (2016b)

further verified and refined the estimates by implementing

a simulation study and optimizing the parameter settings.

The geocenter motion estimates are proved to be accurate

in terms of estimating surface mass changes when com-

panioned with GRACE data (Sun et al. 2017). Hereafter,

such a method is called the GRACE-OBP approach.

Finally, geocenter motion can be reconstructed with

geophysical models. Many researchers have compared

observed geocenter motion time series with their recon-

structed solutions based on modeled mass variations of

atmosphere, oceans, terrestrial water, glaciers and ice

sheets, etc. (e.g., Dong et al. 1997; Chen et al. 1999; Dong

et al. 2014; Collilieux et al. 2010). However, all the former

efforts compared modeled geocenter motion with those

based on solutions from the direct method, such as SLR

and DORIS. The geocenter motion time series is poorly

compared due to both systematic errors in the observations

and deficiencies in the less constrained geophysical mod-

els. In this study, we reconstructed a new geocenter motion

time series based on available state-of-the-art geophysical

models and compared it with the GRACE-OBP solution.

By doing so, we obtain in-depth knowledge of the geo-

physical interpretation of geocenter motion. According to

Sun et al. (2016b), the linear trends in geocenter motion

time series from the GRACE-OBP method are largely

dependent on the applied GIA model, which still carry

large uncertainties. Therefore, the comparison is focused

on the seasonal geocenter motion arising from the present-

day mass transport (PDMT). Linear trends in the geocenter

motion time series originate from the solid Earth, and the

mass loading is not considered at the time being.

Geocenter motion time series
from the GRACE-OBP method

We have implemented the GRACE-OBP approach using

the implementation parameters suggested by Sun et al.

(2016b) in order to optimize the estimates of the seasonal

variations in the resulting geocenter motion time series. In

that study, the authors identified those parameters with an

end-to-end simulation. That is, self-attraction and loading

(SAL) effects are activated when distributing ocean waters;

a buffer zone of 200 km wide is used to avoid signal

leakage from continent to oceans due to the coarse spatial

resolution of the GRACE data; the input GRACE solutions

are truncated at degree 45. These parameter settings are

applicable for all GRACE solutions.

The GRACE-OBP method requires two data sets

including the GRACE data and the degree 1 component of

an OBP model. The input GRACE data are in the form of

Stoke coefficients directly taken from the level-2 product

(known as GSM). To obtain those GSM coefficients, high-

frequency atmospheric and dynamic ocean effects are

modeled and subtracted from raw GRACE data at early

stages using the Atmosphere and Ocean Dealiasing level-

1B (AOD1B) product (Flechtner and Dobslaw 2013).

Therefore, GSM coefficients should contain no atmo-

spheric and dynamic ocean (AO) effects provided that the

AOD1B product is perfect. Monthly averages of AOD1B

coefficients are stored in the GAC files. The projection of

GAC on the oceans is an OBP model and stored in the

GAD files. According to Swenson et al. (2008), when

working with GSM coefficients, the degree 1 coefficients

of the GAD need to be removed from the input degree 1

coefficients of the applied OBP model for consistency.

Therefore, if we apply the OBP model extracted from the

AOD1B product as the input of the GRACE-OBP method,

the input OBP degree 1 coefficients becomes zeros. At the

same time, the obtained geocenter motion contains no AO

effects, and need to add back the GAC degree 1 coeffi-

cients to obtain the full geocenter motion.

In this study, we obtain geocenter motion time series

based on the latest GRACE solutions from three official

centers, namely, the Center for Space Research (CSR)

RL05 solution (Bettadpur 2012), the Geo Forschungs

Zentrum (GFZ) RL05a solution (Dahle et al. 2013), and

the Jet Propulsion Laboratory (JPL) RL05 solution (Wat-

kins 2012) (see Fig. 1). All three solutions are using the

same AOD1B product, and the input OBP degree 1 coef-

ficients are also the same. Therefore, the resulting geo-

center motion time series are somewhat correlated. The
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good comparison of the results, however, show that the

geocenter motion estimates are not sensitive to the choice

of GRACE solutions. We believe that the average of the

three geocener motion time series should be sufficiently

representative.

It is now clear that the AO mass variations are the

monthly averages derived from the AOD1B product. The

AOD1B product is based on the European Center for

Medium-Range Weather Forecasts (ECMWF) (Dee et al.

2011) and the Ocean Model for Circulation and Tides

(OMCT) (Thomas 2002), which is driven by the ECMWF.

The contributions of the AO mass variations are shown in

Fig. 2. As mentioned above, the total geocenter motion

time series can be found by restoring these contributions to

the GRACE-OBP solution. The AO mass variations con-

tribute significantly to the climate-driven seasonal

Fig. 1 Geocenter motion time

series estimated from the

GRACE-OBP approach. The

gray, blue, and red time series

are results based on GFZ RL05,

JPL RL05, and CSR RL05

GRACE solutions, respectively.

The linear trends are removed

from all time series, which

implies that the GIA signals are

not included. The AO effects

predicted by the dealiasing

product AOD1B are not

restored

(a) (b) (c)

Fig. 2 Geocenter motion due to AO. a–c X, Y, and Z geocenter motion

components, respectively. OBP denotes the ocean bottom pressure,

which is based on the GAD product. Note that the atmospheric

contribution over oceans is also included due to the inverted

barometer effect. ATM represents the GAC-GAD and represent the

contribution of continental atmosphere. AO is the combination of

OBP and ATM
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geocenter motion. The GRACE-OBP approach assumes

that the AO-induced geocenter motion is known and

accurate. This, however, is not necessarily true. Sun et al.

(2016b) implemented the GRACE-OBP method while

using an alternative OBP model, i.e., the estimating the

circulation and climate of the ocean (ECCO) (Fukumori

2002; Kim et al. 2007). They found that the annual

amplitudes of degree 1 coefficients are different within

15%. For annual phase estimates, the largest differences

are 11 days. The differences caused using two OBP models

are not significant, but still need to be further analyzed in

future studies. This, however, is not the primary purpose of

this study.

Geocenter motion predicted by geophysical
models

It is well known that seasonal geocenter motion is pri-

marily driven by surface mass loading, which can be

attributed to multiple sources. The AO effects have already

been given in ‘‘Geocenter motion time series from the

GRACE-OBP method’’. Here, we consider the contribu-

tions of mass variations over both Antarctica and Green-

land ice sheets, continental glaciers, terrestrial water

storage, as well as total ocean mass changes. By summing

up all these contributors, one should be able to reconstruct

the GRACE-OBP-based geocenter motion solution.

We first obtain mass loading fields represented in terms

of equivalent water height from geophysical models on a

monthly basis. Then, the degree 1 mass coefficients are

estimated by performing spherical harmonic analysis and

converted to geocenter motion estimates. In the following,

we give a brief introduction of the geophysical models

used.

Ice sheets and continental glaciers

Mass changes over ice sheets as well as continental glaciers

can be obtained from several methodologies. It can be

estimated using GRACE gravimetry measurements (Jacob

et al. 2012), altimetry measurements (Zwally et al. 2005)

and the input–output method (Rignot et al. 2008). How-

ever, solutions from all techniques have reconciled esti-

mates of ice-sheet mass balance recently (Shepherd et al.

2012).

Here, for both Antarctica and Greenland ice sheets, we

use the input–output method to estimate their mass varia-

tions following Frederikse et al. (2016). The input comes

from the Regional Atmospheric Climate Model (RACMO)

2.3 (van de Berg and Medley 2016; Noël et al. 2015;

Wessem et al. 2014) surface mass balance (SMB), while

the output is the ice discharge acceleration which can be

taken from van den Broeke et al. (2016) for Greenland (6.6

Gt year�1) and Rignot et al. (2011) for Antarctica (9.0 Gt

year�1). The contribution of ice sheets is further validated

by the estimates from the Ice-sheet Mass Balance Inter-

comparison Exercise (IMBIE) project and GRACE data.

The Antarctica and Greenland ice-sheet mass variations are

denoted as ANT and GRE hereafter.

For continental glaciers mass balance (GLA), we use the

estimates based on Marzeion et al. (2015). So far, only

annual observations in the glacier mass balance are avail-

able. Although monthly data are obtained based on linear

interpolation, it hardly contributes to any seasonal changes

of the geocenter motion. However, we still decided to

include it for completeness.

Terrestrial water storage

Terrestrial water storage (TWS) includes the contribution

from soil moisture, snow, surface water, and groundwater,

etc. It is critical in the global hydrology system. Due to the

lack of global-scale data constraints, the TWS is currently

modeled with data assimilation techniques. As a result, the

large-scale mass redistribution derived from a TWS model

may not be accurate. Here, we choose the Global land data

assimilation system (GLDAS) products, which currently

contains only the snow, soil moisture, and canopy water.

The groundwater as well as separate surface water com-

ponents such as rivers and lakes, on the other hand, are not

included. GLDAS has four different models including

Noah model (NOAH), the community land model (CLM),

the Mosaic model (MOS), and the variable infiltration

capacity model (VIC) (Rodell et al. 2004). We integrated

the snow, canopy water, and all soil moisture layers for

each of the four models to obtain the total water content.

The uncertainties of these models are not available and we

expect using the average of them allows for the removal of

some random noises in the geocenter motion time series.

However, the CLM model failed to predict the seasonal

variabilities in the geocenter motion time series (see

Fig. 3). Therefore, we take the average of NOAH, VIC, and

MOS models as the final solution of the GLDAS model.

Another commonly used model, the WaterGAP Global

Hydrology Model (WGHM), is also used for the purpose of

mutual comparisons. In this study, the WGHM TWS is

kindly provided by Müller Schmied (personal communi-

cation) based on the latest WaterGAP 2.2 c model

(Müller Schmied et al. 2014, 2016). Different from the

GLDAS model, the WGHM model also computes the

variations in groundwater storage.

It is also worth noting that Greenland and its periphery

area (300 km) are masked out from both models as snow,

and ice dynamics are poorly modeled there.
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Self-attraction and loading effects

The geophysical models adopted in this study are not

coupled meaning that the sum of all these models does not

ensure the mass conservation of the entire Earth system.

This problem was usually ignored in former efforts and is

recently solved by applying the so-called Greatbatch cor-

rection. This correction simply adds/removes a thin uni-

form layer of water from oceans to balance the mass

variations from all other components combined (e.g.,

Swenson et al. 2008; Dong et al. 2014). However, such a

uniform distribution is not realistic as it ignores the impact

of SAL effects. Regional mass redistributes modify the

Earth’s gravity field and ocean waters will passively

redistribute to align with the newly formed equipotential

surface. The water flows in to or out from the ocean basins

will not be distributed over oceans as a uniform layer but

following certain patterns known as fingerprints (e.g.,

Tamisiea et al. 2010), which can be computed through the

sea-level equation (e.g., Farrell and Clark 1976; Mitrovica

et al. 2001). Therefore, we take into account these effects

to obtain more realistic geocenter motion estimates due to

total ocean mass variations (OCN).

Results

In Fig. 4, we show the five considered contributing sources

of geocenter motion excluding the AO component. The

most important contributing source of the seasonal signals

in geocenter motion is the TWS and the OCN. As discussed

above, the OCN needs to balance out the sum of mass

changes from all other components to ensure the total mass

conservation in the Earth system, the OCN-induced geo-

center motion is thus strongly correlated with the combi-

nation of other contributing sources. we show the geocenter

motion time series derived from GLDAS and WGHM

models (see Fig. 5). Both solutions are featured with clear

and similar seasonal variations. Switching only the

hydrology models used for the TWS component while

keeping all other geophysical models unchanged will also

change the OCN-induced geocenter motion accordingly

(see Fig. 6).

In Fig. 7, we show the reconstructed geocenter motion

time series by combining all the components shown in

Fig. 4. On top of the reconstructed time series, the

GRACE-OBP solution is also shown as the reference. We

further estimate the amplitude and phase of the annual

variations of the geocenter motion to facilitate a more

detailed comparison between the reconstructed and

observed solutions (see Table 1). In Table 2, we calculate

the variance of the observed geocenter motion explained by

individual components of the considered contributing

sources. The explained variance (R) is defined as

R ¼ 1 � var\obs � rec[ =var\obs[ , where obs rep-

resent the GRACE-OBP solution after restoring the GAC

product (the AO effects), rec denotes the reconstructed

solution).

In the upper row of Fig. 7, we show the reconstructed

geocenter motion solutions with (Panel a) and without

(Panel b) adding back the AO effects. The TWS component

is estimated from the GLDAS model. In the lower row, the

only difference from the upper ones is that the TWS

component is modeled using the WGHM model. Without

considering the AO effects, the observed GSM-like geo-

center motion time series are well recovered by the

selected geophysical contributions in the X and Z directions

(Panels a, c), with the reconstructed solution explaining

about 80% of the variance in the observed one (see

Table 2). All the main features in the observed geocenter

motion time series are well explained. The annual ampli-

tude and phase are also relatively close. The mean annual

(a) (b) (c)

Fig. 3 Geocenter motion due to GLDAS NOAH, VIC, MOS, and CLM models
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amplitudes of the two reconstructed solutions are 1.47 and

3.04 mm, respectively, for the X and Z component, which

are quite close to those from the observed solution (1.56

and 2.82 mm). The annual phases of either of the two

reconstructed solutions are also close to the observed

solution (within 2 weeks). Unfortunately, the agreement is

(a) (b) (c)

Fig. 4 Contributing sources of the GSM-like geocenter motion. GSM-like means that the AO component is not included

(a) (b) (c)

Fig. 5 Geocenter motion due to GLDAS and WGHM models

(a) (b) (c)

Fig. 6 Geocenter motion due to OCN component
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(a) (b)

(d)(c)

Fig. 7 Comparison between the reconstructed and the estimated

geocenter motion time series. Geocenter components X, Y and Z are

shown in the top, middle, and bottom of the panels. a, c The GSM-

like time series which do not include the AO effects. b, d The total

geocenter motion time series, which are the GSM-like geocenter

motion time series plus the AO effects. The only difference between

the upper panels and lower panels is the TWS component used to

obtain the reconstructed solutions. The GLDAS model is used for the

plots in the upper panels, while the WGHM model is used in the

lower ones

Table 1 Annual variations of the reconstructed and GRACE-OBP-based geocenter motion time series

X (C11) Y (S11) Z (C10)

Amp (mm) Pha (day) Amp (mm) Pha (day) Amp (mm) Pha (day)

GRACE-OBP 1:56 � 0:08 86 � 3 1:60 � 0:07 301 � 3 2:82 � 0:09 86 � 2

Reconstructed GLDAS 1:72 � 0:06 83 � 2 1:00 � 0:05 294 � 4 2:96 � 0:08 81 � 2

Reconstructed WGHM 1:22 � 0:04 72 � 2 0:98 � 0:05 279 � 3 3:12 � 0:05 72 � 1

TOT GRACE-OBP 2:28 � 0:13 52 � 3 2:79 � 0:09 327 � 2 2:92 � 0:18 69 � 3

TOT reconstructed GLDAS 2:47 � 0:10 51 � 2 2:22 � 0:09 331 � 2 3:12 � 0:16 65 � 3

TOT reconstructed WGHM 2:19 � 0:10 39 � 3 2:04 � 0:07 327 � 2 3:41 � 0:14 57 � 2

Note that the uncertainties shown are formal errors, which are estimated from the post-fit residuals and do not reflect the real uncertainty of the

estimates
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less well in the Y direction as only about 60% of the

variance has been explained. This is also reflected in the

annual amplitude estimate (1.6 mm for the observed

solution and only about 1 mm for the reconstructed solu-

tions). Since the seasonal variations mainly come from the

TWS component in this direction, the discrepancies can be

largely attributed to the model deficiencies in both GLDAS

and WGHM models. After restoring the AO effects (Panel

b, d), we notice that the full geocenter motion time series

variance can be explained by over 85% using either of the

two hydrology models. The annual amplitudes and phases

are in line with solutions based on other techniques and

thus can be considered as reasonable.

In view of the good agreement of the reconstructed

geocenter motions and the observed solution, it is possible

for us to quantify the contribution of each component in the

Earth system to the total geocenter motion. We show this

result also in terms of explained variance (see Table 2), but

based on a slightly different definition, i.e.,

R ¼ 1 � var\obs � com[ =var\obs[ , with com the

individual contributing sources. The melting of the conti-

nental glaciers and the polar ice sheets dominate the linear

trend estimates in the geocenter motion time series (see

Fig. 4). They, however, have only minor contributions to

the seasonal signals in the geocenter motion time series.

Glaciers contribute negligibly to all three components as

expected. Ice sheets have a slightly larger contribution in

the Z direction, but still explain less than 10% of the

observed variance.

Atmosphere and dynamic ocean is the largest con-

tributing source for seasonal geocenter motion in both

X and Y components. When combined, they explain 54 and

62% of the variance in those two directions, respectively.

In the Z direction, it accounts for 25% of the variance.

TWS is another major contributing source. Based on the

GLDAS model, it explains about 40% of the observed

variances in the X, Y, and Z directions. However, the

Z geocenter motion is much better explained when using

the WGHM model (67%). This is probably because the

WGHM model also models the groundwater component.

Finally, ocean mass variations due to ocean–land mass

exchanges also play a critical role in recovering the

observed X and Z geocenter time series. Such a contribu-

tion is responsible for about 30% of the observed X and

Z component variances, respectively. The minor impact on

the Y component is expected, since the Y component of

geocenter motion is mostly influenced by continental mass

changes rather than oceanic ones (Chen et al. 1999).

Conclusions and discussion

In this study, we use geophysical models to reproduce the

seasonal geocenter motion time series estimated from the

GRACE-OBP approach. For the time being, AO effects

modeled by the GAC products are assumed to be accurate.

Under this assumption, we conclude that the AO and TWS

components and the associating ocean responses are the

main contributors to the seasonal variations in geocenter

motion. They combined explain almost the entire seasonal

variations in geocenter motion time series. The contribu-

tion from ANT and GRE, on the other hand, is rather

limited. Currently, we are still not able to accurately

determine the contribution of continental glaciers due to

the low temporal resolution of the observations.

The geocenter motion in the Y direction, unlike those in

the other two directions, is not that well explained by the

selected geophysical models. This is probably due to the

lack or mis-modeling of groundwater component in the

GLDAS and WGHM models. Note that WGHM claims to

contain the groundwater component and works indeed

better than that of the GLDAS model. This becomes evi-

dent as the reconstructed geocenter motion involving the

WGHM model explains the observed solution slightly

better. However, the groundwater component, at least its

low-frequency components, are not accurate enough, since

the large discrepancy between the reconstructed and

observed Y direction geocenter motion time series is still

exists. Such groundwater component significantly affects

the estimation of the geocenter motion in the Y direction,

whereas it has only secondary effects on the other two

directions. This is expected, since the groundwater is

trapped over land areas and may only affect the OCN

component through the SAL effects, which are likely to be

minor. Anthropological impacts, such as groundwater

depletion and building dams, could also have some effects

on the geocenter motion, but likely restricted to the linear

trend estimates. To a lesser extent, the discrepancies may

also relate to the omission of the seasonal variabilities in

the GLA component. Mass variations in the GLA

Table 2 Variance of the observed geocenter motion explained by the

reconstructed solutions and contributing sources

GLDAS WGHM

X (%) Y (%) Z (%) X (%) Y (%) Z (%)

GSM 78 61 80 79 67 85

TOT 90 85 85 90 88 88

AO 54 62 25 – – –

ANT 1 0 3 – – –

GRE 2 1 7 – – –

GLA 0 0 0 – – –

TWS 42 42 39 36 33 67

OCN 36 �4 29 32 �2 29
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component will directly affect the total ocean mass changes

and thus affects the geocenter motion in all three direc-

tions. The good agreement in the X and Z of the recon-

structed and the observed geocenter motion time series

indicates the GLA has a rather limited contribution to the

seasonal signals in the geocenter motion time series.

The modeled AO effects are used in both the GRACE-

OBP solution and the reconstructed solution. Therefore,

this study is not able to conclude if the observed AO-

induced geocenter motion and the remodel-predicted

solution are reconciled or not. To do so, a geocenter motion

solution independent from any geophysical models is better

suited for such a comparison study. We recently noted that

Wu et al. (2017) provided a geocenter motion time series

largely based on real data which may be used in future

investigations.

In this study, we exclude the solid Earth contributions to

geocenter motions by removing the trend in the time series.

The side effect of doing so is that we also remove the trend

due to the surface mass transport. Since GIA models are

very uncertain, it is premature to discuss the geocener

motion trend using the GRACE-OBP approach. However,

there are already approaches that allow us to obtain

promising geocenter motion trend (e.g., Wu et al. 2010;

Rietbroek et al. 2012, 2016), which may be suited to study

the contributing sources of geocenter motion trend in the

next step.
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Abstract
After the presentation of second-order correlation ranging principles with quantum entanglement, the concept of quantum

measurement is introduced to dynamic satellite precise orbit determination. Based on the application of traditional orbit

determination models for correcting the systematic errors within the satellite, corresponding models for quantum orbit

determination (QOD) are established. This paper experiments on QOD with the BeiDou Navigation Satellite System (BDS)

by first simulating quantum observations of 1 day arc-length. Then the satellite orbits are resolved and compared with the

reference precise ephemerides. Subsequently, some related factors influencing the accuracy of QOD are discussed. Fur-

thermore, the accuracy for GEO, IGSO and MEO satellites increase about 20, 30 and 10 times, respectively, compared with

the results from the resolution by measured data. Therefore, it can be expected that quantum technology may also bring

delightful surprises to satellite orbit determination as have already emerged in other fields.

Keywords Quantum correlation � Entanglement � Satellite � Orbit determination

Introduction

With the development of quantum mechanics in recent

decades, more and more countries and individuals have

paid great attention to quantum technology. Considering

the large amount of significant discoveries and applications

it has already brought to human beings, there are grounds

to believe that quantum technology will bring us more

exciting surprises in the next 100 years. The fundamental

topic of this paper is quantum entanglement, which is

described as a technology of ‘‘ghost’’ that can instantly

interrelate and interact with each other over very long

distances. Giovannetti et al. (2001) proposed a positioning

method utilizing quantum correlation techniques based on

quantum entanglement. Later research (D’Ariano et al.

2001; Ozawa 2001; Giovannetti et al. 2002) shows that

compared with traditional navigation and positioning

technologies, quantum correlation techniques can not only

substantially improve the security, channel capacity and

efficiency of the information transmission, but also achieve

higher system accuracy in a faster and more simplified

process. Therefore, it is expected to become a strategic

direction for the future development of satellite navigation

technologies. On 16 August, 2016, the world’s first quan-

tum science experimental satellite ‘‘Mo-tse’’, indepen-

dently developed by China, was successfully launched into

orbit, which will help to realize the first quantum com-

munication between the satellite and the ground, and make

further studies on quantum correlation technology possible.

In the field of satellite navigation and positioning, the

realization of quantum communication between satellites

and the ground makes the development of quantum orbit

determination (QOD) techniques possible. The precision of

satellite orbits directly affects the positioning and naviga-

tion accuracy for the user terminals. The observation

equation for orbit resolving is established based on mea-

surements of distances between stations and satellites,

therefore, distance measurements of high precision are

essential for improving the accuracy of satellite orbits. As

far as the current distance measurement approaches for

orbit determination are concerned, there are pseudo range,

carrier phase and satellite laser ranging (SLR). The pseudo

range, as an observation, is easy to revise the correction

models of itself but the ranging precision is relatively low
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in the decimetre level. In comparison, carrier phase mea-

surement accuracy can reach millimetres, but it needs

precise corrections of systematic errors for ambiguity fix-

ing. SLR observations collected from the International

Laser Ranging Service (ILRS) (Pearlman et al. 2002)

network are with the accuracy of centimetre level (Degnan

1993). However, it is difficult to further upgrade the

accuracy and extend the distance of measurements sub-

stantially due to the restrictive repetition frequency of laser

pulses. Compared with these three traditional measurement

approaches, distance measurement by quantum correlation

technology, referred to as quantum ranging, is based on the

characteristics of entangled photons, and can surpass the

energy and bandwidth limitation of classical measurement.

After quantum ranging using entangled photons was first

introduced as a newly developed ranging technique,

Valencia et al. (2004) proposed a scheme of ranging with a

high accuracy using the second-order correlation between a

pair of entangled photons. Based on Valencia’s work, Xiao

et al. (2013) performed a proof-of-principle experiment.

The experimental results showed a high precision of 200

lm at a distance of 1043.3 m. Quantum ranging is per-

formed by measuring the second-order correlation of

entangled photon pairs (Glauber 1997). The accuracy of

quantum ranging is determined by the full-width at half-

maximum of the second-order correlation, which depends

on the resolution of the coincidence measurement system

(Shen et al. 2015). The highest precision for quantum

ranging will reach the physical measurement limitation

defined by the Heisenberg uncertainty principle (Giovan-

netti et al. 2001).

Based on different treatments of the observation infor-

mation and dynamic information, methods for satellite

orbit determination are divided into the kinematic (Švehla

and Rothacher 2003) and the dynamic (Schutz et al. 2013).

With the vogue of research on orbit determination for low

Earth orbit (LEO) satellites (XianPin 2009), reduced-dy-

namic orbit determination (Wu et al. 1991; Montenbruck

et al. 2005) was established for solving dynamic orbit

determination over-reliance on dynamic force models and

problems with kinematic orbit determination. Due to the

unavailable conditions for quantum ranging experiments

between stations and satellites at present, the paper has

introduced simulated quantum ranging to the preliminary

application of satellite orbit determination. Some factors

affecting the accuracy of QOD are discussed by simulation.

Orbit determination utilizing pseudo range, carrier phase or

satellite laser ranging by dynamic method is referred to as

traditional orbit determination (TOD), and that using

quantum technology is referred to as QOD. By the com-

parison of QOD and TOD, it is really expectant for QOD to

exert itself in the future.

Principle of second-order correlation
ranging with quantum entanglement

A crucial issue for quantum ranging is quantum entangle-

ment, which is a phenomenon wherein the quantum prop-

erties of two particles become codependent, with the

properties of one being instantaneously affected by mea-

surements conducted on the other. On the separation of the

pair of particles remaining in a state of quantum uncer-

tainty, even by a huge distance, and on measuring one

particle’s spin the other particle’s spin will automatically

resolve itself in the other direction. This effect occurs

instantaneously, apparently breaching the velocity of light

and the rules of relativity (Wong 2014). Owing to the

limitation of technology today, the realization of quantum

ranging between stations and satellites needs photons as the

targets for measurement, and requires laser pulses as the

transmission medium. And different to the principle of

SLR (Combrinck 2010), quantum ranging is based on the

principle of second-order correlation ranging with quantum

entanglement. Hong et al. (1987) proposed the measure-

ment accuracy for arriving at time differences at the fem-

tosecond level and for path differences at the micron level

by measuring entangled photons transmitting along two

different paths according to the theory of second-order

quantum interference (see Fig. 1).

To begin with, the laser generates a continuous beam of

pumping light. Then the beam is split into two beams of

perpendicular polarization entangled light by B. Next, the

beams transmit, respectively, along two different paths of

L1 and L2 to the single photon detectors E1 which can

transform the beams from optical signals into electrical

signals, and the adjustable optical retarder D is emplaced at

a point of L2. The time of the signals arriving at E1 will be

recorded and used for generating two binary discrete

Fig. 1 Diagrammatic view for the principle of second-order correla-

tion ranging with quantum entanglement. Where A is a laser, B is a

beam splitter, D is an adjustable optical retarder, and E is a high-speed

acquisition part for entangled photons
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sequences by coincidence counting. Finally, the sequences

are transformed by positive Fourier with convolution

operation in the frequency domain and superposition

operation in the time domain. Different samples of the

second-order correlation distribution function G 2ð Þ t1 � t2ð Þ
corresponding to entangled photons will be obtained with

different time delays by adjusting D. The second-order

correlation distribution function is expressed by the fol-

lowing formula

G2 t1 � t2ð Þ ¼
Z

/ x0=2þ x;x0=2� xð Þe�ix t1�t2ð Þdx;

ð1Þ

where the described function G 2ð Þ t1 � t2ð Þ is a Fourier

transform of weight function / x1;x2ð Þ with respect to the

photon frequency x. The quantity x0 is the frequency of

light from the laser A. The non-periodic curve of the

function G 2ð Þ t1 � t2ð Þ will be formed by fitting the samples.

The maximum will appear at the only peak of the curve

when the transmission time of beams t1 is equal to t2.

The geometric thickness of the well calibrated D is d,

and n is the effective refractive index. The delay DtD of the

beam passing through D can be altered by adjusting d and

n. The peak value of the second-order correlation distri-

bution function G 2ð Þ t1 � t2ð Þ will appear until t1 is equal to
t2. At this time, the value DtD and the path difference DL
between L1 and L2 are, respectively, denoted as

DtD ¼ n� 1ð Þd=c ð2Þ
DL ¼ L1 � L2 ¼ c � DtD ¼ n� 1ð Þd; ð3Þ

where c is the speed of light in vacuum.

Ranging data processing

As shown in Fig. 2, the laser, beam splitter, adjustable op-

tical retarder and high-speed acquisition and processing

part constitute the device of E, which is the ranging mea-

surement based on second-order correlation ranging with

quantum entanglement. The position vectors of the beam

splitter and the single photon detector are r
*

0 and r
*

1. The

known position vectors of the baseline stations R1 and R2

are R
*

1 and R
*

2. Vector r
*

s is the position of the satellite.
The process of measurement begins with two light

beams of entanglement generated by E and then transmit-

ted to R1 and R2. The satellite reflects the two beams of

laser pulses back to R1 and R2, and then, L1 and L2 are,

respectively, received by the single photon detectors of E

for further processing. Last, we can get the difference of

two transmission path delay DtD by continuously adjusting

the optical retarder D when the peak value of the distri-

bution function appears.

The paths L1 and L2 can be described as

L1 ¼ 2 r
*

s � R
*

1

���
���þ R

*

1 � r
*

0

���
���þ R

*

1 � r
*

1

���
��� ð4Þ

L2 ¼ 2 r
*

s � R
*

2

���
���þ R

*

2 � r
*

0

���
���þ R

*

2 � r
*

1

���
���: ð5Þ

Two parts of systematic errors involved for L1 and L2
are hardware errors from measurement terminals and sys-

tematic errors generated in the process of laser pulses

transmitting between stations and satellites. The hardware

errors for L1 and L2 are marked as DB;1s and DB;2s. Errors in

the transmission process are set as DqTR;1s, DqTR;2s, DqRL;1s
and DqRL;2s. The subscript TR denotes atmospheric

refraction, and the RL denotes general relativity. The paths

between L1 and L2 are differentiated by the subscripts of 1S

and 2S. So the expressions can be further available as

L1 ¼ 2 r
*

s � R
*

1

���
���þ R

*

1 � r
*

0

���
���þ R

*

1 � r
*

1

���
���þ DB;1s

þ 2DqTR;1s þ 2DqRL;1s ð6Þ

L2 ¼ 2 r
*

s � R
*

2

���
���þ R

*

2 � r
*

0

���
���þ R

*

2 � r
*

1

���
���þ DB;2s

þ 2DqTR;2s þ 2DqRL;2s: ð7Þ

Supposed that the E is emplaced at the mid-point of the

baseline composed of R1 and R2. The key is to make the

laser and single photon detectors at the mid-point so as to

simplify the calculation. In this case, there is

R
*

1 � r
*

0

���
���þ R

*

1 � r
*

1

���
��� ¼ R

*

2 � r
*

0

���
���þ R

*

2 � r
*

1

���
��� ð8Þ

Taking Eqs. (6), (7), (8) and (3) together, the difference

between the distances of the satellite to R1 and R2 is given

as

Fig. 2 Schematic diagram of satellite orbit determination based on

quantum ranging. Where E is the device of ranging measurement

based on second-order correlation ranging with quantum entangle-

ment. Stations R1 and R2 establish the baseline. S is the satellite
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r
*

s � R
*

1

���
���� r

*

s � R
*

2

���
��� ¼ n� 1ð Þd=2þ DB;2s � DB;1s

� �
=2

þ DqTR;2s � DqTR;1s
� �

þ DqRL;2s � DqRL;1s
� �

;

ð9Þ

where the known observation q is the distance difference,

then

q ¼ L1 � L2ð Þ=2 ¼ n� 1ð Þd=2 ð10Þ

q ¼ r
*

s � R
*

1

���
���� r

*

s � R
*

2

���
���þ DB;1s=2þ DqTR;1s

þ DqRL;1s � DB;2s=2� DqTR;2s � DqRL;2s: ð11Þ

Giving values to the vectors as: r
*

s ¼ xs; ys; zsð ÞT, R
*

1 ¼
x1; y1; z1ð ÞTR and R

*

2 ¼ x2; y2; z2ð ÞT. The approximations

are: r
*�
s ¼ x�s ; y

�
s ; z

�
s

� �T
, R

*�
1 ¼ x�1; y

�
1; z

�
1

� �T
and R

*�
2 ¼

x�2; y
�
2; z

�
2

� �T
separate, respectively.

Due to the relationship in Eq. (11), we can get a lin-

earised formula by Taylor series as

V ¼ A1s �
dxs
dys
dzs

2
64

3
75� A2s �

dxs
dys
dzs

2
64

3
75� l

¼ A1s��A2sð Þ
dxs
dys
dzs

2
64

3
75� l ¼ A1s��A2sð Þdrs � l:

ð12Þ

In the formula, A1s ¼
Dx1s
q�1s

Dy1s
q�1s

Dz1s
q�1s

� �
,

A2s ¼
Dx2s
q�2s

Dy2s
q�2s

Dz2s
q�2s

� �
,drs ¼ dxs dys dzsð ÞT,

where Dx;Dy and Dz are the differences between the

satellite and the station corresponding to the three dimen-

sional coordinate components themselves, and dxs, dys, dzs
are the corrections to the satellite position. The values of

q�1sand q�2s are the distance calculated by the approximate

coordinates of the satellite and the station. The variable l is

derived as

l ¼ q� q�1s � q�2s
� �

¼ n� 1ð Þd=2� q�1s � q�2s
� �

: ð13Þ

The positional corrections for a satellite in given epoch

can be presented with the state transition matrix W t; t0ð Þ as
drs ¼ W t; t0ð Þ � dX; ð14Þ

where dX is the correction vector for the values of initial

position, velocity and solar radiation pressure parameters.

The state transition matrix W t; t0ð Þ can be obtained by

integrating over variational equation, which comes by

taking the partial of satellite orbital motion equation with

respect to the initial state vector according to the principle

of dynamic orbit determination.

Taking Eqs. (12) and (14) into consideration, observa-

tion equations with parameters at the initial orbit to be

estimated can be

V ¼ A1sW t; t0ð Þ ��A2sW t; t0ð Þð Þ � dX � l: ð15Þ

Here, satellite orbits can be resolved according to the

least square adjustment. Because in the process of quantum

ranging, observations are directly calculated by the

parameters geometric thickness d and effective refractive

index n of the optical retarder. And the clock information is

not involved with the observation equation. Consequently,

clock errors are not resolved in the solution process.

Simulation and precision analysis

It is considered that the research achievements from TOD

for systematic errors with satellite terminals are also

applicable to QOD. Therefore, systematic error models of

satellite terminals for QOD are directly modified by the

TOD models relevantly. As early as 1987, the L. Mandel

research group obtained the accuracy of 16 lm for second-

order correlation measurements with entangled photons

using the Hong–Ou–Mandel (HOM) interferometer (Hong

et al. 1987). But there is currently no available equipment

for quantum ranging between a station and a satellite. So it

is assumed that the hardware errors DB;1s and DB;1s are

disposed as corrected, and then random errors of micron

scale are added to simulated observations. Errors from

atmospheric refraction and general relativity in the trans-

mission process are to be modified with models of Mendes

et al. (2002) and Iorio (2001).

The arc-length of observations simulated is 1 day. First,

the position information of the satellite corresponding to

the time needed is obtained by fitting the precise ephe-

merides from Helmholtz-center Potsdam-German Research

Centre for Geosciences (GFZ) (Uhlemann et al. 2015).

Then, a distance is calculated by the station’s known

position after coordinate transformation with the position

of the satellite. The initial observations simulated will be

obtained after the difference operation for distances with

errors from simulating atmospheric refraction and general

relativity in pairs. Eventually, the final observations are

generated by initial observations mixed into random errors

within positive or negative 5 lm.

The experiment takes observation data from 8 tracking

stations of the International GNSS Monitoring and

Assessment System (IGMAS) (Jiao et al. 2011) and 4

stations of the Multi-GNSS Experiment (MGEX) (Mon-

tenbruck et al. 2013) on June 10, 2016. Moreover, baseli-

nes for quantum ranging need to be established. But if any

two stations are allowed to be paired, the number of

baselines will be 66. Hence, four rules are set up to control
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the number of baselines. The first rule is that only two

stations with distance within 2500 km can be combined

spontaneously. The second rule is that a station in a

baseline with the distance over 2500 km can only be

attached to one baseline. It is not allowed to appear in other

baselines. The third rule is that a short baseline has the

priority to be established. The last rule is that the station of

FTNA can take part in the establishment of two baselines

to avoid a station being left alone. Thus, the number of

baselines is 14 in total (see Fig. 3).

The tests of orbit solutions are the four groups listed in

Table 1. Test-1 of TOD is resolved by measured data. The

other three tests are of QOD by simulation. Among the rest,

the solution of Test-2 is resolved with both atmospheric

refraction and general relativity corrected. The solution of

Test-3 is resolved without modification for atmospheric

refraction. The solution of Test-4 is resolved without

general relativity corrected.

On account of the constellation of BDS with Geosta-

tionary Orbit (GEO), Inclined Geosynchronous Orbit

(IGSO) and Medium Orbit (MEO), satellites of C01

(GEO), C06 (IGSO) and C11 (MEO) are selected to be

tested and analyzed. The results resolved are compared

with the precise ephemerides. Then, values of root mean

square (RMS) are counted, and statistical analyses are done

with RMS values in along-track, cross-track, radial direc-

tions and three-dimensions (3D).

Precision evaluation of QOD

By comparison, the solution of QOD with the precise

ephemerides, the values of 3D RMS for C01 is at the

decimetre level, and the values for both C06 and C11 are at

the centimetre level. The averaged 3D RMS for the solu-

tion of Test-1 with Test-2 are listed in Table 2, where

shows that the accuracy of QOD for C01 (GEO), C06

(IGSO) and C11 (MEO) surpass the TOD about 20, 30 and

10 times, respectively.

As for the poor changes of geometry structure for GEO

satellites with respect to stations and the imperfect solar

radiation pressure model, the accuracy of C01 becomes the

worst. Limited by the short observing arc-length, and the

quantity and distribution of stations, the TOD accuracy of

C06 and C11 barely reach the decimetre level. The results

of QOD are obviously better than the TOD. The advantage

which can be clearly picked out from QOD to TOD is the

high accuracy of observations. In other words, the effect of

improving the accuracy for observations may be equivalent

to extending the arc-length. It is also speculated that the

sensitivity and correlation among the observed data will be

weakened with the accuracy improved. On the other hand,

because some correction models, like the solar radiation

pressure model, are not refined enough, the case of QOD

accuracy increasing without limitation does not take place.

Atmospheric refraction with QOD

In the process of quantum ranging, the paths of laser pulses

transmitted between stations and satellites are not straight

lines but are affected by the atmospheric refraction. Based

on the atmospheric refraction model proposed by Mendes

et al. (2002), station BJF1 and satellite C11 are taken as

examples for discussion and analysis. The atmospheric

refraction corrections at each epoch of the day between

BJF1 and satellites are collected,and values are in the range

of 2.450–22.216 m. As shown in Fig. 4, because the rela-

tive positions between stations and GEO satellites change

little as time elapses, the corrections change smoothly

compared with the IGSO and MEO, and the mean value is

4.440 m. Conversely, for the IGSO and MEO satellites,

corresponding to the great and continuous positional

changes between stations and satellites, the corrections

fluctuate substantially. But the averaged correction values

for GEO, IGSO and MEO satellites are approximate. The

mean values for IGSO and MEO satellites are 4.123 and

4.513 m, respectively.

After the collection of atmospheric refraction correc-

tions at each epoch of the day between the C11 and sta-

tions,the values are in the range of 2.454–25.665 m, and

with the population mean of 5.224 m. The difference

between averaged corrections for each station and the

population mean is within 0.5 m. As illustrated in Fig. 5,

corrections for different stations in some epochs are

approximate. For the further study of atmospheric refrac-

tion varying between C11 and other stations, the correc-

tions from epoch 1915–2038 are collected corresponding to

stations of WUH1, BJF1, KUN1, SHA1, ZHON, JFNG and

FTNA which can observe satellite C11 at the same time.

Taking the corrections of WUH1 as the standard,
Fig. 3 Distribution of selected IGMAS (yellow circle) and MGEX

(green triangle) stations used
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deviations are obtained by making differences between the

standard and other corrections of stations. Then the abso-

lute values of deviations are drawn in Fig. 6 corresponding

to the epochs.

The sequence of stations sorted by the distance from

WUH1 to the other six stations is JFNG, SHA1, KUN1,

BJF1 and ZHON. As shown in Fig. 6, the deviations

between corrections of WUH1 and the other six stations

have a certain relationship with the distance of the two

stations. The closer the distance between two stations, the

smaller and smoother difference of corrections will be.

When the distance is far, the difference will be uncertain.

But to what extent the difference weakened is related to the

distance, elevation and the weather of the stations around,

etc (see Fig. 7, Table 3).

Comparing the results of Test-3 with Test-2, the influ-

ence of atmospheric refraction on QOD is clear. The results

with atmospheric refraction corrected have improved

greatly in the along-track, cross-track and radial directions.

The averaged 3D RMS for C01, C06 and C11 from Test-3

increased to 4106, 2233 and 2051 mm, and the orbit

accuracy decreases by 36, 74 and 27 times, respectively, in

Table 1 Groups and models for orbit determination

Group TEST-1 TEST-2 TEST-3 TEST-4

Orbit determination

mode

TOD QOD

Observations Pseudo range, carrier phase Simulated observations of quantum ranging

Atmospheric

refraction

Correction applied (Mendes

et al. 2002)

No

correcting

Correction applied (Mendes

et al. 2002)

General relativity Correction applied (McCarthy and

Petit 2003)

Correction applied (Iorio 2001) No correcting

Sampling rate 30 s

Tropospheric delay Saastamoinen (Boehm et al. 2006)

Geopotential EGM96 model (12 9 12) (Lemoine et al. 1997)

M-body gravity Sun, Moon and all planets (JPL DE405)

Tide Solid Earth tide, pole tide, ocean tide; IERS Conventions 2003 (McCarthy and Petit 2003)

Solar radiation

pressure

Reduced BERN five parameters with no initial value (Springer et al. 1999)

Estimator Standard least square

Table 2 Comparison of averaged 3D RMS for Test-1 and Test-2

Averaged 3D RMS [mm]

C01 C06 C11

Test-1 2340 900 951

Test-2 113 30 75

Fig. 4 Atmospheric refraction corrections (ARC) between BJF1 and

satellites

Fig. 5 Atmospheric refraction corrections (ARC) between C11 and

stations
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contrast to the satellites of Test-2. Therefore, the correc-

tions for atmospheric refraction are indispensable to QOD

in most cases.

General relativity with QOD

The gravitational field will bend the transmission path of

laser pulses according to the general theory of relativity.

Therefore, it becomes essential to discuss and analyze the

influence of general relativity on QOD. Referring to the

general relativity model presented by Iorio (2001), station

BJF1 and satellite C11 are taken as examples for discussion

and analysis. The general relativity corrections at each

epoch of the day between the BJF1 and satellites are

collected.

As shown in Fig. 8, the general relativity corrections of

GEO satellites fluctuate a little, while the corrections for

IGSO and MEO satellites fluctuate greatly with changes in

the relative position. The values of corrections are

within ± 4 m. The averaged value of corrections for IGSO

satellites is the largest and about 1.629 m. Then, followed

by MEO satellites, the mean is 0.878 m. The averaged

value for GEO satellites is the smallest, which is 0.176 m.

General relativity corrections at each epoch of the day

between satellite C11 and the ground stations are collected

and drawn in Fig. 9. What is shown is that the corrections

of different stations coincide on the same curve. For further

analysis, the mean corrections from different stations cor-

responding to the epoch is calculated. Then, deviations are

obtained by taking differences between the mean and the

corrections of stations at each epoch.

Fig. 6 Absolute Values of deviations by making difference between

atmospheric refraction corrections of WUH1 and corrections of the

other stations from epoch 1915–2038 of the day

Fig. 7 RMS of orbits compared with Test-2 and Test-3 in along-track,

cross-track, and radial directions

Table 3 Comparison of aver-

aged 3D RMS statistics for

Test-2 and Test-3

3D mean RMS [mm]

C01 C06 C11

Test-2 113 30 75

Test-3 4106 2233 2051

Fig. 8 General relativity corrections (GRC) between BJF1 and

satellites

Fig. 9 General relativity corrections (GRC) between C11 and stations
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Assuming the mean of corrections at each epoch as the

standard to be referred, the deviations are within 0.006 m.

Thus, it is available to suppose that the difference of cor-

rections between a satellite and stations at the same epoch

is at the micron scale. Furthermore, it is equivalent to say

that the influence of general relativity on observations of

quantum ranging is about millimeter level (see Figs. 10,

11).

Comparing the results of Test-4 with Test-2, the dif-

ferences of RMS in the along-track, cross-track and radial

directions are not obvious. The possible reason proposed is

that the influence of systematic errors with satellite ter-

minals on orbit determination goes far beyond the general

relativity to QOD. Therefore, the influence of general rel-

ativity on QOD can be ignored in some cases until effectual

improvements for the systematic errors appear.

Conclusions

On the basis of presenting the principle of quantum rang-

ing, observations of quantum ranging are introduced to

satellite orbit determination. And factors affecting QOD

are preliminarily discussed and analyzed by comparisons

of tests with QOD and TOD. In contrast with TOD, QOD

has the advantages over higher orbit precision, easier

models for correction and faster speed in the convergence.

Meanwhile, it is also limited to the current technical

approaches, and the imperfection of high directivity from

laser pulse is inherited by quantum ranging. Besides, sys-

tematic errors with satellite terminals will become the

biggest obstacle for improving the precision of QOD.
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