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Abstract
Time–frequency analysis technology is widely used in non-stationary seismic data analysis. The energy concentration of 
the spectrum depends on the consistency of the kernel function of the time–frequency analysis method and the instantane-
ous frequency variation of the signals. The conventional time–frequency analysis methods usually require that the local 
instantaneous frequency of the signals remains unchanged or linearly changed. So it is difficult to accurately characterize the 
instantaneous frequency nonlinear variation of the non-stationary signal. The local polynomial Fourier transform (LPFT) 
method can effectively describe the instantaneous frequency variation by local high-order polynomial fitting and obtain the 
results with high spectral and energy concentration. The numerical simulations and field seismic data applications show that 
the time–frequency spectrum results obtained by LPFT can reflect the instantaneous frequency variation characteristics of 
the seismic data, while ensuring the concentration of time–frequency energy.

Keywords  Non-stationary seismic data · Time–frequency analysis · Local polynomial Fourier transform · Energy 
concentration

Introduction

Numerous studies have indicated that seismic waves vary 
continuously with increasing propagation distance due to the 
influence of geometric diffusion, absorption attenuation and 
fluid, resulting in the non-stationary seismic data (e.g., Rene 
et al. 1986; Wang 2006; Wang et al. 2012; Yuan et al. 2017). 
Time–frequency analysis technique is an effective approach 
of non-stationary signals characterization. By transform-
ing the one-dimensional signal in the time domain into the 
time–frequency domain, the relationship between the fre-
quency components over time can be characterized (Puryear 
et al. 2012; Liu et al. 2016; Yuan et al. 2019a).

Traditional time–frequency analysis methods include 
short-time Fourier transform (STFT) (Durak and Ari-
kan 2003), continuous wavelet transform (CWT) (Sinha 
et al. 2009), S transform (ST) (Wu and Castagna 2017), 
matching pursuit (MP) (Mallat and Zhang 1993), etc. 
STFT realizes the characterization of the time–frequency 

relationship of non-stationary signals by calculating the 
Fourier transform of the truncated signal in the time win-
dow. However, its time window function is fixed, and the 
time–frequency resolution is the same regardless of the 
low-frequency or the high-frequency components. So 
STFT belongs to the single-resolution analysis method 
(Zhong and Huang 2010). To conquer the shortcomings of 
single-resolution STFT, CWT and ST make use of variable 
time windows instead of fixed ones. The time window is 
adjusted automatically by the methods. Wider time win-
dows are used for the low-frequency components, while 
narrower time windows are used for the high-frequency 
components, thereby realizing multi-resolution analysis 
of the signal (Phinyomark et al. 2011; Li et al. 2016). As 
a different approach, the MP method adopts the time–fre-
quency atomic dictionary instead of the time window func-
tion. The waveform and width of the atom are defined 
based on the instantaneous frequency (IF), instantaneous 
phase and envelope of the local signal. Then the multi-res-
olution analysis of the signal is realized by Wigner–Ville 
distribution (Wang 2010). So far, these time–frequency 
analysis methods have been widely applied in seismic 
exploration, such as high resolution processing (Smith 
et al. 2008; Radad et al. 2015), denoising (Parolai 2009; 
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Ouadfeul and Aliouane 2014), structural interpretation 
(Wang et al. 2019), reservoir prediction (Partyka et al. 
1999; Naseer and Asim 2017) and hydrocarbon detection 
(Sun et al. 2002; Castagna et al. 2003; Yuan et al. 2019b).

In fact, the traditional time–frequency analysis method 
implies the hypothesis of quasi-stationary in application 
(Kadambe and Boudreaux-Bartels 1992) that the statistical 
features of non-stationary signal does not change in the local 
time domain. Therefore, these methods are essentially zero-
order fitting of the time–frequency features. That is, based 
on the orthogonal rectangular time–frequency grid, the line 
segments parallel to the time axis or the frequency axis are 
used to approximate the time–frequency characteristics of 
the signal in the local time–frequency plane (Yang et al. 
2014). Take STFT for example, its basis function is sine 
or cosine function, the instantaneous frequency in the time 
window remains unchanged. It may lead to poor concen-
tration of time–frequency energy and difficult to accurately 
delineate the local time–frequency characteristics of non-
stationary signals.

To weaken the prerequisite of quasi-stationary, Mann and 
Haykin (1995) proposed a linear chirplet transform (LCT) 
method that allows the time–frequency grid to be tilted. The 
characterization of time–frequency features of non-station-
ary signals was improved by using a line segment with a 
certain slope in the local time–frequency plane to approxi-
mate the time–frequency characteristics of signals. How-
ever, since the slope parameter of the chirplet in the LCT 
is fixed, the time–frequency energy spectrum with higher 
concentration can be obtained only when the slope value is 
the same as the local time–frequency slope of the signal. In 
order to adapt to different time–frequency tilt variations, Yu 
and Zhou (2016) generalized this method and proposed the 
general linear chirplet transform (GLCT) method. The key 
of GLCT is to scan the slope values of the chirplet at local 
time–frequency points to obtain time–frequency energy 
with different concentrations and to select the slope value 
corresponding to the highest energy concentration as the 
time–frequency slope of the current time–frequency point. 
Therefore, the LCT and GLCT methods are essentially the 
first-order fitting of the local time–frequency characteristics 
of the signal. Accurate analysis results can be achieved espe-
cially when the local time–frequency characteristics of the 
non-stationary signal conform to linear variation.

Actually the local time–frequency characteristics of non-
stationary signals tend to vary nonlinearly. Therefore, Katko-
vnik (1998) proposed the local polynomial Fourier transform 
(LPFT) method, which allows the time–frequency grids to 
generate the local curvature. High-order characterization of 
local time–frequency variations of signals is achieved by 
polynomial fitting. LPFT can accurately characterize the IF 
variation of signals with high time–frequency energy con-
centration (Li et al. 2011).

In this paper, firstly, the LPFT method is analyzed on the 
basis of the analytical signal expression of Ville (1948). The 
calculation process of the coefficients in polynomial demod-
ulation operator is given as well. Then, through the syn-
thetic data, we compare LPFT methods with the traditional 
time–frequency analysis methods, such as STFT, CWT, ST 
and MP. Finally, LPFT is applied to the real seismic data, 
which verifies the validity of the method.

Methods

According to Ville (1948) theory, an analytical signal s(t) 
can be expressed as

where t represents time, A(t) represents instantaneous ampli-
tude, f(t) represents instantaneous frequency (IF), i repre-
sents the imaginary unit, and the integral result represents 
instantaneous phase.

The STFT of the signal s(t) can be expressed as (Cohen 
1995)

where S(τ, ω) represents the time–frequency spectrum at 
time τ and frequency ω, and w(t − τ) represents the time 
window.

According to the Taylor formula, the IF f(t) can be Taylor 
expanded in the time window w(t − τ) as

where ! represents the factorial, f(k)(τ) represents the kth 
derivative of f(t) at time τ, Rn(t) represents the Lagrangian 
remainder, and n represents the order of the Taylor expan-
sion. Ignore Rn(t) and substitute Eq. (3) into (2), we have

Therefore, the amplitude at the time–frequency point (τ, 
f(τ)) can be expressed as

(1)s(t) = A(t) exp

[
i∫ f (t)dt

]
,

(2)

S(�,�) = ∫
∞

−∞

w(t − �)s(t) exp(−i�t)dt

= ∫
∞

−∞

w(t − �)A(t) exp(−i�t) exp

[
i∫ f (t)dt

]
dt

,

(3)f (t) = f (�) +

n∑
k=1

1

k!
f (k)(�)(t − �)k + Rn(t),

(4)

S(�,�) = ∫
∞

−∞

w(t − �)A(t) exp(−i�t) exp

×

{
i

[
f (�)t +

n∑
k=1

1

k! ⋅ (k + 1)
f (k)(�)(t − �)k+1

]}
dt.
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Due to the presence of the modulation component in Eq. (5)

the time–frequency amplitude at (τ, f(τ)) is reduced, which 
makes the amplitude of STFT unable to focus on the f(t). To 
achieve that the amplitude maxima are obtained at (τ, f(τ)) so 
that the time–frequency spectrum obtains a higher time–fre-
quency energy concentration, it is necessary to eliminate 
the exponential term in Eq. (6). Therefore, a polynomial 
demodulation operator is introduced into STFT,

where ck is the coefficient of the polynomial demodulation 
operator.

Thus, Eq. (2) becomes

and

According to Eq. (5), when ck(τ) = f (k)(τ) (k = 1, 2,…, n), 
S(τ, f (τ)) reaches the maximum value and the time–frequency 
energy is the most concentrated.

(5)

|S(�, f (�))| = ||||�
∞

−∞

w(t − �) exp (−if (�)t)A(t) exp

×

{
i

[
f (�)t +

n∑
k=1

1

k! ⋅ (k + 1)
f (k)(�)(t − �)k+1

]}
dt

||||||
=
||||�

∞

−∞

w(t − �)A(t) exp

×

{
i

[
n∑

k=1

1

k! ⋅ (k + 1)
f (k)(�)(t − �)k+1

]}
dt

||||||
≤ ||||�

∞

−∞

w(t − �)A(t)dt
||||

.

(6)exp

{
i

[
n∑

k=1

1

k! ⋅ (k + 1)
f (k)(�)(t − �)k+1

]}
,

(7)exp

{
−i

[
n∑

k=1

1

k! ⋅ (k + 1)
ck(�)(t − �)k+1

]}
,

(8)

S(�,�) = ∫
∞

−∞

w(t − �)s(t) exp(−i�t)

× exp

{
−i

[
n∑

k=1

1

k! ⋅ (k + 1)
ck(�)(t − �)k+1

]}
dt,

(9)

S(�, f (�)) = ∫
∞

−∞

w(t − �)s(t) exp (−if (�)t) exp

×

{
−i

[
n∑

k=1

1

k! ⋅ (k + 1)
ck(�)(t − �)k+1

]}
dt

= ∫
∞

−∞

w(t − �)A(t) exp

×

{
i

[
n∑

k=1

1

k! ⋅ (k + 1)

(
ck(�) − f (k)(�)

)
(t − �)k+1

]}
dt

.

Equation (8) is the expression of nth-order LPFT. When 
n = 1 and the c1 is fixed, the LPFT reduces to LCT. When n = 0, 
the LPFT becomes STFT.

Taking signal

as an example, the spectrum of each order LPFT is calcu-
lated by using Eq. (8). According to the Ville (1948) for-
mula, the IF of signal (10) can be calculated as

Since Eq. (11) is a continuous derivable function, its deriv-
ative expressions can be calculated. For the convenience of 
expression, only the first to third derivatives are calculated 
as follows

The high-concentration time–frequency energy solution 
of the signal s(t) can be obtained through substituting f(k)(τ) 
(k = 1, 2, 3) into Eq. (12) by ck(τ) (k = 1, 2, 3) in Eq. (8), 
respectively.

Figure 1 shows the signal s(t) (Eq. 10), the IF (Eq. 11) 
and the results of zeroth–third-order LPFT, which are rep-
resented by LPFTk (k = 0, 1, 2, 3). In general, the peak posi-
tion of the time-spectrum energy of each order LPFT, also 
known as the time–frequency ridges (Gribonval 2001), all 
concentrate near the IF. However, the energy variation of 
LPFT0 is too large, which is greatly deviated from the real 
energy of the signal. Compared to LPFT0, the consistency 
of the time–frequency energy of other order LPFTs is greatly 
improved. In Fig. 2, time–frequency ridges and correspond-
ing amplitudes of LPFTs are extracted for IF detection (Ter-
rien et al. 2008). It can be seen in Fig. 2b, the IF errors 
of LPFT2 and LPFT3 are smaller than LPFT0 and LPFT1. 
For time–frequency ridge amplitude (Fig. 2c), the variation 
range of LPFT0 is too large, while the variation range of 
other LPFTs is small. LPFT3 takes the smallest one, which 
is consistent with the true amplitude variation trend of the 
signal.

In order to analyze the concentration of time–frequency 
energy near the IF of each order LPFT, the index of spec-
trum concentration (SC) is defined,

where TFA represents time–frequency amplitude, fmin and 
fmax are the lower and upper limits of the frequency analysis, 
respectively. The first expression in Eq. (13) indicates that 

(10)s(t) = sin [2� ⋅ 55 ⋅ t + 2� ⋅ sin(25 ⋅ t)]

(11)f (t) = 55 + 25 ⋅ cos(25 ⋅ t).

(12)
f (1)(t) = −252 ⋅ sin(25 ⋅ t)

f (2)(t) = −253 ⋅ cos(25 ⋅ t)

f (3)(t) = 254 ⋅ sin(25 ⋅ t)

.

(13)

[fmin, fmax] = arg
f

�
TFA(f , tj) =

√
2

2
max

�
TFA(f , tj)

��

SC(tj) = max
�
TFA(f , tj)

���
fmax − fmin

� ,
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the values of fmin and fmax are the frequencies corresponding 
to 
√
2∕2 of the maxima of TFA.

Based on Eq. (13), when the SC reaches the maximum 
value, the kernel function of LPFT (14)

w(t − �) exp(−i�t) exp

{
−i

[
n∑

k=1

1

k! ⋅ (k + 1)
ck(�)(t − �)k+1

]}

Fig. 1   The zeroth–third-order 
LPFT with known instantane-
ous frequencies and deriva-
tives. a The signal (10), b IF, c 
LPFT0, d LPFT1, e LPFT2 and 
f LPFT3
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and the frequency variation characteristics of the signal tend 
to be consistent, and the concentration of the spectrum is the 
highest. Figure 2d shows the SC of each order LPFT. As the 
order increases, the spectral concentration of the LPFT is 
enhanced correspondingly.

For further analysis, the time–frequency spectral contours 
of the integral of Eq. (14) are calculated targeting the signal 

(10) with 0.188 s, 0.314 s, 0.502 s, and 0.629 s as the time 
window centers respectively (Fig. 3). Meanwhile, the spec-
tral amplitudes at 0.188 s and 0.502 s (Fig. 4) are extracted 
to analyze the properties of the LPFT kernel function.

1.	 As shown in Fig. 3c, the time–frequency shape of the 
LPFT0’s kernel function is independent of the IF, which 
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Fig. 4   Spectral amplitude at 
the typical time a 0.188 s and b 
0.502 s in the time–frequency 
spectrum of signal (10)

(a) (b)

40 50 60 70
0

10

20

30

40

50

60

70

80

90

Frequency (Hz)

A
m

pl
itu

de

60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

Frequency (Hz)

A
m

pl
itu

de

LPFT0
LPFT1
LPFT2
LPFT3

LPFT0
LPFT1
LPFT2
LPFT3



6	 Acta Geophysica (2020) 68:1–17

1 3

is always parallel to the time or frequency axis. There-
fore, when the time–frequency shape of kernel function 
is more consistent with IF (0.502 s and 0.629 s), the 
spectral concentration is higher and the time–frequency 
amplitude is larger (blue dotted line in Fig. 4b). When 
the time–frequency shape of kernel function is less con-
sistent with IF (0.188 s and 0.314 s), the spectral con-
centration is lower and the time–frequency amplitude is 
smaller (blue line in Fig. 4a).

2.	 For LPFT1 (Fig. 2d), the exponential coefficient of the 
kernel function is a linear function, so the time–fre-
quency shape can be rotated by a certain angle along 
the time axis or the frequency axis. Thus for 0.188 s 
and 0.314 s, the time–frequency spectra of the kernel 
function are tilted along the direction of the IF. Com-
pared with LPFT0, the spectral concentration and 
time–frequency amplitude are improved (pink dotted 
line in Fig. 4a). For 0.502 s and 0.629 s, the time–fre-
quency shapes of the kernel function are similar to that 
of LPFT0, so the spectral concentration and time–fre-
quency amplitude are close to LPFT0 (pink line in 
Fig. 4b).

3.	 For LPFT2 and LPFT3, The exponential coefficients of 
the kernel function are quadratic and cubic, respectively, 
so the time–frequency shape can change nonlinearly. 
For 0.188 s and 0.314 s, the time–frequency shape of 
LPFT3 is closest to the IF, so its spectral concentration 
is the highest with the largest time–frequency ampli-
tude (red line in Fig. 4a). The time–frequency shape of 
LPFT2 is similar to that of LPFT1, so its time–frequency 
amplitude is also close to that of LPFT1 (green line in 
Fig. 4a). For 0.502 s and 0.629 s, the time–frequency 
shapes of LPFT2 and LPFT3 are similar. They all bend 
with the change of IF, and high degrees of coincidence 
are obtained. Therefore, the time–frequency amplitudes 
have reached maximum values, meanwhile the spectrum 
concentration is the highest (green dotted line and red 
line in Fig. 4b).

Therefore, under the condition that the coefficients of each 
order of the polynomial demodulation operator are known in 
Eq. (7), LPFT can obtain the time–frequency analysis results 
with a high spectral concentration. For the real signal, it is dif-
ficult to obtain the derivatives directly since the IF is unknown. 
The calculation procedure of nth-order LPFT is designed fol-
lowing the parameter estimation recursive algorithm of Yang 
et al. 2014:

1.	 Since LPFT0 does not contain the polynomial demodu-
lation operator, the initial time–frequency spectrum is 
calculated based on LPFT0 firstly.

2.	 Detect the time–frequency ridge to obtain the IF f(t).

3.	 For each time position τ, the derivatives f(k)(τ) (k = 1, 2, 
…, n) are obtained by the least squares method within 
the time window w(t − τ) according to Eq. (3).

	   Suppose the length of the time window is 2 m + 1, 
Eq. (3) is written in the matrix form 

 where 

 

 

	   The solution of Eq. (15) is 

 where λ is the damping factor, and I is unit matrix.
4.	 Let ck(τ) =  f (k)(τ) (k = 1, 2,…, n), calculate the LPFTn 

of the signal based on Eq. (8).
5.	 Return to step 2, the IF f(t) is calculated cyclically. The 

termination condition lies in reaching the maximum 
iterations or the error of two adjacent IF is less than a 
preset threshold.

6.	 Output the LPFTn satisfying the iteration termination 
condition.

Based on the flow mentioned above, the first–third-order 
LPFT time–frequency spectra of the signal (10) are com-
puted and compared with the results of LCT and GLCT 
(Fig. 5). For convenience of comparison, two time–fre-
quency tilt angles of π/8 (Fig. 5a) and − π/8 (Fig. 5b) are 
chosen for LCT, respectively. As the time–frequency slope 
in each LCT remains unchanged, the amplitude performance 
is either high or low, showing an intensive inconsistency 
and deviation from the real time–frequency amplitude of 
the signal. By changing the time–frequency slope in each 
local time–frequency point, GLCT improves the accuracy 
of time–frequency amplitude (Fig. 5c). Figure 5d–f is the 
time–frequency spectra of the first–third-order LPFT, 
respectively. As the order increases, the consistency and 
accuracy of the time–frequency amplitude step forward.

(15)�2m×n�n×1= �2m×1,

� =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(t(−m) − �)
1

2!
(t(−m) − �)2

1

3!
(t(−m) − �)3 ⋯

1

n!
(t(−m) − �)n

⋯ ⋯ ⋯ ⋯ ⋯

(t(−1) − �)
1

2!
(t(−1) − �)2

1

3!
(t(−1) − �)3 ⋯

1

n!
(t(−1) − �)n

(t(1) − �)
1

2!
(t(1) − �)2

1

3!
(t(1) − �)3 ⋯

1

n!
(t(1) − �)n

⋯ ⋯ ⋯ ⋯ ⋯

(t(m) − �)
1

2!
(t(m) − �)2

1

3!
(t(m) − �)3 ⋯

1

n!
(t(m) − �)n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

� =
[
f (1)(�) f (2)(�) f (3)(�) ⋯ f (n)(�)

]T
,

� =
[
f (t(−m)) ⋯ f (t(−1)) f (t(1)) ⋯ f (t(m))

]T
− f (�).

(16)� =
(
�

T
� + ��

)−1
�

T
�,
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Fig. 6   IF detection and spectral 
concentration analysis. a The 
true and detection values of IF, 
b IF detection error, c time–
frequency amplitude at the IF 
position, and d spectral concen-
tration of GLCT and first–third-
order LPFT
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Figure 6 shows the results of IF detection and spectral con-
centration analysis about the four methods of GLCT, LPFT1, 
LPFT2 and LPFT3 in Fig. 5. It can be seen from the IF detec-
tion errors (Fig. 6b), since both GLCT and LPFT1 belong to 
the first-order fitting of the local time–frequency characteristics 
of the signal, the error values have the same magnitude. LPFT2 
and LPFT3 reduce the IF errors by the high-order fitting of the 
local time–frequency characteristics. Comparative analysis of 
time–frequency spectra (Fig. 6c) shows LPFT3 has the largest 
amplitude. Furthermore, the SC of the four time–frequency 
spectra are calculated based on Eq. (13). Figure 6d shows that 
LPFT3 has the highest spectral concentration.

For further analysis, the spectral amplitudes of GLCT 
and first–third-order LPFT at time 0.188 s and 0.502 s are 
extracted (Fig. 7). Compared with the third-order LPFT 
based on the true IF derivatives (Fig. 1) which is represented 
by LPFT3T here, it can be seen that the result of GLCT devi-
ates the farthest from LPFT3T. Compared with GLCT, the 
accuracy of each order LPFT is improved. The higher the 
order, the more obvious the improvement of the accuracy.

Examples

The synthetic traces are generated by using chirplet and 
Ricker wavelet with different IF characteristics, respectively. 
The LPFT of the traces are obtained. Considering the vari-
ation of magnitude in the IF, only the third order is calcu-
lated. It is also compared with the traditional time–frequency 
analysis methods in seismic exploration, which are STFT, 
CWT, ST, and the MP method based on the Ricker atomic 
dictionary (Liu and Marfurt 2007).

Figure 8a shows the synthetic trace with chirplet, IF and its 
time–frequency spectrum by STFT, CWT, ST, MP and LPFT, 
respectively. The five chirplets are generated by the formula

multiplied with a Gaussian window. The parameters of each 
chirplet are shown in Table 1.

Among the five chirplets, the IF of the first one changes 
linearly; the 2nd, 3rd and 4th are nonlinear; and the 5th is 
constant. For STFT, CWT and ST, the time–frequency mor-
phology reflects the IF variation of each wavelet to a certain 
extent, but the spectral magnitude shows a large difference, 
especially for ST. This is due to the quasi-stationary assump-
tions of these methods. When the IF does not change in 
the time window, such as the fifth chirplet, the local signal 
conforms to the stationary characteristic. The perfect fit-
ting of the signal can be obtained based on the orthogo-
nal time–frequency grid, so the time–frequency shape and 
amplitude of the signal are well preserved. However, when 
the IF changes in the time window, such as the first–fourth 
chirplets, the local signal does not conform to the station-
ary features. The orthogonal time–frequency grid can only 
achieve an approximate fitting of the IF, which inevitably 
undermines the time–frequency variation and thus damages 
the time–frequency amplitude. For the MP method, the 
signal-based instantaneous autocorrelation transform can 
well preserve the time–frequency energy and have a higher 
time–frequency resolution. However, its time–frequency 
shape is difficult to reflect the variation characteristics of the 
IF. This is because the frequency-related parameters in the 
atomic dictionary only reflect the central frequency of the 
local signal and fail to reflect the frequency variation charac-
teristics in the local time period. For LPFT, the polynomial 
demodulation operator can fit the IF effectively. Thus, the 
time–frequency shape can accurately reflect the IF variation 
characteristics, and the time–frequency energy of the signal 
can also be well preserved.

(17)
w(t) = cos

{
2�

[
�1(t − �1) + �2(t − �2)

2 + �3(t − �3)
3 + �4(t − �4)

4
]}

Fig. 7   Spectral amplitude at 
the typical time a 0.188 s and b 
0.502 s in the time–frequency 
spectrum of signal (10)
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Fig. 8   Synthetic trace with chirplet and time–frequency spectra anal-
ysis. a Time–frequency spectra of noise-free data, from left to right, 
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and LPFT, respectively. b, c Time–frequency spectra with 5% and 
10% noise, respectively, where the subgraphs have the same meaning 
as a 
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Figure 8b, c shows the time–frequency spectrum of differ-
ent methods after adding, respectively, 5% and 10% random 
noise to the synthetic signal (Fig. 8a). It can be seen from the 
results that these methods all have anti-noise ability to a cer-
tain extent. Among the five methods, the deteriorated result 
of MP is mainly caused by the imperfect match between the 
atomic dictionary and signal.

Similar to Figs. 8a and 9a is a synthetic trace associated 
with the Ricker wavelet. With the increase of time, the wave-
let is gradually changed from symmetrical to asymmetrical, 
and the IF gradually appears tailing, which corresponds to 
the dispersion in the process of seismic wave propagation 
(Wang 2004). The time–frequency energy characteristics 
of each wavelet are well preserved in five time–frequency 

spectrum results. However, compared with STFT, CWT, ST 
and MP, the time–frequency morphology of LPFT reflects 
the IF variation characteristics of each wavelet more accu-
rately. Therefore, LPFT has the advantage of retaining both 
time–frequency morphological features and energy features. 
The anti-noise capability of these methods shows up in the 
results of noisy synthetic trace (Fig. 9b, c). In addition, com-
pared to Fig. 8b, c, the anti-noise ability of the MP method 
has been improved due to the perfect match of the time–fre-
quency dictionary and the signal.

To further verify the ability of the proposed method, the 
interlayer velocity model is designed in Fig. 10. The model is 
divided into three groups from top to bottom, and the thick-
ness of the interbed layer is gradually thinned. Synthetic trace 
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Fig. 8   (continued)

Table 1   The parameters of each 
chirplet in Fig. 8a

Number ω1 (Hz) τ1 (s) ω2 (Hz) τ2 (s) ω3 (Hz) τ3 (s) ω4 (Hz) τ4 (s)

1 30 0 500 0.05 0 0 0 0
2 50 0 300 0.055 8000 0.04 0 0
3 30 0 100 0.1 1500 0.1 30,000 0.1
4 100 0.028 100 0.1 1500 0.1 30,000 0.1
5 80 0.02 0 0 0 0 0 0
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Fig. 9   Synthetic trace with Ricker wavelet and time–frequency spec-
tra analysis. a Time–frequency spectra of noise-free data, from left 
to right, they are synthetic trace, IF, and the spectra by STFT, CWT, 

ST, MP and LPFT, respectively. b, c Time–frequency spectra with 
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and IF curve are obtained based on the zero-phase Ricker 
wavelet (Fig. 11). For the first group of the interlayers, the 
IF curve changes slightly. STFT, CWT, MP and LPFT main-
tain the IF variation characteristics and energy relationship. 
For the second group of the interlayers, the IF shows wavy 
characteristics. STFT, CWT, ST and MP are all unable to 
describe the change, while only LPFT3 can retain the IF vari-
ation feature well. For the third group, the IF exhibits an arc-
like feature. STFT, CWT, ST, and LPFT can all describe this 
time–frequency morphology, and the morphological variation 
of the LPFT spectrum is closest to the IF.

Since LPFT is a high-order form of STFT, the computa-
tional cost of LPFT is greater than that of STFT. For a more 
comprehensive comparison, the time consumption of differ-
ent TFA methods in the three examples (Figs. 8, 9, 10) was 
recorded. The CPU of the tested computer is Intel Xeon 5 
2.8 GHz, and the RAM is 16 GB. It can be seen from Table 2 
that, among the five methods, STFT and ST take less time, 
CWT takes moderate time, and MP and LPFT take more time.

Applications

Figure 12 shows a two-dimensional post-stack seismic pro-
file that has undergone the conventional processing such as 
static correction, denoising, deconvolution, migration and 

stacking. The seismic reflection characteristics of typical 
fluvial facies strata are displayed between 2.9 and 3.1 s, that 
is, short axial strong reflection in the overall weak reflection 
background. The weak reflection mainly reflects the mud-
stone background, while the strong reflection is usually the 
response of channel sandstone. The three events marked in 
the elliptic region in Fig. 12 have already been proved to 
be the response of three thin channel sandstones stacked 
vertically. The planar distribution characteristics of the three 
channel sandstones are shown in Fig. 13. The representa-
tive seismic traces of the channel sandstones (trace number 
95) and the mudstone background (trace number 170) are 
extracted, and the corresponding time–frequency spectra are 
calculated.

Figure 14 shows the time–frequency spectra of the seis-
mic trace at the channel sandstones. On the whole, the chan-
nel sand bodies between 2.9 and 3.1 s have strong time–fre-
quency energy. By comparison, note that CWT and ST 
cannot distinguish the response of the three sand bodies 
well. Although STFT distinguishes the three sand bodies, 
typical low-frequency oscillations occur in the time–fre-
quency spectrum due to the short-time window (Castagna 
et al. 2003). MP shows a high resolution, and the response of 
the three sand bodies are all labeled as independent energy 
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clusters. However, the shapes are similar, the local frequency 
variation characteristics of each waveform cannot be deline-
ated. LPFT not only discerns the three sand bodies, but also 
depicts the local frequency variation characteristics.

Figure 15 shows the time–frequency spectra of the seismic 
trace at the mudstone background. Since the seismic reflec-
tion between the target layers is weak, the corresponding 
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Fig. 10   Time–frequency spectra analysis of seismic trace with interbedded model. From left to right, they are a velocity model, b synthetic 
trace, c IF and time–frequency spectrum by d STFT, e CWT, f ST, g MP and h LPFT, respectively

Fig. 11   Ricker wavelet (a) and 
the amplitude spectrum (b) 
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Table 2   The cost time of different TFA methods on the three traces in 
Figs. 8, 9 and 10

Synthetic trace STFT (s) CWT (s) ST (s) MP (s) LPFT (s)

Chirplet 0.12 0.25 0.09 0.32 0.39
Rikcer 0.14 0.29 0.11 0.41 0.48
Interbed 0.17 0.42 0.15 0.58 0.64
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time–frequency energy is also feeble. However, outside the 
target layer, from the time–frequency spectrum of strongly 
reflected waveform at 2.8 s, it can be seen that MP and LPFT 

have a high resolution. For the time–frequency spectrum of 
strongly reflected waveform at 3.2 s, LPFT well retains the 
IF variation characteristics of seismic waves.

Fig. 12   Real seismic data. The events marked by the elliptic are the response of three channel sandstones

Fig. 13   Planar distribution 
characteristics of the three 
channel sandstones in Fig. 12 
based on amplitude attribute. 
The position of the black circle 
corresponds to the 95th trace in 
Fig. 12

(a)      (b)

(c) 

High
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Conclusions

The LPFT method based on the Ville’s analytical signal 
shows that LPFT is a higher order form of STFT and LCT. 
Through the polynomial demodulation operator, LPFT can 
achieve high-order fitting of local time–frequency features of 
the signal through accurate determination of the demodula-
tion operator coefficients. The calculation process of LPFT 
given in this paper can solve the demodulation operator coef-
ficients, and then obtain the time–frequency spectrum results 
with high energy concentration.

For non-stationary seismic traces, LPFT not only 
exhibits high time–frequency resolution, but also 

effectively preserves the instantaneous frequency and 
amplitude variation characteristics of local seismic sig-
nals. These properties can be utilized for target detection 
with frequency and amplitude anomalies, for example, 
in gas-bearing reservoirs with dispersion and attenuation 
characteristics. LPFT can be applied to prestack gathers, 
with which the prestack prediction of gas-bearing reser-
voirs can be realized by using the varied characteristics 
of frequency with offset. In addition, LPFT can be com-
bined with spectral decomposition technology to realize 
the post-stack prediction of gas-bearing reservoirs related 
to low-frequency shadow phenomenon. These potential 
research will be carried out in the future.
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Abstract
The purpose of entity resolution (ER) is to identify records that refer to the same real-world entity from different sources. 
Most traditional ER studies identify records based on string-based data, so the ER problem relies mostly on string comparison 
techniques. There is little research on numeric-based data. Traditional ER approaches are widely used in many domains, such 
as papers, gene sequencing and restaurants, but they have not been used in an earthquake disaster. In this paper, earthquake 
disaster event information that was collected from different websites is denoted with numeric data. To solve the problem 
of ER in numeric data, we use the following methods to conduct experiments. First, we treat numbers as strings and use 
string-based approaches. Second, we use the Euclidean distance to measure the difference between two records. Third, we 
combine the above two strategies and use a comprehensive approach to measure the distance between the two records. We 
experimentally evaluate our methods on real datasets that represent earthquake disaster event information. The experimental 
results show that a comprehensive approach can achieve high performance.

Keywords  Data integration · Earthquake disaster · Numeric data · Entity resolution

Introduction

Recently, as increasing commercial data, government agen-
cies data and scientific research data have become available, 
and data science, especially big data science, has become 
increasingly more important. Data all over the world have 
reached PB levels, and the techniques that allow efficient 
mining and analyzing of data have attracted increasing inter-
est. However, before data are used, data usability is ensured 
first, which also makes the problem of data management as 
an important concern. However, there are no unique identi-
fiers that tell us which records from one database correspond 
to those in other databases. The primary problem is match-
ing records that relate to the same entities in the real world 
from many databases, which has been of rising importance 
in many domain applications. This problem is called entity 
resolution (Ayat et al. 2014; Elmagarmid et al. 2006), record 
linkage, deduplication and record matching.

Entity resolution has been commonly used for improv-
ing data quality and integrity (Ayat et al. 2012; Magnani 
and Montesi 2010) to reuse already existing data sources 
for new studies and to reduce the cost of data acquisition 
(Winkler 2004; Christen 2011). Clark (2004) and Kelman 
et al. (2010) used linked data to collect information that can 
improve health policies, information that is traditionally col-
lected with expensive surveys and time-consuming methods.

Record linkage is used not only in the health sector but 
also in statistical agencies to link census data for future 
analysis (Winkler 2006). Ayat et al. (2014) solved the entity 
resolution problem in the probabilistic data domain for find-
ing astronomical objects in astrophysics data and suspect 
detection in anticriminal police databases. Li et al. (2015) 
used a rule-based method for entity resolution that achieved 
high performance.

One important area of record linkage is approximate 
string matching (Monge 2000). Many scholars have studied 
string matching, and it has been one of the most studied 
domains in information science (Miller et al. 1980; Chang 
and Lampe 1992; Knuth et al. 1977; Zhu et al. 2018; Du and 
Chang 1994; Galil and Giancarlo 1988; Levenshtein 1966; 
Boyer and Moore 1977; Peterson 1980; Lee et al. 2014). In 
(Levenshtein 1966), the main method was based on the edit 
distance. Edit distance is the minimum number of operations 
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on individual characters required to transform one string into 
another string (Miller et al. 1980; Peterson 1980). In Miller 
et al. (1980), two different problems were considered by 
the authors, one under the definition of equivalence and a 
second using similarity. In Gomaa and Fahmy (2013), the 
authors presented many types of string matching similarity 
measures.

Currently, the methods for entity resolution can be 
roughly divided into two systems. One is a pairwise method, 
which performs the pairwise matching of records and then 
determines whether the two records are similar according 
to the similarity measure of the record pair. The second 
method is based on clustering. This method clusters records 
by defining distance metrics that measure the degree of simi-
larity between records. Records that are grouped together in 
the same class are considered similar.

The entity resolution method based on pairwise com-
parison is a simple solution. Its basic idea is to calculate 
the similarity of two records. If the similarity exceeds the 
predefined similarity threshold, the two records are consid-
ered similar; otherwise, the two records are not considered 
similar. Therefore, the key technology based on record-to-
comparison is to define the attribute’s comparison function 
so that the returned value reflects the degree of similarity 
between the values of the two tuples on the attribute.

On the similarity measure function of the attribute, there 
are many similarity comparison functions of the string: edit 
distance (Khan et al. 2011; Monge 2000), affine gap dis-
tance (Waterman et al. 1976), Smith–Waterman distance 
(Pinheiro and Sun 1998; Baeza-Yates and Gonnet 1992), 
Q-gram distance (Sutinen and Tarhio 1995; Ukkonen 1992), 
Jaro distance metric (Jaro 1980) and so on (Navarro 2001).

The classification of the entity resolution and whether 
the record is the same entity is divided into categories; dif-
ferent entities are divided into different categories. There 
are many kinds of entity identification and classification 
technologies. According to the classification process, the 
samples are trained and can be divided into unsupervised 
classification and supervised classification (Sun et al. 2016).

The supervision method relies on the user to provide 
accurate training data to train the rules or data models to 
identify the test data based on the classification algorithm 
(Köpcke et al. 2010). Training data need to be marked by 
experts in the field, but the algorithm’s user is not always a 
domain expert, which leads to difficulties in obtaining train-
ing data and therefore results in limitations in the supervi-
sory approach. It is not easy to obtain accurate training data, 
and training data take a lot of time. The focus of this paper 
is the unsupervised entity identification method. Traditional 
entity recognition determines two entities by measuring a 
fixed threshold and whether the data object (object for short) 
matches; however, this method has been proven to be unable 
to produce high-accuracy results (Hassanzadeh et al. 2009).

The problem of entity resolution has been studied by 
many researchers. However, most fields of research are 
paper matching, mail markets, biological genes and other 
string types. Although there are many similarity compari-
son functions for strings, the similarity comparison meth-
ods for numeric data are still primitive. It is typical to use 
numbers as strings or simple range queries to find similar 
values. Koudas et al. (2004) considered the type and distri-
bution of numeric data in the discovery of redundant tuples 
and extended the concept of cosine similarity to measure 
numeric data. Disaster data also have the problem of entity 
resolution. Through the analysis of disaster events, taking 
earthquake disasters as an example, the attribute information 
of events is mostly numeric data. There are few studies on 
the entity identification of numeric data; even if there are 
studies on numeric data, most of them are of definite value, 
such as zip codes and phone numbers.

Since the expression of earthquake disaster events comes 
from different websites around the world, the language used 
will be different, and the description of place names may be 
different. Therefore, it is very difficult to use natural lan-
guage to identify disaster events. Therefore, earthquake dis-
aster events can be expressed as a set of entities of numeric 
data for entity identification. This paper is based on the 
above, using numeric data as the research object. Through 
the identification of disaster events, it solves the problem of 
whether the data obtained by different websites in the actual 
situation correspond to the same event.

The rest of this paper is organized as follows. In Sect. 2, 
we briefly describe the earthquake events and the problems. 
Then, Sect. 3 presents techniques and programs for matching 
records. Section 4 describes the data and tests the experi-
ment, and Sect. 5 discusses the experimental results. Finally, 
Sect. 6 concludes the paper and discusses interesting direc-
tions for future work.

Problem statement

The data of earthquake disaster events all over the world 
were collected from professional websites, such as USGS 
(United States Geographical Survey) Earthquake Hazards 
Program and CENC (China Earthquake Network Center). 
In this paper, an earthquake event is described by its attrib-
utes, such as the time of the earthquake; the location of the 
epicenter, which contains latitude and longitude; and the 
magnitude of the earthquake. Table 1 shows eight records 
with magnitudes of approximately 5.8 identified by rij. The 
records with ids r11, r12 and r13 refer to the same earthquake 
event denoted as e1; the records with r21, r22 and r23 refer to 
e2; and the records with r31 and r32 refer to e3. Thus, iden-
tifying e1, e2 and e3 using the information given in Table 1 
is a task for entity resolution. Because of the information 
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released by different agencies, the values for the earthquake 
will be different. This also increases the difficulty for entity 
resolution since these records have a similar magnitude but 
different latitude, longitude and time in different records.

Taking Table 1 as an example, the values of the attributes 
are almost all numeric data, such as longitude, latitude and 
magnitude. However, for the same earthquake event, these 
records all have different values of attributes.

We outline a few important attribute-level conflicts 
below:

1.	 When a relatively large earthquake occurs, many small 
aftershocks occur in a very short period. The time and 
place of these aftershocks are very similar. Of course, 
in the same period, the earthquake will also occur in 
various parts of the world. It is very difficult for the time 
attribute to determine whether it is the same earthquake 
event. However, it does not affect the use of similarity in 
time to divide it into one that may be the same blocking 
module.

2.	 As mentioned earlier in this article, these data were 
collected from different agencies. For the same earth-
quake event, the value of the earthquake-related attrib-
utes issued may be different due to different agencies. 
For example, in the Wenchuan earthquake, the USGS 
reported an 8.1-magnitude earthquake, and the CNEC 
reported an 8.0-magnitude earthquake. There will be a 
certain amount of error.

3.	 For attribute values of an earthquake event, the standards 
used by different agencies are also different. For exam-
ple, for the time attribute, some use UTC time, and some 
use Beijing time.

Methods

In this section, we will describe the five methods that were 
mentioned above. They are Euclidean distance, edit dis-
tance, Jaccard distance, cosine similarity and comprehensive 
approach. First, we will explain the process of the ER model.

The ER model used in this paper is shown in Fig. 1. It 
mainly includes three modules: blocking modules, distance 
(similarity) calculation modules and matching decision 
modules.

•	 Blocking module

If two datasets, A and B, are to be directly matched, each 
record from A and B will be compared, resulting in a large 
number of nA × nB between two records (nA, nB denoting the 
number of records in the database). However, the expense of 
comparing the records’ field values creates a bottleneck in a 
record linkage or deduplication system (Steorts et al. 2014; 
Christen and Goiser 2007).

To reduce the large number of potential comparisons, 
the entity resolution model uses blocking technology. Tra-
ditional blocking has been used by I. P. Fellegi et al. in 
record linkage since the 1960s (Fellegi and Sunter 1969). 
All records that have the same blocking key values (BKVs) 
are inserted into the same block, and then, only the records 
within the same block are compared with each other. Each 
record is inserted into one block only. This can reduce the 
number of useless object comparisons and calculations. In 
this paper, blocks can be made based on the time of the 
earthquake to reduce the number of record comparisons.

•	 Distance (similarity) calculation module
	   Using the distance (similarity) function to compare two 

candidate records, the smaller the distance (the greater the 

Table 1   Different records from 
different sources of earthquake 
events (may be the same events)

Entity Id Magnitude Latitude Longitude Time

e1 r11 5.8 53.23 65.32 2017-10-28 19:11:03
r12 5.7 53.24 65.33 2017-10-28T19:11:02.760Z
r13 5.8 53.22 65.34 2017-10-29 03:11:03

e2 r21 5.8 78.63 12.36 2017-10-28T16:16:06.930Z
r22 5.7 78.64 12.36 2017-10-28 16:16:14
r23 5.9 78.65 12.364 2017-10-29 00:16:14

e3 r31 5.6 23.654 32.724 2017-10-28T16:13:54.390Z
r32 5.9 23.656 32.726 2017-10-28 16:13:50

S2

S1
Blocking

Distance
(Similarity) 
calculation

Matching 
decision Results

Fig. 1   The framework for entity resolution includes three main mod-
ules: blocking, distance (similarity) calculation and module matching 
decision
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degree of similarity) is, the more likely it is that two record 
objects correspond to the same entity; otherwise, the more 
likely it is that they are not the same entity. Currently, there 
are many text similarity functions, and the attributes of 
data tuples in this paper are mostly numeric data. How to 
design an appropriate similarity function will have a great 
influence on the recognition result.

•	 Matching decision module
	   The module calls the judgment function to analyze 

the similarity of the record pair to determine whether 
the record pair matches. The judgment function may be 
a threshold value. For a value greater than or equal to the 
threshold value, it indicates a match; otherwise, it does 
not match. The judgment function may also be obtained 
by training some functions and corresponding parameters 
and then using these functions and parameters to determine 
whether the new data match. Different methods use differ-
ent thresholds, such as edit distance similar thresholds may 
be 2, 3, 4, 5, etc. The edit distance of two entities is greater 
than threshold. The two compared entities may be two dif-
ferent entities. For Euclidean distances, the threshold may 
be 0.95. Then, greater than 0.95 is judged to be the same 
entity.

The research content of this paper is numeric data, includ-
ing various measured data, latitude, longitude, time and mag-
nitude. The data are measured by each agency itself, even for 
the same event. Because the published values are different, 
the previous entity identification technology will be difficult 
to identify. This is also one of the challenges.

Therefore, in this paper, we will use the following two strat-
egies to experiment:

(1)	 Treat numbers as strings using string-based data meth-
ods, such as edit distance.

(2)	 Numbers are measured according to their specific 
semantics to get distance metrics, such as Euclidean 
distance. We will use the comprehensive approach, 
which contains both edit distance and Euclidean dis-
tance.

Euclidean distance

The Euclidean distance between points a and b is the length of 
the line segment connecting them (ab).

In Cartesian coordinates, if a = (a1, a2… an) and b = (b1, b2 
… bn) are two points in Euclidean n-space, then the distance 
(d) from a to b is given by the Pythagorean formula:

d(a, b) =

√(
a1 − b1

)2
+
(
a2 − b2

)2
+⋯ +

(
an − bn

)2
.

Edit distance

The edit distance between two strings S1 and S2 is the mini-
mum number of operations on individual characters required 
to transform string S1 into S2. There are three types of edit 
operations:

Insert a character into the string; if S1 = ab, S2 = acb, then 
insert the character ‘c’ into S1, so S1 → S2

Substitute one character with a different character for 
character changes from abd to acd (b → c).

Delete a character from the string, changing acd to ad by 
deleting character ‘c’.

Each above edit operation has a cost of 1. This version 
of edit distance is also known as the Levenshtein distance 
(Gomaa and Fahmy 2013). Ristad and Yianilos (1998) use 
a method to automatically determine the costs from a set of 
equivalent words written in different ways. Editing distance 
metrics is very effective for capturing typographical errors 
but is generally not valid for other types of mismatches.

Jaccard distance

The Jaccard distance, which measures dissimilarity between 
two sets, A and B, is complementary to the Jaccard coeffi-
cient and is obtained by subtracting the Jaccard coefficient 
from 1, or, equivalently, by dividing the difference of the 
sizes of the union and the intersection of two sets by the 
size of the union:

where J (A.B) denotes the Jaccard similarity coefficient:

Cosine similarity

Cosine similarity is a measure of similarity between two 
nonzero vectors of an inner product space that measures the 
cosine of the angle between them:

where Ai and Bi are components of vectors A and B, 
respectively.

Comprehensive approach

Definition 1  (Pairwise-entity resolution) Given two data 
sources A and B of records and a match function F, pairwise-
entity resolution is the process of identifying a set of record 

dJ(A,B) = 1 − J(A,B) =
|A ∪ B| − |A ∩ B|

|A ∪ B|

J(A,B) =
|A ∩ B|
|A ∪ B|

.

Cos(A,B) =

∑n

i=1
AiBi

�∑n

i=1
Ai

�∑n

i=1
Bi
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pairs (a,b) ∈ A × B such that {(a,b) | a ∈ A, b ∈ B, F (a,b)≤ � 
}; � is a threshold value, and thus, we can say that a and b 
are the same real-world entity. Depending on the domain 
knowledge, F can be different. If the attribute of the records 
is a string, we can use edit distance or Smith–Waterman dis-
tance. However, if the attribute is numeric, we can employ 
Euclidean distance or Manhattan distance. In other words, F 
contains a set of distance functions. F = {f1, …, fn}.

where fi is a distance function in F and Wfi
 is a specific 

weight indicating the importance of fi(a, b).

Since records contain multiple attributes, each attribute con-
tributes differently to the record similarity. Therefore, it is 
very important to consider the weight of the attribute contri-
bution to the similarity, which can significantly improve the 
accuracy of the record’s similarity calculation. In this paper, 
the weight value is determined according to the knowledge 
and experience of domain experts. In this method, the weight 
values of latitude–longitude, time and magnitude are 0.5, 0.3 
and 0.2, respectively.

Experimental evaluation

To evaluate the effectiveness of the different methods we 
mentioned in the previous sections, we use real-world data-
sets by Java. These experiments are performed on a com-
puter having the following specifications: 2.66 GHz Intel 
Quad-Core Processor W3520, 4 GB of RAM and 120 GB 
hard disk. The operating system used is Windows 10.

Test datasets

All records used to test these methods were gathered from 
websites. These data were real-world data. The first real-
world resources were generated by the USGS Earthquake 
Hazards Program, which provides information about real-
time earthquakes, an online catalog search of its archives, 
earthquake maps and statistics. The second resources were 
generated by CENC, which collects monitoring data, pro-
cessing and services. The third resources were generated 
by GEOFON, which is the largest earthquake data center in 
Europe supported by Germany (Fan 2016). Table 2 shows 
the basic information about our experimental data. As shown 
in Table 3, we can see the number of true matches. We use 
USGS, CENC and GEOFON to denote the data from web-
sites of USGS, CENC and GEOFON, respectively. We 
use Di to denote the comparison between resources USGS 
and GEOFON, USGS and CENC, CENC and GEOFON, 
respectively.

F(a, b) =
∑

Wfi
× fi(a, b)

Experimental setting

Before the records were matched, as the data came from dif-
ferent agencies, there were some problems. One of them was 
the unit of the attribute. For example, for the depth, some 
records used the unit of km, and some used m. In the time 
fields, some records used the time of UTC + 8, and some 
used UTC time.

By analyzing the data, we find that in fact most of the 
data in the sources are not relevant and do not need to be 
compared. Therefore, the related data records are allocated 
in one block, separated from the unrelated data records. 
Blocking techniques can generally be divided into two cat-
egories: one is the partitioning technique where there is no 
intersection between the blocks; the other is the partitioning 
technique where there is intersection between the blocks.

The blocking model mentioned in the previous section 
can reduce the large number of potential comparisons. In 
(Christen 2011), some blocking methods were presented, 
such as traditional blocking, sorted neighborhood and 
Q-gram. In this paper, we employed two blocking categories. 

Table 2   The basic information of different data sources used in this 
paper. In column three, the number of records of each data source is 
listed

Year Source name Number of records

2017 USGS 125,188
GEOFON 4708
CENC 806

2016 USGS 119,686
GEOFON 5218
CENC 902

2015 USGS 120,597
GEOFON 4353
CENC 943

Table 3   The number of true matched and the short name for different 
datasets used in the evaluation

Year Dataset Dataset name Number of 
true matched

2017 D1 CENC-GEOFON 215
D2 USGS-CENC 246
D3 USGS-GEOFON 4406

2016 D4 CENC-GEOFON 304
D5 USGS-CENC 511
D6 USGS-GEOFON 4875

2015 D7 CENC-GEOFON 266
D8 USGS-CENC 487
D9 USGS-GEOFON 4239
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Both use time of the records attributes. In this paper, first 
method, we employed the traditional blocking method to cre-
ate blocking key values (BKVs) by using time, one of record 
attributes. In this method, there is no intersection between 
two blocks. Secondly, we used time-slid-widow (Time-SW) 
method so that there would be some intersection records 
between two blocks.

Quality and complexity measures

To evaluate the accuracy of the similarity entity resolution, 
we used well-known measures, namely precision (pr), recall 
(re) and F1 score. We used nm to denote the total number 
of matched record pairs and nA and nB to denote the size 
of datasets A and B. Then, we used tp (true positive) and 
fp (false positive) to denote the numbers of true matched, 
false matched and record pairs generated by our methods. 
We used precision (pr) to denote the percentage of similar 
records among the records that have a similarity score above 
the threshold θ. The pr, re and F1 may be expressed as:

In this paper, we used five methods to resolve the problem 
of the real-world earthquake events data entity resolution. 
The first is edit distance, in which we make all attributes into 
a string and then obtain the edit distance of two records. The 
second is Euclidean distance the same as cosine similarity, 
in which we treat the attributes as a three-dimensional vector 
to obtain the Euclidean distance or cosine similarity between 
two records. The third is Jaccard distance, and the fourth 
is cosine similarity. The fifth method is a comprehensive 
approach, which uses a different distance function for dif-
ferent attributes. For the attribute time, we can exploit the 
string edit distance. For the location attribute, we can make 
use of Euclidean distance. For the magnitude attribute, we 
use the difference based on the subtraction of two records.

Results and discussion

We report on the accuracy of our methods with pr, re and 
F1. The pr and re are shown in Fig. 2. The F1 is shown 
in Fig. 3. For D3, the CoA method achieved the pr value 
above 0.99, the re value above 0.94 and even F1 value 
above 0.96. These values were almost the highest of these 

pr =
tp

tp + fp

re =
tp

nm

F1 = 2 ∗
pr ∗ re

pr + re
.

methods. For all datasets, the value of Jaccard and cosine 
was very low by using BKVs technology, and however, 
they became very high by using Time-SW. This means that 
the appropriate blocking technique can avoid unnecessary 
false and improve the effect.

It was observed that the CoA method showed higher 
accuracy compared to the other methods because the dif-
ferent attributes had different weights for the distance 
measure of the two records. In other words, different 
attributes had different importance for the entity resolu-
tion of earthquake events.

Surprisingly, the accuracy of EdD was also higher. That 
is, treating numbers as a string for entity resolution can 
also achieve higher accuracy.

In the experiment, we found that to obtain a higher re 
value, the values of pr and F1 sometimes become very low. 
This happens when D2 uses cosine and Jaccard method. 
The value of re was more than 0.6, but the values of both 
pr and F1 were very low. Overall, the values obtained by 
the cosine and Jaccard method were all very low. This 
also shows that in this experiment, using cosine similarity 
and Jaccard distance for numeric data directly in record 
matching did not achieve a very good effect.

Table 4 shows that without blocking the number of 
comparisons would be super huge. So how to reduce the 
number of comparisons is always very important thing 
for ER.

We compare the values of the F1 scores of different 
methods. These experiments show that CoA produces good 
results with both blocking methods. No matter which kind of 
blocking technology is used in EdD and CoA method, there 
will be similar effects. Jaccard distance does not perform 
very well, no matter what kind of blocking technology. It can 
also be said that Jaccard distance is not suitable for numeri-
cal data ER in our experiments. Through our experiments, 
we can see that Time-SW has better effect. The result of 
this is because of the successful blocking, reducing many 
unnecessary candidate records. Form Fig. 3 D1, D2, D3, 
D6, D9, these show that the EuD method also archives a 
better performance.

Conclusions

When an earthquake disaster occurs, the same earthquake 
information can be described or reported by multiple data 
sources. To manage these data more efficiently, for the first 
time, the application of entity resolution technology was 
used in earthquake disasters for data integration. This paper 
studied three years of earthquake events from three sources 
by using five methods. The results indicated the following 
conclusions.
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(1)	 For these datasets, the CoA method achieved the high-
est performance. In other words, different attributes had 
different importance for record identification.

(2)	 Directly using the Jaccard distance and cosine simi-
larity for numerical data did not result in high perfor-
mance.

(3)	 Treating numbers as a string using the EdD method also 
achieved better performance. Numeric-based data and 

string-based data must have something in common to 
facilitate record identification.

(4)	 Accurate blocking technology can improve efficiency 
and reduce comparison times.

Due to the different information published by different 
departments or agencies, whether it is historical disaster 
data management or real-time disaster data management, 
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Fig. 2   The different results of precision and recall for different datasets by different methods, respectively
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it will be helpful to integrate these data as much as possi-
ble to make more accurate decisions for disaster reduction 
(Geller 2007). By identifying disaster events from different 
data sources, disaster data can be better managed, includ-
ing remote sensing data, economic data and loss data, to 
better cope with disasters. Through data management, you 
can find more and better data research disasters. It is very 
difficult to understand and find earthquake events from dif-
ferent data sources, and an abstraction and simplification 
based on these data are needed. Our research aims to make 

these data easy for decision makers and the public to use, 
without having to invest a lot of time and effort.

In this paper, we used five methods for the challenging 
problem of entity resolution from real-world data that came 
from earthquake disaster websites. The attributes of earth-
quakes are almost entirely numeric data. This paper used 
a framework to solve the entity resolution problem. We 
studied three years of earthquake disaster events from three 
sources. However, the data from earthquake disaster events 
are massive and constantly updated. With the improvement 

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D1

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D2

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D3

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D4

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D5

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D6

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D7

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D8

BKVs Time-SW

0

0.2

0.4

0.6

0.8

1

EdD EuD Jaccard Cosine CoA

F1

D9

BKVs Time-SW

Fig. 3   F1 scores for different methods of different datasets. In general, F1 of Time-SW is higher than BKVs based on the same method
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in data acquisition ability over time, it will become more and 
more difficult to manage the massive data from earthquake 
disaster events, so that it can be foreseen that more efficient 
ER technology will emerge, as well as new methods and 
models that will be proposed in the future.
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Abstract
Full waveform inversion (FWI) suffers from the cycle skipping problem, because the observed data usually lack low-fre-
quency components or due to errors in the wavelet estimation. In addition, the strong low-frequency non-zero-mean noise can 
have a large impact on FWI results. Thus, we propose a local waveform traveltime correction scheme to solve the situations 
when the observed data lack low-frequency components or when the estimation for the wavelet is incorrect. We use a sliding 
time window, which is used to decrease the traveltime differences between the calculated and observed data to increase the 
cross-correlation between them. Besides, we propose a zero-mean normalized cross-correlation misfit function to reduce 
the interference of the low-frequency non-zero-mean noise. Therefore, we propose new approaches to improve FWI results 
whether the observed data lack low-frequency components or the observed data are contaminated by the non-zero-mean low-
frequency noise. Numerical examples on Marmousi model show the feasibility of a FWI based on the zero-mean normalized 
cross-correlation misfit function and a FWI based on the local traveltime correction method.

Keywords  FWI · Local traveltime correction · Zero-mean normalized cross-correlation

Introduction

Full waveform inversion (FWI) uses all of the informa-
tion from prestack seismic data to update the subsurface 
parameters (e.g., velocity, density, and anisotropic param-
eters) under the constraints of a misfit function. FWI was 
first implemented in the time domain (Lailly 1983; Taran-
tola 1984) based on the norm-2 misfit function by mini-
mizing the difference between the observed and calculated 
data. Later, FWI was implemented in the frequency domain 
(Pratt et al. 1998), and only a few discrete frequencies were 
needed to update the physical property parameters of sub-
surface medium accurately. However, FWI suffers from the 
cycle skipping problem (Virieux and Operto 2009), which 
leads FWI into a local minimum (Alkhalifah 2016). A good 
initial model and sufficient low-frequency components 
in the observed data can help FWI avoid cycle skipping 
(Bunks et al. 1995). However, in practice, the ultra-low fre-
quencies are hardly recorded or are contaminated with the 

low-frequency noise. In addition, generating a good initial 
model is also difficult because of the complicated structure 
of the subsurface. Moreover, the inaccurate estimation for 
wavelet will result in the calculated data being different from 
the observed data in both the amplitude and phase informa-
tion, which will also lead to a failure in waveform matching. 
To improve the matching between waveforms and solve the 
cycle skipping problem, many researchers have done a lot 
of work and their achievements can be mainly divided into 
three groups.

In the first group, artificial low frequencies, which are 
somewhat similar in phase to the low-frequency compo-
nents of the intact observed data, are introduced into FWI. 
Bozdağ et al. (2011) proposed the instantaneous envelope 
misfit function to reduce the nonlinearity of inversion and 
demonstrated that the envelope-based misfit function has 
direct relationship with the long-wavelength components of 
velocity variation. Chi et al. (2014) utilized the differences 
between the envelopes of both observed and calculated data 
as a misfit function to provide the long-wavelength compo-
nents of the subsurface velocity for the standard FWI. Wu 
et al. (2014) proved the physical meaning of the envelope-
based method using the modulation signal model. Hu et al. 
(2017) improved the envelope-based theory and proposed a 
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waveform mode decomposition approach, which reduces the 
dominant frequency of the adjoint source and obtain richer 
low-frequency information. Alkhalifah and Choi (2014) 
utilized Laplace damping to generate artificial low frequen-
cies. Hu (2014) proposed a beat-tone approach, in which 
low frequencies can be produced artificially by the subtrac-
tion of slightly different frequency wavefields. Zhang et al. 
(2017) proposed that the low-frequency components can be 
reconstructed by the convolution of artificially designed low-
frequency wavelets and the reflected impulse response of the 
subsurface medium obtained by sparse blind deconvolution. 
Lian et al. (2018) proposed using an improved wavefield 
decomposition method in the time–space domain to enhance 
low-wavenumber components of FWI. Yuan et al. (2019) 
combined FWI, which can provide long-wavelength com-
ponents of the P-wave velocity by using low frequencies 
and long-offset direct/diving/refracted waves, and poststack 
impedance inversion to develop an FWI-driven imped-
ance inversion, which has the ability to solve the overlap 
between the FWI-based converted prior impedance model 
and poststack data, and it can thereby yield a broadband 
absolute impedance result. Li et al. (2018) proposed that 
low-frequency components can be produced by multiply-
ing wavefields between slightly different frequencies with 
each other, and improved upon the beat-tone method by 
multiplying wavefields with themself and use a nonlinearly 
smoothed operator to extract the low-frequency components 
in the multiplied wavefields. Choi and Alkhalifah (2018) 
proposed that an exponentially damped wavefield, which 
contains abundant low-frequency information, and used 
the deconvolution-based misfit function to obtain the long-
wavelength components of subsurface parameters.

The second group includes methods of providing more 
accurate initial models for FWI, such as traveltime tomog-
raphy (Bishop et al. 1985; Justice et al. 1989) and migration 
velocity analysis (Symes and Carazzone 1991; Biondi and 
Symes 2004), etc. The traveltime or phase information is 
not as dramatic as the amplitude information, which is the 
main reason that causes cycle skipping (Luo and Schuster 
1991). By extracting phase information using the logarithm 
of wavefields, an optimal algorithm minimizes the phase 
differences between the observed and calculated data to 
prevent cycle skipping (Shin and Min 2006). However, the 
phase information is always wrapped. Choi and Alkhalifah 
(2015) proposed a phase unwrapping method to improve the 
accuracy of FWI based on phase information.

In the third group, waveform-matching techniques are 
used for FWI to avoid cycle skipping. Warner and Guasch 
(2014) used the Wiener filter to increase the similarity 
between the observed and calculated data. Zhu and Fomel 
(2016) proposed adaptive matching filtering-based FWI, 
and Engquist et al. (2016) introduced the optimal transport 
method to FWI, which protects FWI from falling into a local 

minimum. Hu et al. (2018) measured the misfit between the 
observed and calculated data with respect to phase differ-
ences without phase unwrapping, which solved the cycle 
skipping problem from the perspective of a mathematical 
equation. Yang et al. (2016) proposed the phase-correlation-
shifting-based FWI in the frequency domain to increase the 
cross-correlation between waveforms. Sun and Alkhalifah 
(2019) proposed adaptive traveltime inversion, which is 
formulated by minimizing the least-squares errors of the 
traveltime shift computed from cross-correlation of a pen-
alty function with a matching filter. In addition to these three 
groups of methods, some other methods like reflection FWI 
(Xu et al. 2012; Chi et al. 2015; Guo and Alkhalifah 2017), 
stochastic-algorithm-based FWI (Datta and Sen 2016; 
Sajeva et al. 2016), the angle difference identity for cosine, 
which can accurately recover the large-scale structure with 
high-frequency data (Wang et al. 2019), etc., can also help 
FWI avoid cycle skipping and obtain an ideal inverted result.

The estimation of uncertainty in the resulting earth 
models and parameter trade-offs are also as important as 
the inversion results. Thus, Liu et al. (2019) investigated 
the application of the square-root variable metric (SRVM) 
method, a quasi-Newton optimization algorithm, to FWI in 
a vector version, which allows us to reconstruct the final 
inverse Hessian at an affordable storage memory cost.

The norm-2 misfit function is the most commonly used 
misfit function for FWI. However, it is very sensitive to 
amplitude information and the influence of noise. Choi and 
Alkhalifah (2012) proposed a global-correlation misfit func-
tion, which helped the multisource FWI avoid amplitude 
imbalance because of the offset range, and Liu et al. (2016) 
noted that this misfit function improves noise immunity and 
decreases the influence of the wavelet estimation error. How-
ever, seismic data recorded in the field usually contain the 
strong non-zero-mean noise, and cross-correlation does not 
work well for this type of noise. In addition, many research-
ers have done a lot of work on reducing the influence of 
the wavelet on the inverted results. Source-independent 
approaches are an effective method for doing so (Lee and 
Kim 2003; Zhou and Greenhalgh 2003; Choi and Alkhali-
fah 2011). Moreover, Pan and Huang (2018) proposed FWI 
based on differential measurements of long-offset data to 
reduce the influence of inaccurate source signatures.

In this paper, inspired by Yang et al. (2016), we propose a 
waveform local traveltime correction approach based on the 
local cross-correlation to solve the cycle skipping problem in 
time-domain FWI. Many researchers have shown that using 
local cross-correlation to calculate the traveltime difference 
is effective (Hale 2006; Fomel 2007; Mikesell et al. 2015; 
Zhang et al. 2019). Yang achieved phase-correlation-shift-
ing-based FWI in the frequency domain, in which each trace 
in the calculated data is time-shifted according to the maxi-
mal cross-correlation between each two corresponding traces 
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in the observed and calculated data. However, the traveltime 
difference between two traces is not a constant. Therefore, 
the traveltime difference is different for each time sample. 
Moreover, in time-domain data, direct waves and early arriv-
als account for most of the energy, which have a large impact 
on the cross-correlation-based traveltime calculation, and the 
waveforms of direct waves and early arrivals are generally 
well-matched, which causes the time shift to be negligible 
if we regard the traveltime difference between two traces as 
a constant. Thus, considering these factors, we use a sliding 
time window to intercept the observed and calculated data, 
firstly. Then we calculate the cross-correlation between the 
data in the window and find the exact time corresponding to 
its maximal value. Next, we time-shift the calculated data in 
the time window according to the time, which is obtained in 
the last step. Then, we move the window along the time axis 
to make the time shifting of the calculated data appear in the 
next time window until the window has covered all of the 
time samples, which means completing the time shifting for 
all of the calculated data such that the matching between the 
observed and calculated data can be increased. In addition, 
since the calculated data are time-shifted, the phase informa-
tion of the calculated data is closer to that of the observed 
data, but the amplitude information is incorrect. Therefore, 
to decrease the influence of the amplitude error in the gradi-
ent, we use a normalized global-correlation misfit function 
(Choi and Alkhalifah 2012). In order to deal with the situ-
ation when the observed data contain the strong low-fre-
quency non-zero-mean noise, we propose a zero-mean nor-
malized cross-correlation misfit function. The calculation of 
the zero-mean (subtracting the average value) helps FWI to 
decrease its sensitivity to the non-zero-mean low-frequency 
noise, which is usually recorded in the observed data. Thus, 
our method can improve the FWI results in situations when 
the observed data lack of low-frequency components or the 
inaccurate estimation of the wavelet or the observed data are 
contaminated with the non-zero-mean low-frequency noise. 
Finally, we use numerical tests of the Marmousi model to 
verify the feasibility of our method.

Theory

Review of FWI with norm‑2 misfit function

The norm-2 misfit function aims to minimize the difference 
between the observed and calculated data, and it is expressed 
as

(1)E(v) =
1

2

∑
r
∫
t

[dcal(r, t, v) − dobs(r, t)]
2dt,

where dcal and dobs represent the calculated and observed 
data, respectively, r is the receiver position variable, t rep-
resents the time variable, and v denotes the P-wave veloc-
ity of the subsurface medium. The calculated data can be 
obtained by a finite-difference scheme based on an acoustic 
wave equation, which can be expressed in 2D as

where x and z are variables indicating the horizontal distance 
and the depth, respectively, s is the source, and uf is the 
forward-propagated wavefield. The gradient of this misfit 
function can be expressed as

where �dcal(r, t, v)∕�v is the partial derivative wavefield 
and T represents the transposition. Calculating the partial 
derivative wavefield directly is highly time consuming. 
Therefore, we use the adjoint state method (Tarantola 1984) 
to obtain the gradient. The adjoint source is expressed as: 
dcal(r, t) − dobs(r, t) , and by calculating the zero-lag cross-
correlation between the forward-propagated and back-prop-
agated wavefield, we can obtain the gradient:

where ub is the adjoint wavefield.

Waveform local traveltime correction

Using an inaccurate initial model for FWI results in a mis-
match in the phase or traveltime information between the 
observed and calculated data. In this case, the calculated 
and observed data cannot be matched well, which will lead 
to cycle skipping. To avoid cycle skipping, we use a sliding 
time window to decrease the traveltime difference between 
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Fig. 1   The rectangular time window
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each two corresponding traces in the observed and calcu-
lated data. We use a rectangular time window (Fig. 1):

where l is the length of the time window, s is the time step 
of the window shift, n is the number of shifts, and N is the 
maximum number of shifts. Three steps in total to complete 
the local traveltime correction:

Step 1 The time window starts at the beginning of the 
time axis and calculates the cross-correlation between the 
observed and calculated data in the window:

where Crw is the cross-correlation of the observed and cal-
culated data in the same time window.

Step 2 Take the τ value at the maximum of Crw to time-
shift the calculated data in the window:

where dw
cal

 is the calculated data in the time window and dw∗
cal

 
is the calculated data after the traveltime correction in the 
window.

Step 3 Shift the time window along the time axis and 
time-shift the calculated data in the later windows until the 
window contains the last time sample of the trace, which 
implies that the finish of the local traveltime correction for 
the whole trace:

where d∗
cal
(r, t, v) is the calculated data after the traveltime 

correction. Therefore, the traveltime differences between the 
observed and calculated data can be reduced.

We use an example to demonstrate the local traveltime 
correction method. Figure 2a shows one pair of traces from 
the observed and calculated data. The positions of ①–⑥ 
show that the traveltime differences of the crests and troughs 
between the calculated and observed data are all larger than 
half a cycle, which causes cycle skipping. Then we use 
a rectangular time window to intercept the observed and 
calculated data from the beginning of the time axis when 
l = 200 ms (Fig. 2b), and Fig. 2c shows the waveforms of the 
calculated and observed data in the first time window. Then, 
we calculate the cross-correlation between the waveforms 
shown in Fig. 2c and obtain the value of τ (τ = − 34 ms) 
when Crw is maximal (Fig. 2d), which means the calculated 
data in the time window need a time shift of 34 time sam-
ples along the negative direction of the time axis to reach 

(5)w(t, n) =

{
1, ns ≤ t ≤ l + ns, n = 0, 1, 2,… ,N,

0, else,

(6)
Crw(�) =

1

l

l+ns∑
t=ns

[w(t, n)dobs(r, t)][w(t, n)dcal(r, t + �, v)],

1 − l ≤ � ≤ l − 1,

(7)dw∗
cal
(r, t, v, n) = dw

cal
(r, t + �, v, n),

(8)d∗
cal
(r, t, v) = dw∗

cal
(r, t, v, n), n from 0 toN in sequence,

the maximal value of Crw. After time shifting, as shown in 
Fig. 2e, the time differences in the positions of ①–⑤ are less 
than half a cycle, and the 34 time samples at the end of the 
time axis in the calculated data within the time window are 
set to zero (position ⑥). Similarly, if the calculated data are 
time-shifted along the positive direction of the time axis, 
then after time shifting, the time samples at the front end 
of the time axis will be set to zero. The time samples of the 
calculated data, which are set to zero, will have tiny contri-
bution to the gradient in the global-correlation-based misfit 
function (Choi and Alkhalifah 2012). Next, the time window 
moves with one step length (s = 100 ms) along the positive 
direction of the time axis, and then time-shift the calculated 
data in the second window (Fig. 2f). Then, we continually 
loop over all these steps until the time window contains the 
last time sample in the time axis.

We use an example to better illustrate our method. Fig-
ure 3a, b shows the blended-source observed and the cal-
culated data, respectively. The blended source contains 9 
shots. Each grid point on the surface is a receiver. A ricker 
wavelet with a peak frequency of 20 Hz is used as the source 
(Fig. 4), and the total recording time is 2000 ms. Figure 5a 
shows the traveltime differences between the observed and 
calculated data when l = 50 ms and s = 20 ms, and it indi-
cates that except for direct waves near the sources, there are 
significant differences in the traveltime and the traveltime 
differences at different times are not the same. Therefore, 
regarding the traveltime difference of each trace between 
the observed and calculated data as a constant is inaccurate, 
which is not helpful in reducing the cycle skipping problem. 
Moreover, Fig. 5b shows that the values of the normalized 
cross-correlation among the observed and calculated data 
for many traces are small, which implies that the waveforms 
of the observed and calculated data do not align well. How-
ever, after a traveltime correction (l = 50 ms, s = 20 ms), the 
traveltime differences between different times of the data 
are reduced, and only some times of the traveltime differ-
ences are large (Fig. 6a). In addition, the values of the cross-
correlation between the observed and calculated data have 
increased significantly (Fig. 6b). Therefore, this numerical 
test demonstrates the effectiveness of our method, which is 
helpful for reducing the traveltime differences between the 
observed and calculated data.    

Next, we discuss the criterion for an optimal time window 
length (l) and the time step (s). Firstly, the choice of the time 
step should be smaller than or equal to the window length 
in order to ensure that the traveltime differences of all time 
samples are corrected. Then, we compare the influence of 
different window lengths. By comparing Figs. 5a and 7a–e, 
we demonstrate that a short time window behaves better 
than a long one in terms of the accuracy of the traveltime 
differences between the observed and calculated data. How-
ever, if we set l to be too small, then it will be meaningless 
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Fig. 2   Illustrations of the 
waveform local traveltime 
correction process: a one pair 
of traces of observed data and 
calculated data; b intercepting 
the observed and calculated 
data with a time window 
(l = 200 ms), the dotted line 
represents the rectangular 
time window; c the waveforms 
within the first time window; d 
the cross-correlation between 
the observed and calculated data 
shown in c, and the τ corre-
sponding to its maximum value; 
e the calculated data after local 
traveltime correction within 
the first time window and the 
observed data within the first 
time window; f the calculated 
data after the first local travel-
time correction and the original 
observed data, then the time 
window moves one time step 
along the time axis (s = 100 ms)
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because the traveltime differences between the data at each 
corresponding time sample will be negligible and will not 
reveal the kinematic characteristics of the wave propaga-
tion. However, if we use a long time window, the traveltime 

differences at many times between the observed and cal-
culated data will be ignored, and the time shifting will be 
only focus on the events with strong energy. In our tests, the 
effects of the time window length with 50 ms, 30 ms and 

Fig. 2   (continued)

Fig. 3   Seismic data with 9 
blended sources of a observed 
data; and b calculated data
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20 ms are similar, and all these time window lengths can 
be used for the local traveltime correction. Thus, in order 
to determine the optimal choice of the time window length, 
we calculate the amplitude spectrum of each trace from the 
observed data and sum them up to obtain the amplitude 
spectrum of the entire observed data (Fig. 8). Figure 8 shows 
the peak frequency of the observed data is 20 Hz, which is 
equal to the peak frequency of the wavelet, then we calculate 
the cycle corresponding to this peak frequency

(9)H =
1

fpeak
,

where H represents the cycle and fpeak represents the peak 
frequency of the observed data. In this example, the cycle is 
50 ms, which is equal to one of the alternative time window 
lengths. In addition, the seismic data can be regarded as a 
convolution between the wavelet and the reflected impulse 
response of subsurface medium. Therefore, we recommend 
that the time window length should be close to the cycle 
length of the wavelet, or near the cycle length of the peak 
frequency corresponding to the amplitude spectrum of the 
whole observed data. Considering the wavelet might con-
tain low-frequency components, the cycle of the wavelet 
is longer than that of the peak frequency, so the length of 
time window can be extended appropriately. Besides, if 
there is a time difference between the true wavelet and the 

Fig. 4   A ricker wavelet with a 
peak frequency of 20 Hz

Fig. 5   a Traveltime differ-
ences between the observed 
and calculated data (l = 50 ms, 
s = 20 ms) and b the normalized 
cross-correlation between the 
observed and calculated data 
(l = 50 ms, s = 20 ms)
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modeling wavelet, we can obtain the delay time difference 
approximately by calculating the cross-correlation between 
the observed and calculated direct waves, then add this 
time difference to the time window length, which is chosen 
based on the theory introduced above, and ultimately obtain 
a new length for the time window. As for the choice of the 
time step, by comparing Figs. 5a and 9a–e, it shows that the 
smaller the time step, the higher the accuracy of the travel-
time differences between the observed and calculated data. 
The traveltime differences shown in Figs. 5a and 9a, b are 
similar, which implies that the traveltime differences will not 
change significantly over this short time. Another important 
factor to be considered is the computational efficiency, and 
Table 1 shows that the smaller the time step, the larger the 
computational cost. Thus, based on a comprehensive consid-
eration of the computational efficiency and correction accu-
racy, we recommend that the time step should be as small 
as possible, if our computational resources allow for that.

After the local traveltime correction, the phase infor-
mation of the calculated data is more similar to that of the 

observed data, but the amplitude information between them 
is significantly different since some parts of the calculated 
data are set to zero. So we use a global-correlation misfit 

Fig. 6   a Traveltime differences 
between the observed and 
calculated data after traveltime 
correction (l = 50 ms, s = 20 ms) 
and b the normalized cross-cor-
relation between the observed 
and calculated data after correc-
tion (l = 50 ms, s = 20 ms)

function to reduce the interference of the incorrect ampli-
tude. The global-correlation misfit function can be expressed 
as

where d∗
cal

 is the calculated data after the local traveltime 
correction, and we describe in detail the derivation of the 
gradient of Eq. (10) in “Appendix”.

Zero‑mean normalized cross‑correlation misfit 
function and its gradient

The observed data may contain the low-frequency com-
ponents, but they are often contaminated with the strong 
non-zero-mean low-frequency noise. In order to improve 
the results of FWI under such a circumstance, we propose a 
zero-mean normalized cross-correlation misfit function, and 
derive the gradient. This misfit function can be expressed as:

(10)E(v) = −
∑
r

∫
t
[d∗

cal
(r, t, v)dobs(r, t)]dt√∫

t
[d∗

cal
(r, t, v)]2dt

√∫
t
[dobs(r, t)]

2dt

,

(11)J(v) = −
∑
r

∫
t
[dcal(r, t, v) − d

cal
(r, t, v)][dobs(r, t) − dobs(r, t)]dt√

∫
t
[d

cal
(r, t, v) − d

cal
(r, t, v)]2dt

√
∫
t
[dobs(r, t) − dobs(r, t)]

2dt

,

where J represents the proposed misfit function and the 
superscript “–” represents the average of the data. The par-
tial derivative of the misfit function on v is
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Fig. 7   Traveltime differences 
between the observed and cal-
culated data with a l = 200 ms, 
s = 20 ms; b l = 100 ms, 
s = 20 ms; c l = 70 ms, 
s = 20 ms; d l = 30 ms, 
s = 20 ms; e l = 20 ms, s = 20 ms
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We reorganize Eq. (12) into:

(12)�J(v)
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= −
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r
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Fig. 8   The amplitude spectrum of the observed data shown in Fig. 2a

Note:

(14)
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√
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So Eq. (13) can be expressed as:
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Fig. 9   Traveltime differences 
between observed data and 
calculated data with a l = 50 ms, 
s = 1 ms; b l = 50 ms, s = 10 ms; 
c l = 50 ms, s = 30 ms; d 
l = 50 ms, s = 40 ms; e l = 50 ms, 
s = 50 ms
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Finally, the gradient can be expressed as:

According to the adjoint state method, Eq. (18) can be 
simplified to

where λ represents the adjoint source, and it is expressed as:

Therefore, the gradient in the time domain can be 
expressed as:

where u�
b
 is the adjoint wavefield with λ as the adjoint source. 

The gradient is similar to that of the standard FWI except 
for the content of the adjoint source, which is a simple 
modification to the standard adjoint source, and the com-
putational cost should not increase. The workflow of the 
entire algorithm of FWI based on the zero-mean normalized 
cross-correlation misfit function and FWI based on the local 
traveltime correction method is shown in Fig. 10.

Numerical tests

We demonstrate the waveform local traveltime correction 
method and the characteristics of the zero-mean normalized 
cross-correlation misfit function on the modified Marmousi 

(18)

�J(v)

�v
=
∑
r
�
t

�d
cal
(r, t, v)

�v

1√
∫
t
[d

cal
(r, t, v) − d

cal
(r, t, v)]2dt

[(
d̃
cal
d̃
cal
dobs − d̃obs

)
−

(
d̃
cal
d̃
cal
dobs − d̃obs

)]
dt.

(19)
�J(v)

�v
=
∑
r
∫t

�d
cal
(r, t, v)

�v
�dt,

(20)

� =
1√

∫
t
[d

cal
(r, t, v) − d

cal
(r, t, v)]2dt

[(
d̃
cal
d̃
cal
dobs − d̃obs

)
−

(
d̃
cal
d̃
cal
dobs − d̃obs

)]
.

(21)
�J(v)

�v
=

2

v3

∑
r
∫
t

�2uf

�t2
u�
b
dt,

model (Fig. 11a). We add a 50-m water layer on the top of 
the Marmousi model and will not update the velocity of the 
water layer during the inversion. The initial model is a lin-
early increasing velocity model (Fig. 11b). The grid dimen-
sions are 69 × 192, and the grid spacing in each dimension is 
10 m. Each grid point on the surface acts as is a receiver, and 
the Ricker wavelet with a peak frequency of 20 Hz is used 
as a source. We use the encoded blended sources scheme to 
reduce the computational cost (Krebs et al. 2009; Schuster 
et al. 2011; Choi and Alkhalifah 2011), and the blended 
sources consist of 9 shots. The blended sources are obtained 
by random phase and amplitude coding. In these tests, we 
calculate the observed and calculated data using a 10th-order 
staggered-grid finite-difference method with a 10-layer PML 
(perfectly matched layer) absorbing boundary. The data total 
recording time is 2 s with a sample rate of 0.001 s. We use 
a multi-scale scheme (Bunks et al. 1995; Shin and Ho Cha 
2009; Chen et al. 2015) to obtain better inversion results, 
and we use the gradient normalization formula (Gauthier 
et al. 1986; Bai et al. 2014) for illumination compensation. 
The L-BFGS optimization algorithm is used to update the 
velocity models, and the Wolfe criterion is used to find the 
updating step length.

Characteristics of the zero‑mean normalized 
cross‑correlation misfit function

Firstly, we use the observed data with the strong low-fre-
quency non-zero-mean noise to perform standard FWI using 
the norm-2 misfit function, the global-correlation misfit 
function and the zero-mean normalized cross-correlation 
misfit function. Figure 12a shows the original observed 
data, which are obtained by modeling in the true model. 
Figure 12b shows the low-frequency band (0–20 Hz) noise 
with a mean of 60 dB, and Fig. 12c shows the non-zero-
mean noise, which is a kind of random oscillation around 
the mean value. Next, we add the noise to the observed data 
(Fig. 12d). The inversion is divided into two steps, that is we 
first obtain the inverted results for the low-frequency band 
with a cutoff frequency of 20 Hz (fluc = 20 Hz), and then 
use it as an initial model to obtain the full-frequency band 
inverted results (which means the original observed data 
are used in the inversion directly without low-pass filter-
ing). We regard the information in the data below the peak 
frequency of the wavelet as low-frequency components, so 
the cutoff frequency of the low-pass filter in the first step is 
20 Hz. Figure 13a, b shows that FWI based on the norm-2 
misfit function and the global cross-correlation misfit func-
tion are negatively effected by the strong low-frequency 
non-zero-mean noise, and the inverted results did not accu-
rately represent the long-wavelength components of the true 
velocity model. The proposed misfit function, on the other 
hand, behaved well in spite of the strong low-frequency 

Table 1   Computational cost of 
different time steps

l, s (ms) Computa-
tional cost 
(s)

l = 50, s = 1 26.423
l = 50, s = 10 2.563
l = 50, s = 20 1.415
l = 50, s = 30 0.874
l = 50, s = 40 0.696
l = 50, s = 50 0.548
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Fig. 10   A flowchart of full waveform inversion based on the zero-mean normalized cross-correlation misfit function and the local traveltime cor-
rection method
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non-zero-mean noise because of its ability in adjusting the 
mean value in the adjoint source (Fig. 13c). Although the 
full-frequency band inversion can reduce the influence of 
the low-frequency noise to some extent, its influence cannot 
be completely eliminated, and the initial models provided 
by FWI based on the norm-2 misfit function and global-
correlation misfit function are much different from the true 
model, which causes velocity updating errors in many areas 
(Fig. 14a, b). In addition, the inverted results based on the 
zero-mean normalized cross-correlation misfit function can 
better restore the structure of the true model, and most of the 
resulting model seem accurate (Fig. 14c). Therefore, the pro-
posed misfit function can handle the strong low-frequency 
non-zero-mean noise during FWI, which is important in 
practical applications. Next, we test the performance of zero-
mean normalized cross-correlation misfit function when the 
observed data contain the strong white noise. We use the 
observed data with a SNR (signal to noise ratio) of −4.46 
for testing (Fig. 12e). The low-frequency band (Fig. 15a) and 
the full-frequency band inverted models (Fig. 15b), both of 
which start from the initial model shown in Fig. 15a, show 
good results and no velocity anomalies. This test proves that 
the misfit function we proposed has the ability to combat 
white noise, as well.    

Behavior of the waveform local traveltime 
correction in FWI (LTC‑FWI)

Firstly, we use the observed data, which lack information 
below 10 Hz to compare the inverted results after LTC-FWI 

and the standard FWI for the low-frequency band and both 
methods use a global-correlation misfit function. Then, we 
perform a standard FWI using the inverted models for the 
low-frequency band to provide initial models for the full-
frequency band inversion. Figure 16a shows the inverted 
model using a standard FWI for the low-frequency band. The 
left side of the model is obviously quite different from the 
true model due to the cycle skipping. However, the inverted 
model after the local traveltime correction largely restored 
the long-wavelength components of the true model, and no 
cycle skipping occurred (Fig. 16b). Figure 17a shows the 
inverted model based on the full-frequency band data start-
ing from the initial model shown in Fig. 16a. The areas of 
velocity updating error caused by cycle skipping cannot be 
corrected by the high-frequency components in the data. 
Instead, as the inversion progresses, the incorrect velocity 
updated values accumulate and eventually become illusions. 
However, the full-frequency band inverted model starting 
from the initial model shown in Fig. 16b is nearly the same 
as the true model, and there is no illusion caused by velocity 
updating errors (Fig. 17b). For a more intuitive comparison, 
we extract velocity-depth curves in two different distances 
from the true model, the initial model and the inverted mod-
els. Figure 18a shows that the velocity variation differences 
between the inverted models after a standard FWI and LTC-
FWI at 1.4 km on the right side of the models are nearly the 
same, and both curves are consistent with the velocity trends 
of the true model. This finding is primarily observed because 
the right side of the true model is a sloping structure, and the 
seismic waves exhibit large-angle scattering during subsur-
face propagation. Due to layout of our receivers, this large-
angle scattering energy can be recorded by the receivers, so 
the observed data contain rich low-wavenumber components 
from the right side of the model. However, the left side of 
the model is given by structure with mainly horizontal bed-
ding, so the observed data mainly include weak reflected 
information from thin layers, which causes cycle skipping. 
Figure 18b shows the velocity-depth curves at a distance of 
0.4 km on the left side of models, which show that the vari-
ation in the velocity of a standard FWI is different from that 
of the true model in the shallow layers, and obvious velocity 
updating errors are generated by cycle skipping. The velocity 
variation of the inverted model after LTC-FWI is nearly the 
same as the true model except for some small differences, 
which implies that after the local traveltime correction, the 
traveltime differences between most of the waveforms in 
observed and calculated data have been reduced to less than 
half a cycle. These results show that our method effectively 
helps FWI avoid cycle skipping when the observed data lack 
low-frequency components.

Next, we compare the influences of different time win-
dow parameters on the LTC-FWI results. If the length of 
the time window or time step is too large, the traveltime 

Fig. 11   a The Marmousi model and b the initial model with linearly 
increasing velocity
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Fig. 12   The observed data and 
noises. a The original observed 
data; b the low-frequency band 
(0–20 Hz) noise with a mean of 
60 dB. c Trace 100 chosen from 
b; d the observed data contain-
ing the noise shown in b; and 
e the observed data containing 
white noise, SNR = − 4.46
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correction error between the observed and calculated data 
will be large (Figs. 7a, 9e), which will directly reduce the 
accuracy of the waveform matching and ultimately affect the 
inverted results. Therefore, due to an inappropriate choice 
of the time window parameters, obvious cycle skipping 
occurs for the full-frequency band FWI results, with an ini-
tial model obtained from LTC-FWI (l = 50 ms, s = 50 ms 
and l = 200 ms, s = 20 ms) results shown in Fig. 19a, b. The 
amount of the velocity updating produced by cycle skipping 
causes the velocity curves to deviate from those of the true 
model (Fig. 20a, b). Therefore, this test demonstrates that 
the criterion for the optimal time window length and time 
step is effective.

Then, we compared the inverted models when the wavelet 
used for modeling is incorrect, and all the inverted results 
are obtained based on the global-correlation misfit function. 
Firstly, we use a zero time delayed and a 20-ms time delayed 

Ricker wavelet with a peak frequency of 20 Hz to produce 
the observed and calculated data, respectively (Fig. 21). 
Figure 22a shows the inverted model of the standard FWI 
for the low-frequency band (fluc = 20 Hz). Due to the error 
between the wavelets, the traveltime difference will increase 
during the propagation of wavelets. Thus, the waveform 
between the observed and calculated data cannot match 
correctly, which causes an inaccurate velocity updating and 
the inverted model deviates from the true model eventually. 
However, the local traveltime correction method can miti-
gate the traveltime difference caused by the wavelet’s delay 
time error and improve the cross-correlation between the 
waveforms to avoid cycle skipping. Therefore, LTC-FWI 
result for the low-frequency band can restore the shallow 
structure of the true model when the modeling wavelet has a 
large time difference from the true wavelet (Fig. 22b). Next, 

Fig. 13   Inverted models of standard FWI based on the low-frequency 
observed data (fluc = 20 Hz) using a the norm-2 misfit function; b the 
global cross-correlation misfit function; and c the zero-mean normal-
ized cross-correlation misfit function

Fig. 14   Inverted models of standard FWI based on the full-frequency 
band observed data using a the norm-2 misfit function; b the global 
cross-correlation misfit function; and c the zero-mean normalized 
cross-correlation misfit function starting from the initial model shown 
in Fig. 13a–c, respectively
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we use an original and a 125° phase-rotated Ricker wavelet 
with a peak frequency of 20 Hz to produce the observed and 
calculated data, respectively (Fig. 23). Figure 24a shows the 
inverted model after a standard FWI for the low-frequency 

band (fluc = 20 Hz). Because of the phase difference between 
wavelets, both the amplitude and phase information in the 
observed data are obviously different from those of the cal-
culated data, which causes severe cycle skipping. Therefore, 
the inverted result after a standard FWI fails completely. 
However, by using the local traveltime correction method, 
the waveforms with strong energy in the observed and cal-
culated data can be matched well because of their large 
contribution to the cross-correlation, and the unmatched 
waveforms with weak energy are mostly set to zero in the 
time shifting calculation. Thus, the unmatched waveforms 
have a small influence on the cross-correlation-based gradi-
ent. Therefore, Fig. 24b shows that LTC-FWI for the low-
frequency band can restore the shallow structure of the true 
Marmousi model when there is a 125° phase shift between 
the modeling wavelet and true wavelet. Through these two 
tests, we demonstrate that LTC-FWI is able to accommodate 
the interference of inaccurate wavelet to some extent.

Discussion

It is very difficult to calculate the traveltime differences 
between the observed and calculated data correctly when 
the observed data contain the strong low-frequency non-
zero-mean noise, because the noise alters the amplitude 
information of the original data. The amplitude informa-
tion determines the contribution of each time sample to the 

Fig. 15   a Low-frequency band inverted model (fluc = 20  Hz) based 
on the observed data containing strong white noise; b full-frequency 
band inverted model starting from the initial model shown in a 

Fig. 16   Inverted models based on the low-frequency band observed 
data (fluc = 20 Hz) after a standard FWI and b LTC-FWI (l = 50 ms, 
s = 20 ms)

Fig. 17   Inverted models after the standard FWI of full-frequency 
band observed data starting from the initial model shown in a 
Fig. 16a and b Fig. 16b, respectively
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cross-correlation-based traveltime calculation. Thus, the 
obtained traveltime is incorrect under such a circumstance. 
Therefore, we can’t combine the local traveltime correction 

method and the zero-mean normalized cross-correlation 
misfit function to solve the situation when the observed data 
lack low-frequency components and contain the strong low-
frequency noise. However, when the observed data lack low-
frequency components, the low-frequency noise does not 
usually exist. Thus, these two situations often happen sepa-
rately. Therefore, in this paper, we propose the local travel-
time correction method to solve the cycle skipping problem 
when the observed data lack low-frequency components, 
and we propose the zero-mean normalized cross-correlation 
misfit function to improve the anti-noise capability of FWI 
when the observed data contain the strong low-frequency 
non-zero-mean noise.

As for the criterion for the optimal time window length 
and time step, the suggested criterion in Sect. 2.2 can be 
further discussed. The recommended criterion is given based 
on the traveltime difference accuracy analysis and compu-
tational cost analysis, and we use a constant time window 
length and time step during the inversion. However, the 
traveltime difference often increases with time. The travel-
time differences between the observed and calculated data 
for the direct waves and early arrivals are usually small. 
Thus, we should use a small window length and time step 
to process this part of the data. However, the traveltime dif-
ferences for the later arrivals are usually large, especially 
with reflections, which is the main cause of cycle skipping. 
Thus, in order to calculate the traveltime differences more 
accurately, using a gradually increasing time window length 
and time step along the time axis should produce better 

Fig. 18   A comparison of veloc-
ity-depth profiles at distances of 
a 1.4 km and b 0.4 km, includ-
ing the true model (red), initial 
model (blacks), final inverted 
model shown in Fig. 17a 
(green), and the final inverted 
model shown in Fig. 17b (blue)

Fig. 19   Inverted models based on a LTC-FWI (l = 50  ms, 
s = 50  ms) + standard FWI and b LTC-FWI (l = 200  ms, 
s = 20 ms) + standard FWI
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LTC-FWI results. The difficulty in the varying window is 
how to choose the increment in the time window length and 
time step at different times. We will focus on solving this 
difficulty in our future works.

In addition, we will try to combine our method with other 
techniques, such as source-independent schemes or direct 
envelope inversion, to further solve the cycle skipping prob-
lem under a more complex circumstance.

Conclusions

We proposed a waveform local traveltime correction method 
to improve the matching between the observed data and 
the calculated data. After the local traveltime correction, 

cycle skipping can be significantly mitigated, even if the 
observed data lack low-frequency components. In addition, 
by choosing the appropriate time window length and time 
step, the inversion accuracy can be improved without too 
much additional computational cost. As for the large dif-
ference between the modeling wavelet and the true wavelet, 
the local traveltime correction method can handle the mis-
match caused by the wavelet error between the observed data 
and the calculated data. Although a high-precision inverted 
model might not be possible in this case, the shallow struc-
ture can be obtained after performing LTC-FWI and no cycle 
skipping occurs. In addition, FWI based on the zero-mean 
normalized cross-correlation misfit function can effectively 
mitigate the interference of the strong low-frequency non-
zero-mean noise, which helps FWI avoid cycle skipping, as 

Fig. 20   A comparison of veloc-
ity-depth profiles at distances of 
a 0.3 km and b 0.7 km, includ-
ing the true model (red), initial 
model (black), final inverted 
model shown in Fig. 17b (blue), 
the final inverted model shown 
in Fig. 19a (green), and the 
final inverted model shown in 
Fig. 19b (cyan)

Fig. 21   The wavelets with 
20-ms traveltime difference
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well. Moreover, there is hardly no additional computational 
cost, because for the proposed misfit function the only dif-
ference is the adjoint source. Therefore, whether or not the 
observed data contain low-frequency components, we intro-
duce a strategy to obtain a better inverted result.
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Appendix

The global-correlation misfit function based on the cal-
culated data after the local traveltime correction can be 
expressed as

where d∗
cal

 represents the calculated data after the local 
traveltime correction. The partial derivative of Eq. (22) with 
respect to v is:

We reorganize Eq. (23) into:

(22)E(v) = −
∑
r

∫
t
[d∗

cal
(r, t, v)dobs(r, t)]dt√∫

t
[d∗

cal
(r, t, v)]2dt

√∫
t
[dobs(r, t)]

2dt

,

(23)

�E(v)

�v
= −

�
r
�t

⎧⎪⎪⎪⎨⎪⎪⎪⎩

�d∗
cal
(r,t,v)

�v

dobs(r,t)√∫
t
[dobs(r,t)]

2dt

�∫
t
[d∗

cal
(r, t, v)]2dt

∫
t
[d∗

cal
(r, t, v)]2dt

−

�d∗
cal
(r,t,v)

�v

∫
t
[d∗

cal
(r,t,v)][dobs(r,t)]dt√∫

t
[d∗

cal
(r,t,v)]2dt

√∫
t
[dobs(r,t)]

2dt
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dt,

Fig. 22   Inverted models with incorrect wavelets shown in Fig.  21 
based on the low-frequency band observed data (fluc = 20 Hz) after a 
standard FWI and b LTC-FWI (l = 70 ms, s = 20 ms)

Fig. 23   The wavelets with 125° phase difference

Fig. 24   Inverted models with incorrect wavelets shown in Fig.  23 
based on the low-frequency band observed data (fluc = 20 Hz) after a 
standard FWI and b LTC-FWI (l = 50 ms, s = 20 ms)
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According to the adjoint state method, Eq. (24) can be 
simplified to

where χ represents the adjoint source, and it is expressed as:

Therefore, the gradient in the time domain can be simpli-
fied to:

where u�
b
 is the adjoint wavefield with χ as the adjoint source.
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Abstract
Is it possible to predict location, time and magnitude of earthquakes through identifying their precursors based on remotely 
sensed data? Earthquakes are usually preceded by unusual natural incidents that are considered as earthquake precursors. 
With the recent advances in remote sensing techniques which have made it possible monitoring the earth’s surface with 
different sensors, scientists are now able to better study earthquake precursors. Thus, the present study aims at developing 
the algorithm of classic PS-InSAR processing for obtaining crustal deformation values at the epicenter of earthquakes with 
magnitude larger than 5.0 on the Richter scale and with oblique thrust faulting and then after calculating temperature values 
using remotely sensed thermal imagery at the epicenter of same earthquakes; thermal and crustal deformation anomalies 
were calculated using data mining techniques before earthquake occurrence. In the next stage, taking the correlation between 
thermal anomalies and crustal deformation anomalies at the epicenter of the study earthquakes into account, an integrated 
technique was proposed to predict probable magnitude and time of oblique thrust earthquakes occurrence over the earth-
quake-prone areas. Eventually, the validity of the proposed algorithm was evaluated for an earthquake with a different focal 
mechanism. The analysis results of the thermal anomalies and crustal deformation anomalies at the epicenter of April 16, 
2016, Japan-Kumamoto earthquake of magnitude 7.0 with strike-slip faulting, showed completely different trends than the 
suggested patterns by the proposed algorithm.

Keywords  Crustal deformation anomalies · Data mining · Earthquake precursors · Earthquake prediction · Extended-PS 
method · Surface thermal anomalies

Introduction

Earthquake prediction with purposes of reducing death and 
destruction caused by earthquakes is a significant issue that 
has attracted the attention of many experts and researchers 
in the field of disaster management (Tsai and Chen 2010; 
Rikitake 1968). While most seismologists insist on the 
improbability of earthquake prediction in terms of location 
and time of occurrence using the current knowledge and 
facilities, they believe that there are certain precursors that 
may lead to finding more reliable methods by investigating 
them effectively (Rikitake 1975). Therefore, considering the 

significance of this issue, extensive researches from various 
scientific fields have been concentrated on identifying these 
precursors. The most common predictive methods based on 
identifying precursors include monitoring the ground dis-
placement along a fault using ground-based tools such as 
global positioning systems (GPS) (Yue and Lay 2011; Wang 
et al. 2013; Calais et al. 2003) or radar interferometry on 
radar images of satellite sensors (Tomás et al. 2014; Moro 
et al. 2017; Graham 1974; Bamler and Hartl 1998; Gabriel 
et al. 1989; Massonnet and Feigl 1998), earthquake predic-
tion using geophysical techniques such as determining prob-
able location or, sometimes, probable time of earthquake 
occurrence through foreshocks (Ogata and Katsura 2012; 
Moreno et al. 2010; Lippiello et al. 2012), earthquake pre-
diction by means of assessing variations in velocity of seis-
mic waves of S and P prior to earthquake (Pio Lucente et al. 
2010; Peacock et al. 1988), earthquake prediction through 
monitoring thermal anomalies on the earth surface using 
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thermal images obtained by remote sensors in fault-exposed 
areas (Pulinets et al. 2006; Saraf et al. 2009; Saradjian and 
Akhoondzadeh 2011), monitoring changes in ionospheric 
precursors analyzing the collected data from remote sensing 
DEMETER satellites (Molchanov et al. 2006; Akhoondza-
deh et al. 2010) or ground-based systems (Yao et al. 2012; 
Pulinets and Davidenko 2014), earthquake prediction 
through monitoring earthquake clouds along fault range 
with the aid of satellite imagery (Thomas et al. 2015; Guo 
and Wang 2008), earthquake prediction using geochemical 
and hydrological precursors like monitoring variations in 
concentration of ions or dissolved gases including radon, 
helium, etc. (Thomas 1988; Ingebritsen and Manga 2014), 
earthquake prediction through studying changes in animal 
behaviors (Grant et al. 2015) and earthquake prediction by 
measuring electromagnetic changes in ULF range (Hay-
akawa 2013; Han et al. 2011).

Most of the above-mentioned methods require the 
installation of the equipment on the ground or direct 
contact with the ground. Since the long-term surveying 
installations within an area are time- and cost-consum-
ing, the remote sensing techniques such as monitoring 
thermal anomalies and land surface deformation prior to 
earthquake within earthquake-prone areas using satellite 
images are of higher priority because they do not need 
physical presence at the site, and also the required data 
are continuously collected from a wider range with high 
spatiotemporal resolution and lower costs. But, remote 
sensing methods, similar to other predictive approaches, 
have a single-parametrical orientation toward the issue. 
On the other hand, since the inherent behavioral varia-
tions of the precursors don’t follow a common pattern in 
all earthquakes, and the changes show peculiar behaviors 
to each region, it seems unfeasible to provide an obvious 
prediction in an area solely based on behavioral variations 
in a single precursor. Even in the case of the studies which 
have focused on investigating several precursors simulta-
neously, the correlation among latent structural patterns 
in the collected data related to different precursors has 
been ignored. Thus, these methods are not able to provide 
a reliable prediction about the location and time of earth-
quakes. However, these limitations never underestimate 
the precursors. Besides, since each precursor contains 
some information about earthquakes, it seems more likely 
to find an effective technique or an acceptable indicator for 
earthquake prediction. Therefore, the present study aims at 
developing the algorithm of classic PS-InSAR processing 
for obtaining crustal deformation values at the epicenter of 
earthquakes with magnitude larger than 5.0 on the Richter 
scale and with oblique thrust faulting, and then after cal-
culating temperature values using remotely sensed ther-
mal imagery at the epicenter of same earthquakes; thermal 
and crustal deformation anomalies were calculated using 

data mining techniques in the period of two months before 
earthquake occurrence; then, similarities or discrepancies 
among behavioral variations of these anomalies were ana-
lyzed. In the next stage, this approach was initially carried 
out in a unidimensional mode and then in an integrated 
form to offer a certain reliable method to predict the prob-
able magnitude and time of earthquake based on identify-
ing thermal anomalies and crustal deformation anomalies 
within earthquake-prone regions. Eventually, the validity 
of the proposed algorithm was evaluated for an earthquake 
with a different focal mechanism. The analysis results of 
the thermal anomalies and crustal deformation anomalies 
at the epicenter of April 16, 2016, Japan-Kumamoto earth-
quake of magnitude 7.0 with strike-slip faulting, showed 
completely different trends than the suggested patterns by 
the proposed algorithm. So the proposed algorithm was 
unable to determine the probable time and magnitude of 
an earthquake occurrence with strike-slip faulting.

Methodology

Recognition of the earthquake‑prone areas

It should be noted that the remote sensing approaches to 
monitoring anomalies caused by earthquake precursors 
carry out the monitoring operation globally and over a 
wide area. Therefore, this issue comes into question that 
to monitor anomalies caused by earthquake precursors, 
which areas of the earth surface have to be monitored? In 
the present study, thermal anomalies and crustal deforma-
tion anomalies have been monitored regarding the already 
happened earthquakes. In other words, the epicenter of 
earthquakes to perform analyses was already identifi-
able. According to serious incidents, earthquake-prone 
areas are usually preceded by some turbulences such as 
minor shocks in the area, which are completely random 
and do not follow a certain pattern or principle, whereas 
the predictive locations of such shocks follow a certain 
order despite the high level of irregularity. But, it would be 
possible to estimate the probable location of earthquakes 
using modern statistical techniques like self-organizing 
map (SOM) neural networks (Mohankumar and Sangeetha 
2018). This method is not only capable of identifying risky 
regions but also can give ideas about places that are vul-
nerable to earthquakes. As discussed above in the present 
study, the epicenter of earthquakes to perform analyses 
was already identifiable, but for evaluating the ratability 
of SOM networks to recognize earthquake-prone areas, 
we applied the SOM algorithm for identifying earthquake-
prone areas in one of the study areas, whose stages are 
depicted in detail in Fig. 1.
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Calculation of the crustal deformation anomalies 
at the epicenter of an earthquake

Monitoring of the ground surface deformations 
at the epicenter of an earthquake using radar 
interferometry

Ground surface deformations are considered as one of the 
direct impacts caused by tension exerted on the rocks, so by 
measuring length and width of a certain region of the ground 
surface located on an active plate, it is possible to map 
movements of the plate in relation to time, which can play a 
significant role in predicting earthquake probable time and 
location (Parsons 2017; Huang et al. 2017). A wide range of 
methods has been developed so far to measurement crustal 

movements. However, using radar interferometry technique 
has some advantages over other methods due to its wide 
coverage over ground surface, repeatability of observations 
over time, high spatiotemporal resolution and saving time 
and costs (Bürgmann et al. 2000; Rosen et al. 1998; Mas-
sonnet et al. 1993; Peltzer and Rosen 1995).

Advanced techniques of InSAR involving the simultane-
ous processing of multiple SAR acquisitions in time increase 
the number of locations where a deformation signal can be 
extracted and reduce associated error. Currently, there are 
two broad categories of algorithms for processing multi-
ple acquisitions, persistent scatterer (PS-INSAR) and small 
baseline methods (SBAS), which are optimized for different 
models of scattering. Each of these two methods gives tem-
poral solution to the uncorrelated phenomena based on the 

Fig. 1   SOM algorithm for ana-
lyzing spatiotemporal correla-
tion between seismic clusters
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principle of dominant reflectivity of centers of permanent 
scatterers (Hooper 2008). Considering that the SBAS tech-
nique relies on an appropriate combination of differential 
interferograms created by using image pairs characterized 
by a small orbital separation (baseline), using of the SBAS 
method leads to low spatial decorrelation results. Therefore, 
in the present study according to the PS method (Tu et al. 
2012) which uses large stacks of SAR images to generate 
differential interferograms concerning common one mas-
ter, we used classic PS-InSAR principles in our analyses. 
But classic PS technique to calculate the displacements of 
selected points faces this restriction that the amount of dis-
placements is only measurable at the PS points around our 
study area which may not correspond to the target points 
(e.g., Earthquake epicenter). Thus, the classic PS method 
was not responsive to the purpose of this study to monitor-
ing surface deformations of the earthquake’s epicenter. So 
considering the limitations of the classic PS method due 
to lack of concentration on a selective point with specific 
geographical coordinates, in the present study the problem 
of determining the displacements at the selective points has 
been solved through spatiotemporal interpolation methods 
(Li and Heap 2014; Yang et al. 2004) based on calculated 
displacements for the PS points, whose stages are depicted 
in detail in Fig. 2a.

Behavioral analysis of the earthquake epicenter 
deformations and calculating crustal deformation 
anomalies using data mining

In the presented study, data mining methods (Hand 2007) 
were used to analyze the behavior of the crustal deforma-
tions at the epicenter of the earthquakes in order to calculate 
crustal deformation anomalies.

It is noteworthy that data mining uses a set of statistical 
and mathematical methods which can lead to recognition of 
the latent patterns and meaningful relationships within data-
bases. Once a behavioral pattern has been identified among 
the databases and this pattern has been learned through 
mathematical and statistical models including regression, 
artificial neural networks, time series, etc., variations in the 
phenomenon behavior can be predicted, evaluated and inter-
preted based on its preceding behavior. Since the ARIMA 
model (Brockwell et al. 1991) involves a special set of uni-
variate modeling for analysis and prediction of time series, 
the present study used the ARIMA (p, d and q) model to 
analyze time series of the calculated displacements for the 
epicenter of the earthquakes (as presented in Fig. 2b).

According to that, the measured data considered an 
anomaly when the difference between the predicted and 
actual values of the data goes beyond the range of RMSE 
defined by the statistical models; thus, the amount of crustal 

deformation anomalies of three months before the earth-
quake occurrence was calculated according to Eq. (1):

Identifying thermal anomalies at the epicenter 
of the earthquake

As already acknowledged by the previous researches, several 
phenomena are believed to trigger the increase in land sur-
face temperature before the earthquake occurrence. Despite 
that the nature of this phenomenon and the mechanism of 
increasing land surface temperature before the earthquake 
are still vaguely understood (Qiang et al. 1997), monitoring 
thermal anomalies caused by earthquake can be one of the 
major approaches to estimate parameters related to earth-
quakes of magnitude larger than 4.5 on the Richter scale, 
which can be monitored by various thermal sensors and sat-
ellites in different spatial and temporal resolutions at TIR 
wavelengths (Tronin 2000; Huang et al. 2008).

Different studies have claimed different occurrence times 
of the LST anomalies with a wide range 1–24 days before 
the earthquake in the form of an increase in the temperature 
of 2–12 °C (Zhang et al. 2014; Pohn et al. 1974). It should 
be noted that in recent researches there are also other cases 
with a different range of 30–40 days before the earthquake 
that have been reported (Lu et al. 2016). On the other hand, 
considering the fact that the earth acts like an isothermal 
and homogenous surface during night and is exposed to 
thick clouds, shade, and direct sunlight during daytime, 
this could lead to the emergence of a temperature differ-
ence in the range of 15°–20° (Spencer et al. 1999), which 
would conceal thermal anomalies during the day. Thus, in 
the present study for providing reliable analysis of thermal 
anomalies and their relationship with earthquakes, average 
temperature day and night products were used. Also, con-
sidering that the temperature increase happens occasionally 
and locally along a fault, if there is no anomaly or turbulence 
within the area, all points (focal area and around it) will fol-
low definite increasing or decreasing temperature patterns 
in each season. Therefore, it will be expectable that anoma-
lies or turbulences such as the earthquake phenomenon may 
disrupt this compliance at the epicenter both spatially and 
temporally in comparison with other points within the area. 
So, in the present study as shown in Fig. 3b for calculating 
thermal anomalies unlike most of the previous investiga-
tions that have used time-series analysis methods to model 
temperature variations around the earthquake epicenter, the 
modeling of thermal variations was proposed taking into 
account the spatiotemporal correlations between epicenter 
thermal data and adjacent areas using regression functions 
Eq. (2). It should be noted that thermal anomalies detection 

(1)Anamoly:zReal − zcalculated ∓ RMSE
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Fig. 2   Proposed algorithm for measuring surface displacement at the epicenter of the earthquake and calculating crustal deformation anomalies
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through time series is merely based on temporal dependency 
among observation and without considering spatial depend-
ency among them.

where a0, a1, …ap are the model coefficients; T1, T2, ….Tp 
represent the temperature values related to each area; and 
Z(t) represents the calculated temperature for time t.

Implementation

Properties of the study area

According to a large number of earthquakes with magnitude 
lower than 5.0 and considering that each of them can be consid-
ered as a foreshock for large magnitude earthquakes, predicting 
the occurrence of an earthquake of magnitude lower than 5.0 is 

(2)z(t) = a0 + a1T1 + a2T2 +⋯ + apTp

not very valuable, both from a scientific and a practical point 
of view. On the other hand, considering that we implemented 
our proposed methods to monitor earthquake precursor anoma-
lies on earthquakes with the same seismic properties and focal 
mechanism, to have an optimal distribution of sample regions, 
earthquakes with magnitude larger than 5.0 with nearly identi-
cal seismic properties from different regions of the world were 
selected. Table 1 presents the regional and seismic properties 
of each earthquake examined in the present study.

SOM results

As discussed in Sect. 2.1, in the present study thermal anom-
alies and crustal deformation anomalies have been monitored 
regarding the already happened earthquakes. But in this sec-
tion results related to the implementation of the SOM algo-
rithm to identify probable epicenters of the 2017 Kerman-
shah earthquake are presented (Figs. 4, 5).  

Fig. 3   Proposed algorithm for 
calculating thermal anomalies at 
the earthquake epicenter

Table 1   Properties of the earthquakes, extracted from the USGS Web site

Region Focal geographic 
coordinates

Mag-
nitude 
(Mw)

Depth (km) Date Time Moment tensor

Longitude Latitude

Iran, Kermanshah Province, 5 Km of 
Ezgeleh

45.90E 34.91N 7.3 19 2017/11/12 18:18:17(UTC) Oblique thrust faulting

Mexico, 3km of San Pedro 97.97W 16.38N 7.2 22 2018/02/16 23:39:39(UTC) Shallow-thrust faulting
Iran, Mashhad Province, 5 Km of Sefid 

Sang
60.43E 35.77N 6.1 13 2017/04/05 06:09:12(UTC) Oblique thrust faulting

Iran, Bushehr Province, 4 Km of Kaki 51.61E 28.32N 5.5 10 2018/04/19 06:34:47(UTC) Oblique thrust faulting
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Determination of the crustal deformation anomalies 
at the earthquake epicenter

As discussed in Sect. 2.2, this study aimed at inspecting 
any significant relationship between crustal deformation 

anomalies at the epicenter of the earthquakes and prob-
ability of an earthquake through radar interferometry, so 
Sentinel-1 SAR data during a period of 14 months before 
each earthquake were used. Tables 2, 3, 4 and 5 present the 
properties of the SAR imagery used for this study.

Fig. 4   a Topographic map of the Kermanshah Province. b Integration map of the SOM network output and topographic map of the Kermanshah 
Province
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Initial results of the extended‑PS method

Final results of the extended‑PS‑InSAR

For the purposes of the present study aiming at estimat-
ing reliable values for the crustal deformations at the epi-
center of the earthquakes based on the estimated displace-
ments for PS points around the epicenter, three methods of 

interpolation were used including inverse distance weighted 
interpolation, moving average point interpolation and sec-
ond fit exact interpolation. Then, for evaluating whether the 
accuracy of spatial sampling of the extended-PS method is 
adequate enough or not, obtained results from the above 
models were validated through RMSE statistical testing. 
By doing this, it will be possible to select the most accurate 
model so that surface deformations can be calculated for 

Fig. 5   a Time series of Line 
Of Sight (LOS) displacements 
for the selected PS points at the 
focal area of the Kermanshah 
Earthquake. b Time series of 
Line Of Sight (LOS) displace-
ments for the selected PS points 
at the focal area of the Mexico 
Earthquake. c Time series of 
Line Of Sight (LOS) displace-
ments for the selected PS points 
at the focal area of the Mashhad 
Earthquake. d Time series of 
Line Of Sight (LOS) displace-
ments for the selected PS points 
at the focal area of the Bushehr 
Earthquake
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the epicenter of the earthquake. Table 6 presents the results 
of the accuracy of each method. By comparing all results, 
inverse distance weighting method was identified as the 
most desirable approach. Thus, it was used to extract land 
surface displacements at the epicenter of the earthquakes. 
Figure 6a–d illustrates these results.     

Calculation of the crustal deformation anomalies using 
data mining approaches

As already described in Sect. 2.2.2, in order to perform 
behavioral analysis on epicenter deformation time series 
and calculate crustal deformation anomalies for earthquakes 

Fig. 5   (continued)
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epicenter, the ARIMA model with different orders of p and 
q was fitted to PS time series. Tables 7, 8, 9 and 10 present 
the modeling results, and Fig. 7a–d illustrates the crustal 
deformation anomalies for each region.

Estimation of the thermal anomalies 
at the epicenter of the earthquakes 
before the occurrence

For the purpose of finding out any significant relation-
ship between behavioral variations of the thermal precur-
sor and earthquake occurrence, considering the fact that 
maximum interval of this precursor has been reported in 
the range of 30–40 days before the earthquake, in this 

research, for each study area MODIS/Terra (MOD11A2) 
Land Surface Temperature/Emissivity average of 8-Day 
and 8-Night products were used for 2 months before the 
earthquake occurrence.

As already discussed in Sect. 2.3, in the present study, 
surface temperature variations at the epicenter were mod-
eled based on temperatures of areas around the focal point 
using the proposed regression model (Eq. 2), during a 
period of 2 months before the earthquake. Finally, by com-
paring the estimated values of the model and the actual 
temperature available for the epicenter, thermal anoma-
lies were calculated. Figure 8a–d illustrates the results of 
thermal anomalies.

Table 2   Properties of the SAR 
images used for Kermanshah 
region

Row Satellite platform Product type Instrument 
mode

Time period Orbit Geometry

1 S1-A SLC IW 2016/10/24 13451 Descending
2 S1-A SLC IW 2016/11/24 14078 Descending
3 S1-A SLC IW 2016/12/18 14428 Descending
4 S1-A SLC IW 2017/01/16 14851 Descending
5 S1-A SLC IW 2017/02/21 15376 Descending
6 S1-A SLC IW 2017/03/17 15726 Descending
7 S1-A SLC IW 2017/04/22 16251 Descending
8 S1-A SLC IW 2017/05/16 16601 Descending
9 S1-A SLC IW 2017/06/21 17126 Descending
10 S1-A SLC IW 2017/07/15 17476 Descending
11 S1-A SLC IW 2017/08/20 18001 Descending
12 S1-A SLC IW 2017/09/25 18526 Descending
13 S1-A SLC IW 2017/10/19 18876 Descending
14 S1-A SLC IW 2017/11/24 19401 Descending

Table 3   Properties of the SAR 
images used for Mexico region

Row Satellite platform Product type Instrument 
mode

Time period Orbit Geometry

1 S1-A SLC IW 2017/01/20 17190 Descending
2 S1-A SLC IW 2017/02/25 15440 Descending
3 S1-A SLC IW 2017/03/21 15790 Descending
4 S1-A SLC IW 2017/04/26 16315 Descending
5 S1-A SLC IW 2017/05/20 16665 Descending
6 S1-A SLC IW 2017/06/25 17190 Descending
7 S1-A SLC IW 2017/07/07 17365 Descending
8 S1-A SLC IW 2017/08/12 17890 Descending
9 S1-A SLC IW 2017/09/05 18240 Descending
10 S1-A SLC IW 2017/10/23 18940 Descending
11 S1-A SLC IW 2017/11/28 19465 Descending
12 S1-A SLC IW 2017/12/22 19815 Descending
13 S1-A SLC IW 2018/01/27 20340 Descending
14 S1-A SLC IW 2018/02/20 20690 Descending



61Acta Geophysica (2020) 68:51–73	

1 3

Discussion and Interpretation of the results

For the purposes of the present study, dealing with finding 
out a correlation between crustal deformation anomalies 

and thermal anomalies with an earthquake occurrence in 
the focal area is initially carried out in a unidimensional 
mode and then in an integrated form in order to offer a 
more reliable method to predict probable magnitude and 

Table 4   Properties of the SAR 
images used for Mashhad region

Row Satellite platform Product type Instrument 
mode

Time period Orbit Geometry

1 S1-A SLC IW 2016/03/22 10483 Ascending
2 S1-A SLC IW 2016/04/15 10833 Ascending
3 S1-A SLC IW 2016/05/09 11183 Ascending
4 S1-A SLC IW 2016/06/02 11533 Ascending
5 S1-A SLC IW 2016/07/20 12233 Ascending
6 S1-A SLC IW 2016/08/13 12583 Ascending
7 S1-A SLC IW 2016/09/06 12933 Ascending
8 S1-A SLC IW 2016/10/24 13633 Ascending
9 S1-A SLC IW 2016/11/17 13983 Ascending
10 S1-A SLC IW 2016/12/11 14333 Ascending
11 S1-A SLC IW 2017/01/04 14683 Ascending
12 S1-A SLC IW 2017/02/21 15383 Ascending
13 S1-A SLC IW 2017/03/29 15908 Ascending
14 S1-A SLC IW 2017/04/10 16083 Ascending

Table 5   Properties of the SAR 
images used for Bushehr region

Row Satellite platform Product type Instrument 
mode

Time period Orbit Geometry

1 S1-A SLC IW 2017/03/18 15748 Ascending
2 S1-A SLC IW 2017/04/23 16273 Ascending
3 S1-A SLC IW 2017/05/29 16798 Ascending
4 S1-A SLC IW 2017/06/22 17148 Ascending
5 S1-A SLC IW 2017/07/28 17673 Ascending
6 S1-A SLC IW 2017/08/21 18023 Ascending
7 S1-A SLC IW 2017/09/26 18548 Ascending
8 S1-A SLC IW 2017/10/20 18898 Ascending
9 S1-A SLC IW 2017/11/25 19423 Ascending
10 S1-A SLC IW 2017/12/31 19948 Ascending
11 S1-A SLC IW 2018/01/12 20123 Ascending
12 S1-A SLC IW 2018/02/17 20648 Ascending
13 S1-A SLC IW 2018/03/25 21173 Ascending
14 S1-A SLC IW 2018/04/20 21523 Ascending

Table 6   Accuracy of the applied interpolation methods for calculating crustal deformation at the epicenter of the earthquakes

Interpolation method Modeling RMSE (mm) 
for Kermanshah earth-
quake

Modeling RMSE (mm) 
for Mexico earthquake

Modeling RMSE (mm) 
for Mashhad earthquake

Modeling RMSE (mm) 
for Bushehr earthquake

Linear second exact fit interpolation  ± 8.55 mm  ± 6.35 mm  ± 5.55 mm  ± 6.55 mm
Moving average interpolation  ± 4.58 mm    ± 3.28 mm  ± 4.53 mm  ± 2.58 mm
Inverse distance weighted interpolation  ± 1.69 mm  ± 1.23 mm  ± 1.75 mm  ± 0.69 mm
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time of earthquake occurrence anomalies within earth-
quake-prone regions.

Interpretation of the detected crustal deformation 
anomalies

Figure 7a shows the crustal deformation anomalies of Ker-
manshah earthquake; the behavior of the anomalous struc-
ture shows that after observation subsidence within 3 months 
before the earthquake and by increasing the rate of this sub-
sidence in the future months, an earthquake of magnitude 
of 7.3 occurs during a period of 19 days after observing 
the first subsidence. Behavioral analysis is performed on 

crustal deformation anomalies related to another earth-
quake of magnitude of 7.2 and similar focal mechanism. 
As shown in Fig. 7b, the crustal deformation anomalies at 
the epicenter of the Mexico earthquake follow a half cycle 
of the sinusoidal waveform before the earthquake. For the 
earthquakes with magnitude of lower than 7.0 and larger 
than 5.0, as shown by crustal deformation anomalies of 
Mashhad earthquake (Fig. 7c), the behavior of the anoma-
lous structure has been viewed as subsidence for 2 months 
before the earthquakes. while the behavioral variations of the 
crustal deformation anomalies of an earthquake with similar 
seismic properties, as shown in diagram d (Fig. 7), shows 
a different pattern of subsidence at the epicenter before the 

Table 7   Computational process 
of the crustal deformation 
anomalies of Kermanshah 
earthquake

Samples period Monthly defor-
mations (mm)

Stationary defor-
mations (mm)

Fitted 
results 
(mm)

Residuals (mm) Forecasted 
results (mm)

2016/10/24  − 0.2 * * *
2016/11/24  − 3.0  − 2.8  − 0.14  − 2.65
2016/12/24  − 4.9  − 1.9 0.66  − 2.55
2017/01/24  − 4.8 0.1 3.45  − 3.35
2017/02/24  − 4.5 0.3 3.59  − 3.29
2017/03/24 4.1 8.6 4.07 4.52
2017/04/24 5.1 1.0 2.07  − 1.07
2017/05/24 5.1 0.0  − 1.41 1.41
2017/06/24 7.1 2.0 1.46 0.53
2017/07/24 7.5 0.4 0.12 0.27
2017/08/24 6.1  − 1.4 0.74  − 2.14
2017/09/24 0.7 1.51
2017/10/24  − 7.5 2.49
2017/11/24  − 12.5 1.14

Table 8   Computational process 
of the crustal deformation 
anomalies of Mexico 
earthquake

Samples’ period Monthly 
deformations 
(mm)

Stationary 
deformations 
(mm)

Fitted results (mm) Residuals (mm) Forecasted 
results (mm)

2017/01/20  − 7.30 * * *
2017/02/20 22.12 29.42 30.13  − 0.71
2017/03/20 27.00 4.88 8.37  − 3.49
2017/04/20 6.83  − 20.17  − 25.48 5.31
2017/05/20  − 14.38  − 21.21  − 22.79 1.58
2017/06/20  − 10.38 4.00 2.48 1.51
2017/07/20  − 2.35 8.03 20.65  − 12.62
2017/08/20 1.39 3.74 7.60  − 3.86
2017/09/20  − 3.10  − 4.49  − 2.67  − 1.81
2017/10/20  − 14.80  − 11.70  − 6.61  − 5.08
2017/11/20  − 6.25 8.55  − 1.28 9.83
2017/12/20 9.38 9.73
2018/01/20  − 15.3  − 5.61
2018/02/20 1.39  − 15.17
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earthquake. Considering that the amounts of crustal defor-
mation anomalies and their behaviors are different in earth-
quakes with a magnitude of larger than or equal to 7.0 as 
well as earthquakes with a magnitude of lower than or 7.0, 
we cannot deduce a general index for predicting the probable 
magnitude or time of earthquake occurrence.

Interpretation of the detected thermal anomalies

In the case of interpretation of the thermal anomalies at the 
epicenter of the earthquakes, unlike previous works in this 
field, the present study by modeling spatiotemporal depend-
ence of thermal variations using regression functions proved 

that earthquake prediction based on the thermal anomalies 
will be unreliable by identifying the positive thermal anoma-
lies and correlating them with the main fault of the earth-
quake merely, because the thermal anomalies before the 
earthquake may also have a negative values. In other words, 
an unusual increase or decrease in temperature variations 
of the probable epicenter can be considered as a thermal 
anomaly.

In the case of behavioral analysis on thermal anomalies, 
as shown in Fig. 8a, b, it is not possible to detect a consistent 
and constant pattern related to earthquake occurrence with 
a magnitude of 7.0 or higher because of irregularities seen 
in the behavior of thermal anomalies two months before the 

Table 9   Computational process 
of the crustal deformation 
anomalies of Mashhad 
earthquake

Samples’ period Monthly defor-
mations (mm)

Stationary defor-
mations (mm)

Fitted 
results 
(mm)

Residuals (mm) Forecasted 
results (mm)

2016/03/22 2.93 * * *
2016/04/22  − 5.78  − 8.71  − 3.89  − 4.81
2016/05/22 1.1 6.88 3.86 3.01
2016/06/22 7.1 6.00 4.61 1.38
2016/07/22 1.1  − 6.00  − 5.51  − 0.48
2016/08/22 1.2 0.10  − 1.72 1.82
2016/09/22  − 0.82  − 2.02  − 0.75  − 1.26
2016/10/22  − 2.1  − 1.28  − 1.75 0.47
2016/11/22  − 0.54 1.56 1.38 0.17
2016/12/22  − 2.9  − 2.36  − 0.90  − 1.45
2017/01/22 0.10 3.00 0.77 2.22
2017/02/22  − 2.20 0.34
2017/03/22  − 2.60  − 3.30
2017/04/22  − 2.40  − 0.07

Table 10   Computational 
process of the crustal 
deformation anomalies of 
Bushehr earthquake

Samples period Monthly defor-
mations (mm)

Stationary 
deformations 
(mm)

Fitted results (mm) Residuals (mm) Forecasted 
results 
(mm)

2017/03/18 0.36 * * *
2017/04/18  − 0.62  − 0.98 1.30  − 2.28
2017/05/18  − 4.22  − 3.60  − 0.63  − 2.96
2017/06/18  − 5.01  − 0.79 3.07  − 3.86
2017/07/18  − 5.01 0.00 4.48  − 4.48
2017/08/18 8.50 13.51 6.05 7.45
2017/09/18 8.90 0.40 0.70  − 0.30
2017/10/18  − 3.61  − 12.51  − 11.80  − 0.70
2017/11/18 − 3.90 − 0.29 − 0.84 0.55
2017/12/18 − 2.78 1.12 − 0.94 2.06
2018/01/18 − 8.30 − 5.52 − 3.47 − 2.04
2018/02/18 − 3.22 − 3.42
2018/03/18 − 6.10 1.20
2018/04/18 − 2.40 − 1.63
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earthquake. Moreover, frequent irregularities in the variation 
rate of thermal anomalies estimated for earthquakes with a 
magnitude of lower than 7.0 and larger than 5.0 (Fig. 8c, d), 
prevent identification of the significant correlation between 
focal thermal anomalies and occurrence of an earthquake.

Integrated interpretation of detected thermal 
anomalies and crustal deformation anomalies 
at the epicenter of the earthquake

However, the absence of any significant correlation 
between calculated thermal and crustal deformation 

Fig. 6   a Time series of line-of-
sight (LOS) displacements at 
the epicenter of Kermanshah 
earthquake with the accuracy 
of ± 1.69 mm. b Time series of 
line-of-sight (LOS) displace-
ments at the epicenter of 
Mexico earthquake with the 
accuracy of ± 1.23 mm. c: Time 
series of line-of-sight (LOS) 
displacements at the epicenter 
of Mashhad earthquake with the 
accuracy of ± 1.75 mm. d Time 
series of line-of-sight (LOS) 
displacements at the epicenter 
of Bushehr earthquake with the 
accuracy of ± 0.69 mm
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anomalies and earthquakes, in unidimensional mode, 
never underestimates precursors and estimated anomalies 
for each precursor. On the other hand, in the research pro-
cess, after the extraction of crustal deformation anomalies 
and thermal anomalies before the earthquake occurrence, 
the temporal correlation analyzing between these two data 

sets was analyzed. The results of the analyses showed that 
there is no one-to-one temporal correspondence between 
these two data sets, and the relationship between them 
is only related to the maximum amount of the anoma-
lies. Accordingly, the use of spatiotemporal models was 
not effective. Therefore, in the present study, instead of 

Fig. 6   (continued)
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examining general and unidimensional behavior of the 
detected anomalies, maximum crustal deformation anom-
aly and maximum thermal anomaly at the earthquake’s 
epicenter in a period of two months before earthquake 
based on their value and interval from the day of the event 
were extracted (as shown in Table 11). Then, a descriptive 

and logical rule as earthquake prediction algorithm based 
on amount and time of observing maximum crustal defor-
mation anomaly and the maximum thermal anomaly of 
earthquakes with oblique thrust faulting was proposed (as 
shown in Fig. 9).

Fig. 7   a Crustal deformation 
anomalies at the epicenter of 
Kermanshah earthquake within 
3 months before the occur-
rence. b: Crustal deformation 
anomalies at the epicenter of 
Mexico earthquake within 
3 months before the occurrence. 
c Crustal deformation anoma-
lies at the epicenter of Mashhad 
earthquake within 3 months 
before the occurrence. d Crustal 
deformation anomalies at the 
epicenter of Bushehr earthquake 
within 3 months before the 
occurrence
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Evaluation of the efficiency of the proposed 
earthquake prediction algorithm for an earthquake 
with a different focal mechanism

In this section, the efficiency of the proposed algorithm in 
Sect. 4.3 was evaluated for an earthquake with a different 

focal mechanism. We selected April  16,  2016, Japan-
Kumamoto earthquake of magnitude 7.0 with strike-slip 
faulting for performing this test. Figure 10a–c illustrates 
the results.

Fig. 7   (continued)
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Conclusion

According to the obtained results from this study, thermal 
anomalies and crustal deformation anomalies at the epi-
center of earthquakes with similar focal mechanism and 
similar seismic characteristics show different structural 

patterns before earthquake occurrence. Therefore, mak-
ing deterministic earthquake prediction based on individ-
ual monitoring of thermal anomalies in the focal area, as 
well as monitoring of the crustal deformation anomalies, 
is practically impossible. Also, during the research pro-
cess, separate time series and regression analyses were 

Fig. 8   a Thermal anomalies 
during a period of 2 months 
at the epicenter of Kerman-
shah earthquake. b Thermal 
anomalies during a period of 
2 months at the epicenter of 
Mexico earthquake. c Thermal 
anomalies during a period of 
2 months at the epicenter of 
Mashhad earthquake. d Thermal 
anomalies during a period of 
2 months at the epicenter of 
Bushehr earthquake
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carried out on the extracted thermal anomalies and crustal 
deformation anomalies. Unfortunately, none of the above-
mentioned methods resulted in a deterministic index for 
the prediction of an earthquake occurrence. Despite the 
fact that the existence of different structures in the crus-
tal deformation anomalies and thermal anomalies in the 

focal area prevented modeling unidimensional correlation 
between these precursors with earthquake occurrence, in 
this study, by considering the maximum amount of thermal 
anomalies and crustal deformation anomalies in a period 
of 2 months before earthquake occurrence, a descriptive 
and logical rule as an earthquake prediction algorithm in 

Fig. 8   (continued)
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the case of earthquakes with oblique thrust faulting was 
proposed (see Fig. 9). Since the investigated earthquakes 
for the purposes of this study were oblique thrust earth-
quakes, the validity of the proposed algorithm was evalu-
ated for an earthquake with a different focal mechanism. 

The analysis results of the thermal anomalies and crustal 
deformation anomalies at the epicenter of April 16, 2016, 
Japan-Kumamoto earthquake of magnitude 7.0 with strike-
slip faulting, showed completely different trends than the 
suggested patterns by the proposed algorithm. So the 

Fig. 9   Proposed algorithm to investigate the probability of an earthquake occurrence based on observing maximum anomalies of crustal defor-
mation and surface temperature of earthquakes with oblique thrust faulting

Table 11   Maximum amounts of thermal anomalies and crustal deformation anomalies at the epicenter of the earthquakes within two months 
before the earthquake

Region Maximum value of the 
crustal deformation 
anomaly within 2 months 
before the earthquake 
occurrence (mm)

Time interval between the 
maximum crustal defor-
mation anomaly and the 
earthquake day (day)

Maximum value of the 
thermal anomaly within 
2 months before the earth-
quake occurrence (cº)

Time interval between the 
maximum thermal anomaly 
and the earthquake day 
(day)

Iran, Kermanshah Prov-
ince, 5 km of Ezgeleh

− 7.32 19 − 1.40 11

Mexico, 3 km of San 
Pedro

− 3.54 27  + 1.86 22

Iran, Mashhad Province, 
5 km of Sefid Sang

− 0.27 44  + 1.61 30

Iran, Bushehr Province, 
4 km of Kaki

− 3.75 32  + 2.18 12
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proposed algorithm was unable to determine the probable 
time and magnitude of an earthquake occurrence with 
strike-slip faulting. Therefore, it is recommended that, in 

order to complete the proposed prediction algorithm by 
this study, its performance must be tested with more study 
samples.

Fig. 10   a Time series of line-
of-sight (LOS) displacements 
at the epicenter of Japan-
Kumamoto earthquake with the 
accuracy of ± 1.23 mm. b Crus-
tal deformation anomalies at the 
epicenter of Japan-Kumamoto 
earthquake within 3 months 
before the earthquake. c Ther-
mal anomalies during a period 
of 2 months at the epicenter of 
Japan-Kumamoto earthquake
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Abstract
In this study, fuzzy logic modeling is applied to a complex and nonlinear set of data to predict both horizontal and vertical 
peak ground accelerations in Iranian plateau. The data used for the model include an up-to-date seismic catalogue from 
earthquakes in Iran for prediction of both horizontal and vertical acceleration of a probable earthquake. Fuzzy logic toolbox 
on MATLAB program was used for modeling. Earthquake magnitude ranging from 4 to 7.4, source-to-site distance from 7 
to 80 km and three different site conditions were considered: rock, stiff soil and soft soil. Results are compared with those 
from worldwide and regional attenuation relationships, which show the higher capability of the model in comparison with 
the other models. After training the model, testing of the fuzzy model with the remaining data set was performed to confirm 
the accuracy of the model. Changes in the peak ground accelerations in connection with changes in input parameters are 
studied which are in agreement with basic characteristics of earthquake input motions.

Keywords  Attenuation relationships · Fuzzy logic modeling · Earthquake input motion · Peak ground acceleration

Introduction

Earthquake input motions are of paramount importance in 
engineering seismology. Attenuation relationships developed 
from records of ground motions usually used to estimate 
these input motions. In these relations, some independent 
factors such as magnitude, distance from source of the earth-
quake to site, faulting mechanism and site conditions are 
related to other dependent parameters such as peak ground 
acceleration through regression analysis. There are many 
factors that have been neglected on suggested equation for 
estimating ground motions such as subsurface topography 
variations, dynamic and static stress drop in the crust, radia-
tion pattern and different decay rate for different types of 
waves (Anderson 1991; Boore 1983; Douglas 2001; Joyner 

1987; Joyner and Boore 1988). Lack of information on these 
factors in the equations causes a large deviation in the devel-
oped relationships, which makes engineers use a large safety 
factors at their designs (Douglas 2002) or in some cases, use 
high input motion.

Ground motion prediction equations (GMPE) are improv-
ing every day. New earthquake data following with modern 
data analysis help researchers to review GMPEs and improve 
their reliability (Abrahamson et al. 2014; Boore et al. 2014; 
Campbell and Bozorgnia 2014; Chiou and Youngs 2014; 
Idriss 2014). Different attenuation relationships have been 
suggested for prediction of ground motion characteristics 
for worldwide, a country or a special zone (Ozmen and 
Babsbug Erkan 2014; Shoushtari et al. 2016). Attenuation 
relationships developed by Ambraseys and Douglas (2000), 
Bozorgnia et al. (2000), Campbell and Bozorgnia (2000) 
and Campbell and Bozorgnia (2003) are some examples for 
worldwide use, and those developed by Ambraseys et al. 
(1996), Ambraseys and Simpson (1996) and Bommer et al. 
(1998) are examples for Europe and Middle east. In connec-
tion with this study, attenuation relationships developed by 
Khademi (2002), Zare and Sabzali (2006) and Amiri et al. 
(2007) are those developed to predict ground motions in 
Iranian plateau.
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In the common methods of developing attenuation rela-
tionships, first recorded acceleration histories are analyzed 
and short- and long-period noises are removed from data. 
At the next step, useful dependent variable such as spectral 
acceleration or peak ground acceleration is derived from 
filtered acceleration histories, while independent variables 
such as source-to-site distance or magnitude are collected. 
At last complex analyses with the aim of best regression are 
performed to get an acceptable result for dependent vari-
ables (Douglas 2002). Some researchers have used mag-
nitude, source-to-site distance and soil conditions in their 
relations (Ambraseys and Douglas 2000), and some others 
applied additional terms like source mechanism (Campbell 
and Bozorgnia 2000; Atkinson and Boore 2003; Bozorgnia 
and Campbell 2004). A comprehensive worldwide summary 
of strong-motion attenuation relationships was prepared by 
Douglas (2004). The next generation of attenuation rela-
tionships for shallow crustal earthquakes was developed in 
Pacific Earthquake Engineering Research Center (PEER) 
considering different site conditions (Abrahamson and Silva 
2008; Boore and Atkinson 2008; Campbell and Bozorgnia 
2008; Chiou and Youngs 2008; Idriss 2008). At recent years 
NGA WEST program (Next Generation of Ground-Motion 
Attenuation Models for the Western United States) and its 
enhancement NGA WEST 2 were developed at PEER in 
partnership with U.S. Geological Survey and southern Cal-
ifornia Earthquake Center to develop new ground motion 
relations (Boore et al. 2014; Campbell and Bozorgnia 2014; 
Idriss 2014).

Over the last 20 years, new variables have been added 
to ground motion prediction equation and made them more 
complex (Laurie et al. 2011). The majority of these models 
are empirical and with a large number of parameters and 
dependencies. Another drawback of these models is that they 
are developed based on a predicted linear or nonlinear equa-
tion, with the hypothesis of normality of residuals for test-
ing the developed model (Thomas et al. 2016). The attenu-
ation relationships suggested to be used world widely were 
developed based on data from different earthquake events on 
Earth, especially from those with high earthquake magnitude 
in different local areas. So, specific characteristics of data 
in local areas were not considered. On the other hand, the 
numbers of data in local areas are very low and their devia-
tions and discrepancies are very high, which results in high 
standard deviations in the local attenuation relationships. 
Therefore, attenuation relationships are highly uncertain due 
to computational uncertainties and uncertainties of the input 
parameters. In this case, fuzzy logic method has several ben-
efits as it uses the natural trends of the inspection data and 
applies flexible interference rules (Sun et al. 2002). Another 
advantage of fuzzy model is that it can be easily improved 
and updated by new data of new earthquakes, while this 
flexibility on both modeling process and updating data does 

not exist in the regression methods. In fuzzy logic modeling, 
nonlinear functions of arbitrary complexity can also be mod-
eled and there is no need to insist on a predefined equation.

For the application of fuzzy logic theory in dealing with 
the earthquake input motions, some research studies were 
conducted on the signal processing and classification of 
acceleration time histories; classification of earthquake 
strong ground motion records was performed by Alimoradi 
et al. (2005) using fuzzy pattern recognition. They showed 
that Fuzzy logic approach was a promising analytical tool 
in the classification of design ground motion records. An 
algorithm based on fuzzy logic techniques was introduced 
by Tsiftzis et al. (2006) for the classification of signals of 
acceleration time histories according to the damage that they 
cause in buildings. Mierlus-Mazilu and Majercsik (2010) 
used fuzzy classification method for classification of signals 
of ground acceleration time histories to define seismic dam-
age potential of ground motions. Jorjiashvili et al. (2012) 
discovered the role of the uncertainty of the data in the seis-
mic hazard analysis through Fuzzy set theory; they found 
that when there are insufficient data for hazard assessment, 
site classification based on fuzzy set theory shows values 
of standard deviations less than those obtained using the 
classical way.

The only study on attenuation relationship via Fuzzy 
logic approach was conducted by Ahumada et al. (2015) 
for peak ground acceleration on different site conditions, 
which was based on selected data from PEER database. 
They showed that the epicentral distance and soil type have 
major effects on the attenuation characteristics; in compari-
son with other selected empirical attenuation relationships, 
their model had higher efficiency; however, they predicted 
only peak ground horizontal acceleration (PGHA) from data 
of 15 different earthquake events on Earth. A neuro-fuzzy 
approach was also proposed by Thomas et al. (2016) for 
predicting the peak ground acceleration (PGA), peak ground 
velocity (PGV) and peak ground displacement (PGD) using 
the database released by PEER; they compared their results 
with two other hybrid models of artificial neural network 
and genetic programming and showed that their method had 
comparatively higher accuracy and lesser computation time. 
They compared their results with prediction values from 
three attenuation relationships, but they did not discuss the 
trends of the output in connection with the input parameters; 
therefore, they did not investigate whether their method cap-
tured principles of earthquake ground motion or not.

The objective of this study is to predict both peak ground 
horizontal acceleration (PGHA) and peak ground vertical 
acceleration (PGVA) using fuzzy logic approach to deal with 
the uncertainties. The data from 28 different earthquakes in 
Iranian plateau are used with the independent input param-
eters including records of earthquakes with moment mag-
nitude between 4.0 and 7.4, different site conditions of soft 
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soil, soil and rock, and source-to-site distance from 7 to 
80 km. These are three input parameters of the fuzzy model, 
and PGHA and PGVA are its output. After evaluation of 
the fuzzy logic model based on training and testing data, 
the results are compared with those from attenuation rela-
tionships developed by other researchers for worldwide and 
local area. The comparison shows improved performance 
and better efficiency of the developed fuzzy model. In addi-
tion, trends of both PGHA and PGVA in connection with 
input motion parameters are discussed which show that the 
developed fuzzy model exhibits the important characteristics 
of the earthquake input motion.

Fuzzy logic theory

In order to handle problems with imprecise data and ambigu-
ity, the fuzzy logic technique was introduced and pioneered 
by (Zadeh 1965). The method is about the relative impor-
tance of precision (MATLAB 2000). It comes from fuzzy set 
theory dealing with reasoning that is approximate rather than 
just conclude from classical predicate logic. Fuzzy logic is a 
mathematical and an organized method of handling inherent 
inexact concepts and can be used as a new method or way 
for expressing probability. It can apply to different kinds of 
uncertainty. Probability works with chances of that happen-
ing but fuzzy logic deals with imprecision. This technique 
can be applied to a nonlinear and complex set of data. There 
are five different steps that process fuzzy interface:

•	 Fuzzification of input data; the first step is to take the 
inputs and determine the degree to which they belong 
to each of the appropriate fuzzy sets via membership 
functions. In this study, these membership functions are 
defined for magnitudes and source-to-site distance and 
site conditions.

•	 Application of the fuzzy operator; based on expert judg-
ment, some logical rules are defined to correlate outputs 
to the inputs.

•	 Implication from the antecedent to the consequent; in 
this step proper weighting is assigned to each rule and 
implication method is applied, resulted in a fuzzy set 
represented by a membership function.

•	 Aggregation of the consequents across the rules; the rules 
are combined in order to make a decision, which is a 
single fuzzy set for the output.

•	 Defuzzification; here some methods are used to build a 
single number from the resultant fuzzy set (MATLAB 
2000)

Each input parameter has a degree on membership functions 
in a fuzzy set. Higher probability of an input has a higher 
degree of membership. If a degree of an element is zero, it 

shows that the element is not a member of fuzzy set. For the 
case of this study, initial Gaussian membership functions for 
earthquake magnitude, source-to-site distance and site con-
ditions are shown in Fig. 1. These inputs are ambiguous and 
imprecise and are the common input parameters of attenu-
ation relationships. Because of the nature of fuzzy logic 
theory and its intrinsic feature in dealing with uncertainty, 
fuzzy logic modeling is used in this study as a technique to 
predict both PGHA and PGVA of a probable earthquake.

Strong‑motion database

The ground motion at a site depends on the source-to-site 
distance, energy released by the earthquake, local geologic 
conditions and rupture mechanism (Wadia-fascetti and 
Gunes 2000). For the definition of source-to-site distance, 
Joyner and Boore (1981) found that the correct distance 
for estimating ground motion parameters is the distance 
between the site and exact point of earthquake occurrence 
(hypocentral distance). Determination of this distance in the 
past earthquakes and its prediction for future earthquakes is 
very difficult. Therefore, the distance used at this modeling 
is epicentral distance that is the distance from the site to 
epicenter of an earthquake.

For the energy of an earthquake, moment magnitude (Mw) 
is used as another input parameter, which was used in many 
equations (Boore et al. 1993; Kobayashi et al. 2000; Lawson 
and Krawinkler 1994; Sadigh et al. 1997). For the local geo-
logic or site conditions, shear-wave velocity in the top 30 m 
(Vs30) of the site was considered as the input for the site 
condition, which was used in the recent developed attenua-
tion relationships (Abrahamson and Silva 2008; Boore and 
Atkinson 2008; Campbell and Bozorgnia 2008; Chiou and 
Youngs 2008). Depending on the information of the site con-
dition, categories such as “very soft soil,” “soft soil,” “stiff 
soil” and “rock” sites can be considered in the attenuation 
relationships. For instance, researchers such as Khademi 
(2002) and Amiri et al. (2007) used only general soil and 
rock conditions. However, in this study to be consistent with 
other attenuations relationships such as Boore et al. (1997), 
Ambraseys et al. (2005a, b) and Zare and Sabzali (2006), 
three different site conditions of rock, stiff soil and soft soil 
were considered with the definition described in Table 1.

Due to the lack of information in the recorded earthquake 
data, parameters such as rupture mechanism, hanging wall 
effect and alluvium depth were not considered in the devel-
oped fuzzy model. This keeps the model simple and consist-
ent with other comparable attenuation relationships such as 
those developed by Boore et al. (1997), Khademi (2002), 
Zare and Sabzali (2006) and Amiri et al. (2007).

At this study, 316 acceleration records from 28 earth-
quake events in Iranian plateau were accessed from Road, 
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Housing and Urban Development Center (2012). These data 
were collected from seismographs stations across the area. 
Each of the data involves the information of coordination 
of the station, date and time of earthquake, epicenter and 
magnitude of earthquake and acceleration record at two hori-
zontal and one vertical direction. For the input of the model, 
source-to-site distance between 7 and 80 km and earthquake 
magnitude from 4 to 7.4 Richter were chosen.

For the output of the model, both horizontal and vertical 
accelerations were used. For the case of horizontal accelera-
tion, average of two components of horizontal accelerations 
was used, which were in the range of 0.01–0.67 g. Because 
of the large number of data used for the modeling, some of 
these data are shown in Table 2 for examples. This includes 
data in the ranges that has been used in this study.

Modeling and fuzzy logic rules

Fuzzy logic toolbox in MATLAB program was used for 
fuzzy modeling (MATLAB 2000), in which moment magni-
tude, source-to-site distance and soil conditions were chosen 
as input parameters, and PGHA and PGVA were outputs. 
At first, three overlapped membership functions were used 

Fig. 1   Initial membership func-
tions for a magnitude of earth-
quake, b source-to-site distance 
and c site condition

Table 1   Definition of the site condition in this study

Soil group Site condition Vs(30) (m/s)

1 Rock > 750
2 Stiff soil 350–750
3 Soft soil < 350
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for magnitude and source-to-site distance, but none of the 
simulation was good enough, so with the process of trial 
and error on the number of membership functions, better 
simulation was conducted with two-overlapped member-
ship function for both magnitude and source-to-site distance. 
Membership functions for magnitude of earthquake (M) are 
called moderate and severe and for epicentral distance (D) 
are intermediate field and far field.

Soil condition (S) was classified into three different 
groups without any effect on each other, and because of this 
reason, there is no overlap of the membership functions. 
Figure 1 shows initial Gaussian membership functions for 
the magnitude of earthquake, source-to-site distance and 
site condition, respectively. It should be mentioned that due 
to the lack of data with epicentral distance less than 7 km, 
no membership function was considered for the near field 
earthquakes. In fact, the fuzzy logic model is proposed for 
the estimation of earthquake acceleration with the source-
to-site distance between 7 and 80 km. This distance contains 
intermediate and far field distances.

Fuzzy rules for a sample data are defined as follows:

X1, X2 and X3 represent membership functions for magni-
tude of earthquake, source-to-site distance and site condi-
tion, respectively. Y1 and Y2 are resultant peak horizontal and 
vertical accelerations.

These rules may be triggered in different strengths based 
on the input data of the earthquakes and some of them may 
not be triggered. With the combination of the triggered rules, 

R ∶ IF M is X
1
and D is X

2
and S is X

3

then PGHA is Y
1
and PGVA is Y

2

PGHA and PGVA were achieved through use of two fuzzy 
interface systems: Mamdani-type interface (Mamdani and 
Assilian 1975) and Sugeno interface system (Sugeno 1985). 
After several trial and errors on the output and with the focus 
on reducing the error in the predicted values, Sugeno-type 
interface was used for the final layout of the fuzzy logic 
model. For the defuzzification of the output, the weighted 
averages of all functions were applied.

From the total data of 316 acceleration records, 240 ran-
dom data were used for training the model and remaining 
data were used for testing. To train the model to reach an 
acceptable acceleration, more than 8000 training were done 
to reach a constant error reduction of 5%. During training the 
model, membership functions of the magnitude and source-
to-site distance were changed accordingly with the aim of 
lowering the ultimate error in such a way that the best match 
occurred in the outputs. Figure 2 shows the optimized mem-
bership functions for magnitude and source-to-site distance 
after training the model. Comparing the membership func-
tion in Figs. 1a and 2a, it can be seen that the peak of the 
membership function for moderate function was changed 
from M = 4 to M = 5, which shows that in the selected data-
base, data with magnitude around 5 are more effective than 
those with magnitude 4 in prediction of the accelerations. 
For the membership function of source-to-site distance, this 
comparison shows that the membership function for the far 
field and intermediate field were increased and decreased, 
respectively; membership function for far field was strength-
ened and for the intermediate field was weakened.

Table 2   Example of data used for modeling

Nos. Record Station Date Mw R (km) Site PGHA(1) m/s2 PGHA(2) m/s2 PGVA m/s2

1 1012 Kiasar 11/05/1974 4.5 64 2 0.390 0.300 0.157
2 1006-1 Bandarabbas 03/07/1975 6.1 48 2 0.863 1.287 0.417
3 1006-2 Bandarabbas 03/07/1975 5.2 40 2 0.167 0.260 0.125
4 1007 Minab 03/07/1975 6.1 80 1 0.217 0.168 0.094
5 1008 Gheshm Island 03/07/1975 6.1 56 1 0.148 0.121 0.137
6 1013 Tonkabon 03/13/1975 4.4 34 3 0.428 0.192 0.102
7 1009 Minab 04/12/1975 4.8 48 1 0.357 0.154 0.077
8 1026 Shiraz 06/02/1975 4.1 60 3 0.505 0.251 0.286
9 1014-4 Hajiabad 10/08/1975 5.4 32 3 0.669 0.796 0.471
10 1024 Maraveh-Tappeh 12/27/1975 4.6 6 3 3.270 3.595 1.533
11 1034-1 Maku 02/27/1976 3.9 26 2 0.432 0.537 0.316
12 1034-2 Maku 04/02/1976 4.6 12 2 1.997 1.022 0.845
13 1040-3 Naghan-1 09/05/1976 4.7 88 1 0.437 0.495 0.452
14 1043 Ghaen 11/07/1976 6.4 10 1 1.150 1.570 1.700
15 1047-8 Vendik 11/07/1976 6.4 11 2 5.117 4.982 1.167
16 1047-9 Vendik 11/07/1976 4.8 9 2 1.750 1.559 0.674
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Evaluation of the model

All the input parameters have some uncertainty, but the most 
uncertainties occur in the site conditions and the source-to-
site distance. Similar to the study by Ahumada et al. (2015), 
these uncertainties were not waived in this study, but a better 
and accurate approach was developed to address them.

In order to evaluate the performance of the model, pre-
dicted and measured values of PGHA and PGVA are shown 

in Fig. 3. As can be seen, the data in both peak accelera-
tions are distributed along the line Y = X, which shows that 
predicted accelerations are close to observed accelerations. 
In order to evaluate the performance of the model quantita-
tively, coefficient of efficiency (CE) and global error in the 
model as root mean square error (RMSE) were used based 
on the following definitions:

Fig. 2   Optimized membership 
functions for a magnitude of 
earthquake and b source-to-site 
distance

Fig. 3   Comparison between 
observed and predicted earth-
quake accelerations, a PGHA 
and b PGVA
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where api , aoi and āo are predicted acceleration, observed 
acceleration and mean observed acceleration for the obser-
vation i, respectively. N is the total number of data.

Both CE and RMSE are presented in Fig. 3; due to a high 
discrepancy in the data, which usually exists in the earth-
quake input motions, the coefficient of efficiencies in both 
PGHA and PGVA is a little low, with a better accuracy in 
the vertical acceleration.

In order to compare the efficiency of the model with other 
attenuation relationships, two worldwide and three regional 
relationships were used; for the former, attenuation relation-
ships developed by Boore et al. (1997), Ambraseys et al. 
(2005a, b) were selected and for the latter, the relationships 
presented by Amiri et al. (2007); Khademi (2002), Zare and 
Sabzali (2006) were used. The reason for selection of the 
worldwide attenuation relationships is first, because data 
from Middle East and Iranian plateau were used in the devel-
opment of the relationships and second due to use of similar 
local site conditions as those in this study.

The results of the acceleration prediction with these atten-
uation relationships are shown in Fig. 4 in comparison with 
the fuzzy logic simulation. Figure 4a and b shows that there 
are high discrepancy in the observed and predicted accelera-
tions in all attenuation relationships similar to fuzzy logic 
modeling, but the coefficient of efficiency in fuzzy logic 
model is better than those based on attenuation relationships.

For PGHA greater than 0.4 g almost all methods under-
estimate the horizontal acceleration, even fuzzy logic mod-
eling; the reason for the former is the insufficient data for 
high accelerations. Among the attenuation relationship 
methods, the method presented by Amiri et al. (2007) has 
better results and its CE and RMSE are the same as those in 
the fuzzy logic model. RMSE as an overall error in all data 
is almost in the range of 0.05–0.06 g.

For PGVA, fuzzy logic modeling has a better result than 
the methods based on attenuation relationships. Methods 
presented by Zare and Sabzali (2006) and Ambraseys et al. 
(2005b) overestimate and underestimate the vertical accel-
eration, respectively, with low coefficient of efficiency. But 
there is no strong bias in other methods as well as in the 
fuzzy logic model. The deviation from the 45° diagonal line 
in the fuzzy logic model is less than methods relying on 
attenuation relationships, which results in higher CE and 
lower RMSE in the fuzzy logic model. These confirm that 

(1)CE = 1 −

∑N

i=1

�

api − aoi

�2

∑N

i=1

�

āo − aoi

�2

(2)RMSE =

(

1

N
⋅

N
∑

i=1

(

api − aoi

)2

)0.5

the efficiency and accuracy of the fuzzy logic model are bet-
ter than those based on attenuation relationships.

Earthquake input motion characteristics 
in the model

An important contribution of the fuzzy system is its inherent 
capacity to capture nonlinear relationships (Ahumada et al. 
2015) in the input–output set of data. As can be seen in the 
developed model, the complex relationship was set in the 
selected earthquake database. But does this model incorpo-
rate the fundamental aspects of attenuation relationships? 
Does the model capture the important characteristics of the 
earthquake motions? In this part, these important aspects 
are discussed for the developed fuzzy logic model to dem-
onstrate how well the model is aligned with principles of 
seismic wave propagations.

An important aspect of modeling with intelligent sys-
tems is that if the selected data are appropriate, these mod-
els should show the engineering principles and mechanisms 
throughout the whole system without enforcing by additional 
rules. In order to control these specific aspects in this study, 
the trends of the output in connection with changes in the 
inputs are investigated. For instance, after training and test-
ing the model and achieving an acceptable fuzzy model in 
the previous section, different values were entered in the 
model with different magnitudes and source-to-site distances 
on three different site conditions to see the changes in both 
PGHA and PGVA. Changes in the output with changes in 
the inputs were assessed to find their dependencies, which 
are shown in Fig. 5 for horizontal acceleration. It can be seen 
from these figures that with increasing the source-to-site dis-
tance of earthquake, the horizontal acceleration decreases, 
which is expected due to the geometrical spreading of the 
earthquake motions in the ground. Also in this figure, the 
increase in PGHA with the increase of earthquake magni-
tude is shown, which is compatible with the general concept 
of wave source generation.

The effect of site condition has also been captured by the 
fuzzy logic model. The results of the fuzzy logic model show 
that the peak accelerations in the stiff soil and soft soil con-
ditions in all distances and earthquake magnitudes are higher 
than those in rock condition. Based on data from Mexico 
City and the San Francisco Bay area and several response 
analyses, Idriss (1990) showed that at low to moderate accel-
eration levels (less than about 0.4 g), peak acceleration at the 
surfaces of soil deposits are likely to be greater than on rock 
sites. This is in agreement with the results of the modeling in 
this paper, depicted in Fig. 5. In higher accelerations, oppo-
site trends may happen in soft soils because of the dissipa-
tion of earthquake energy in soil layers due to their nonlinear 
behavior. However, the maximum predicted earthquake on 
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Fig. 4   Comparison between observed and predicted ground motion accelerations using fuzzy logic modeling and attenuation relationships a 
PGHA and b PGVA



83Acta Geophysica (2020) 68:75–89	

1 3

rock sites in the fuzzy logic model even in the magnitude of 
7 is around 0.4 g. Comparing with the results of the ground 
response analysis by Idriss, in these range of accelerations, 
both increase and decrease in peak ground acceleration on 
soils are possible (Fig. 6).

Changes in peak vertical acceleration with source-to-
site distance for four values of earthquake magnitude and 
different site conditions are shown in Fig. 7. As can be 
seen on these graphs similar to horizontal accelerations, 

vertical accelerations reduce by increasing the distance 
and decreasing the earthquake magnitude.

Similar to horizontal acceleration, site conditions affect 
the values of vertical acceleration. It can be seen from 
Fig. 7 that vertical accelerations in rock sites in all dis-
tances and in all earthquake magnitude are less than those 
in soil sites, which is in agreement with Idriss’s study 
mentioned before. This is the result of local site condi-
tion, which can influence all important characteristics of 
strong ground motion such as duration, frequency content 
and amplitude. The effect of local site condition can be 
illustrated in several ways: by theoretical ground response 
analyses, by measurement of ground surface motions from 
different sites with different subsurface conditions and by 
measurement of actual surface and subsurface motions at 
the same site, but in general softer soil will amplify low-
frequency (long-period) bedrock motions more than stiffer 
soil and the reverse would be observed for high-frequency 
motions (Kramer 1996).

In order to see the change in the acceleration due to the 
change in the earthquake magnitude, PGHA and PGVA for 
the source-to-site distance of 35 km are presented in Fig. 8. 
The trend shows that with an increase in the earthquake 
magnitude, both PGHA and PGVA increase; the former in 
an S-shaped curve and the latter with increasing rate. This 
picture also shows the increase in the peak accelerations in 
the soil sites in comparison with rock sites.
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Fig. 5   Variation of peak ground horizontal acceleration with earthquake magnitude and source-to-site distance in different site conditions

Fig. 6   Approximate relationship between peak accelerations on rock 
and soil sites (Idriss 1990)
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Changes in horizontal and vertical acceleration at two 
different magnitudes of 4 and 6 for the rock site condition 
are shown in Fig. 9. Reduction in the acceleration in both 
PGHA and PGVA is shown in these curves. Results show 
that differences between horizontal and vertical accelera-
tion in higher magnitudes are more considerable than lower 
magnitudes, especially when distance is lower than 40 km. 
In the lower magnitude (M = 4), difference between PGHA 
and PGVA remains constant up to almost 40 km.

The above discussion shows that important character-
istics of earthquake motion are modeled via fuzzy logic 
model; reduction of peak ground acceleration with an 
increase in the source-to-site distance and decrease in 
the magnitude of the earthquake and effect of site condi-
tions on the magnification of input motion. Therefore, the 
developed fuzzy logic model captures these characteristics 
without enforcing them via additional equations; enforcing 
is inherited by the input data.
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Comparison with other attenuation 
relationships

In Fig. 4, peak ground accelerations from the fuzzy logic 
model are compared with those from different attenua-
tion relationships. In this section, the results of the fuzzy 
logic model are compared with these methods considering 
the concept of attenuation relationships; for instance, the 
simulation was done with a constant magnitude of 5 and 
7 for the local site conditions of soil and rock with vari-
ous source-to-site distances. In Fig. 10, curves of PGHA 
and PGVA versus distance from fuzzy logic modeling are 
compared with those from the study by other researchers. 
Figure 10a shows that the developed fuzzy logic model 
has a tendency in presenting higher PGHA at the high 
earthquake magnitudes in the site-to-source distance less 
than 40 km, regardless of the site condition; the results 
of the fuzzy model in this condition in long distances are 
almost in the range of other relationships. For PGHA in 
lower magnitudes, the tendency of the model is lowering 
the acceleration in the shortest distance. These alterations 
of the fuzzy logic from other methods are most probably 
due to the lack of regional acceleration data in high mag-
nitudes and low distances.

Figure 10b shows that attenuation relationship for PGVA 
from fuzzy logic modeling is almost in the range of accelera-
tion from traditional attenuation relationships, except for the 
data at high magnitudes and low distances, in which fuzzy 
logic gives an underestimated result. Again this is due to 
insufficient acceleration data in these ranges of inputs.

The above discussion shows that when there are no suffi-
cient data in some areas of the strong database, the results of 
modeling will be overestimated or underestimated and care 
should be taken to apply the method for practical purposes. 
One way to reduce the lack of data in the input motion could 
be the use of data from other areas on Earth, which has the 

same seismotectonic characteristics and site conditions as 
the selected regional area.

As can be seen in Fig. 10, different ground motion models 
give a different value for the peak ground accelerations and 
the differences between peak accelerations are high in both 
worldwide and regional attenuation relationships. Because 
of these uncertainties in these models, logic tree method 
is recommended as a framework for the explicit treatment 
of model uncertainty (Kramer 1996). Instead in the fuzzy 
logic model, the attenuation relationship is developed based 
on previous data in the regional area and regional ground 
motion characteristics are inherited in the model.

Discussion

In traditional approaches for development of attenuation 
relationships, with regression analysis on all data, a formula 
is obtained based on theoretical and empirical assumptions. 
But in a fuzzy system each of the input data has its own 
weight and validity on the output. Because of the dynamic 
nature, fuzzy logic modeling is more flexible in predicting 
the acceleration. Furthermore, on the fuzzy logic model for 
peak ground acceleration, the uncertainty of data is consid-
ered automatically, which changes from one data to another 
data. Therefore, each output has its own special and separate 
uncertainty, and because of this fact, a complex relation-
ship between accelerations and input parameters can be 
established.

The results of this study showed that the efficiency of the 
fuzzy logic model is higher than the regional and worldwide 
attenuation relations for prediction of acceleration (Fig. 4). 
The efficiency in PGVA is even higher. This is probably 
because the effect of individual data is considered natu-
rally in the fuzzy logic model. Along with the fuzzy logic 
model, the accuracy of the prediction by regional attenuation 
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relationships is generally higher than worldwide attenua-
tion. This is because in the formula for the local attenua-
tion relations such as those developed by Khademi (2002), 
Zare and Sabzali (2006) and Amiri et al. (2007), the data 
from Iranian Plateau were used with the same site condi-
tions. However, in other attenuation relationships, data of 
various seismotectonic environments was employed. In 
the relationship developed by Ambraseys et al. (2005a, b), 
data from Europe and the Middle East were used; although 
this covers Iranian plateau, the discrepancy in its results is 

higher than regional attention relationships and fuzzy model. 
The accuracy of the results from the attenuation relation 
developed by Boore et al. (1997) is a little better, while data 
from western North American earthquakes were used in its 
development. This means that in addition to the worldwide 
attenuation relations, regional attenuation relations such as 
the one developed in this study should be applied.

One issue with the implementation of the fuzzy logic 
theory is the number of data selected for the prediction. In 
this study for estimation of ground motion acceleration in 
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Iranian Plateau, the number of data was limited to the num-
ber of records from earthquake events in the region. In fact, 
the developed model for attenuation relationships works only 
in this region and cannot be used in other area on Earth. 
Distribution of the input data is another shortcoming of the 
fuzzy logic models for earthquake input motions, which is 
inherited in the earthquake data. More data are available for 
earthquake input motions with lower magnitudes due to its 
high frequency of occurrence. In the current paper, 20% of 
the data have magnitude greater than 5.5. This means that 
accuracy of the model for earthquake events more than 5.5 
magnitude is lower than the rest of them. This is because in 
the fuzzy logic model more data have been used for train-
ing within the range of 4–5.5 magnitude. For the worldwide 
attenuations, quite a few earthquake acceleration histories 
are available (e.g., in PEER earthquake database) due to the 
number of earthquake recorded across the world. However, 
the number of ground motion records is increasing due to 
recording new earthquakes. The benefit of the developed 
model is the fact that new data can be added to update the 
model. In fact, this is the flexibility of the fuzzy logic model, 
which benefits users to advance the attenuation model.

Conclusions

In this study, a fuzzy logic model was developed to predict 
peak ground horizontal and vertical earthquake accelerations 
inside Iranian plateau. Input parameters were earthquake 
magnitude between 4 and 7.4, source-to-site distance from 
7 to 80 km and local site conditions of rock, stiff soil and soft 
soil. Comparison between predicted and observed accelera-
tions showed an acceptable level of acceleration prediction 
for both PGHA and PGVA, especially in the far field. In the 
developed fuzzy logic model, the uncertainty of earthquake 
ground motion records was accurately simplified by imple-
menting only a few of motion parameters.

In order to evaluate the accuracy of the fuzzy logic model 
in presenting basic characteristics of earthquake wave propa-
gation, a parametric study was conducted; it was shown that 
trends of the PGHA and PGVA with changes in earthquake 
magnitude, source-to-site distance and local site conditions 
are meaningful with respect to ground motion characteris-
tics. These were not implemented in the fuzzy logic model 
as additional rules, but overall rule were achieved from the 
input–output data. These basic characteristics are:

•	 With an increase in the distance and a decrease in the 
magnitude, both horizontal and vertical accelerations 
decrease, which is in agreement with the concept of geo-
metric spreading and anelastic attenuation.

•	 In the ranges of data used in this study, the peak ground 
acceleration in soil sites are more than rock sites.

The comparison between the attention relations showed that 
the attenuation curves from the fuzzy logic model were in 
the range of regional attenuation relations for large distances. 
This is probably because the data from the same seismotec-
tonic environment have been used. The attenuation relations 
for PGHA developed by the fuzzy logic model were also 
comparable with those developed by worldwide formula. 
However, PGVA from worldwide formula (Ambraseys et al. 
2005a, b) was lower than the fuzzy logic model and other 
regional attenuation relations. A possible explanation for this 
might be that other seismotectonic environments were used 
in the worldwide formula. Attenuation curves from the fuzzy 
logic model for the near field acceleration deviate from other 
relations, which is probably due to the lack of data in the 
near field.

Overall, the results of the study confirm that new methods 
based on fuzzy logic theory can be used for improving and 
developing attenuation relations and predicting both PGHA 
and PGVA for engineering applications. However, various 
physics-based GMPEs suffer from a satisfactory number of 
records of large earthquakes (M > 6.5), especially in the near 
field (R < 10 km). The method applied in this study can give 
more reliable and robust results, provided that the data set 
used exhibits satisfactory distribution in magnitude, distance 
and soil conditions.
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Abstract
To explore the tectonic framework and features of stratigraphic distribution in the Tuolai Sag, Yin-E Basin, a 47-km-long 
magnetotelluric (MT) sounding measurement was performed around Well MAZD1 in the sag. During field data acquisition, 
a remote reference technique was used to ensure data quality, with apparent resistivity and phase curves of all measuring 
points obtained using the Fourier transform, power spectrum selection, robust estimation and other methods. After MT 
data processing, dimensionality analysis and the degree of two-dimensional deviation indicated that the study area had the 
dimensionality needed for two-dimensional inversion. The major electrical axis in the sag was determined, using a multi-
point–multifrequency point statistical imaging technique, to be in the WNW direction. Within the constraints of the resistiv-
ity log data for Well MAZD1, inversion results for TE and TM models were compared, after which the TM model, which 
corresponded well to geological conditions, was selected for conducting the nonlinear conjugate gradient method inversion 
and a reliable resistivity model was finally obtained. Based on regional petrophysical properties, resistivity logging, and 
near-well bathymetric data, the electrical characteristics of different formations within the sag were obtained and a set of 
low-resistance clastic rock identified in the lower Carboniferous strata. Based on an integrated analysis of the regional surface 
geology, tectonic setting, and depositional environment, and within the constraints of gravity to fit with electrical structure, a 
tectonic framework of two subsags sandwiched by an uplift is proposed for the Tuolai Sag. The scale of the northern subsag 
is large, with development of pre-Carboniferous nappe as well as of Carboniferous–Permian strata within the lower part of 
the nappe. The southern subsag is small and filled mainly with Carboniferous–Permian strata.

Keywords  Magnetotellurics · Yin-E Basin · Electrical conductivity · Nappe

Introduction

The Yingen-Ejinaqi Basin (Yin-E Basin) is a medium–large 
sedimentary basin in China that covers approximately 
123,000 km2. To date, little onshore oil and gas explora-
tion has been conducted in this region. The basin, which 

is situated primarily in the western part of the Inner Mon-
golia autonomous region, is delineated by the Sino–Mon-
golian border to the north and by Gansu Province to the 
south. Mesozoic and Paleozoic Strata of great thickness are 
found deposited in the basin. Early oil and gas exploration 
focused mainly on the Mesozoic, but no major discoveries 
were made. The Paleozoic stratum, seen as the metamorphic 
sedimentary basement of the Mesozoic basin (Geng et al. 
2016), has attracted little attention. As a result, oil and gas 
exploration here is still in its early phases. In recent decade, 
with the advancement of the “Oil and Gas Resources Inves-
tigation of New Area and New Strata of North China” initi-
ated by the China Geological Survey, a series of geological 
surveys has been conducted in the Yin-E Basin targeting the 
Carboniferous–Permian layer. Hydrocarbon flows discov-
ered in the Guaizihu Sag and the Hari Sag offer promising 
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prospects for exploration and suggest the potential presence 
of resources in the basin (Lu et al. 2011, 2014, 2017).

Drilling in the upper Permian was restricted to a small 
number of boreholes entirely within the Yin-E Basin, with 
seismic data on Paleozoic strata limiting the complexities of 
tectonic evolution and the widespread presence of volcanic 
rocks, which restricted research into oil and gas explora-
tion and even the resource potential of the basin. To pro-
mote oil and gas exploration in the Paleozoic strata in the 
Yin-E Basin, magnetotelluric (MT) sounding measurement 
was carried out around Well MAZD1 in the Tuolai Sag. 
The magnetotelluric method uses electromagnetic sounding 
of passive sources to infer the distribution of underground 
resistivity by measuring changes in electric and magnetic 
fields with time on the surface (Simpson and Bahr 2005). 
Its efficacy is not reduced by the presence of highly resis-
tive volcanic rocks, making it an advantageous technique 
for use in geological surveys of oil and gas resources within 
underlying basins in development areas that are overlaid 
with volcanic rocks. Analysis of regional geoelectrical 
features was carried out using the resulting MT data, with 
stratigraphic structure, fault structure, basin basement, and 
other characteristics of the sag analyzed along with drilling, 
surface geology, petrophysical, and other data that provided 
a reference for the exploration of oil and gas resources in the 
Carboniferous–Permian stratum in the Yin-E Basin.

Geological background

The Yin-E Basin is located at the intersection of the 
Kazakhstan Block, the Tarim Block, the North China 
Block, and the Siberian Block. Before the Devonian, it was 
similar to the Erlian Basin and the Hailar Basin, and all 
were part of the Central Asia–Mongolia Ocean. In the Late 
Devonian, with the convergence of the blocks, the ancient 
Asian land was formed by the consumption of the ancient 
ocean, and structural development entered the intraplate 
tectonic deformation stage. The region passed through 
evolutionary stages as a Carboniferous–Permian intraplate 
rift basin and a Mesozoic–Cenozoic inland basin (Lu et al. 
2011, 2012, 2014, 2017), forming a complex Carbonifer-
ous–Permian and Mesozoic imposed basin (Fig. 1).

During the Carboniferous–Permian rifting stage, the 
lower Carboniferous –middle Permian was dominated by 
continuous deposition in the area, and a parallel uncon-
formity was present locally, with a sequence missing (Lu 
et al. 2017). The unconformity was a formation of clastic 
and volcanic rocks (intermediate-acidic volcanic rocks; 
pyroclastic rocks) dominated by littoral neritic facies inter-
calated locally with carbonate. During the Late Permian, 
influenced by local uplift, the seawater gradually retreated 
and continental volcanic rock sedimentation predominated 

Fig. 1   Geologic scheme and distribution of MT measuring points in the study area. Note: a Structural location of Yin-E Basin. b Tectonic units 
of Yin-E Basin. c Distribution map of MT measuring point, drilling borehole and outcrop formation
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in the vast areas in the northern and southern portions of 
the basin. Marine sedimentary formations predominated in 
the eastern portion of the basin. Affected by uplifting and 
erosion in the Late Hercynian epoch and the Indo–Chinese 
epoch, the residual thickness of Carboniferous–Permian 
varies significantly within the basin, locally exceeding 
3000 m. Several sets of dark mudstones of shallow marine 
shelf facies having good organic geochemical indices were 
developed in the basin and can be productive source rocks. 
During the evolutionary stage of the Mesozoic inland 
basin, the Triassic and Jurassic developed locally. Dur-
ing the Cretaceous, which represented the peak of basin 
evolution, a stably distributed clastic assemblage of fluvial 
and lacustrine facies developed with a thickness of up to 
2000–3500 m (Wei et al. 2006). Strata outcropping within 
and around the Tuolai Sag are dominated by Cretaceous 
and Carboniferous outcrops locally. After drilling of the 
Cretaceous in existing boreholes in the sag (Well J1), the 
Permian sandy conglomerate was drilled directly, with 
Well Tuolai 1 (TL1) in the eastern study area entering the 
Permian at 940 m. Triassic and Jurassic strata are absent 
in the depression.

Regional rock geophysical characteristics

Differences in resistivity between different rocks provide the 
basis for the magnetotelluric sounding method, with analysis 
of the physical properties of regional rock guiding geologi-
cal interpretation of the electrical structure profile. Under 
normal circumstances, the strata of a normal sedimentary 
sequence in a sag undergo aging; as diagenesis continues, 
porosity and water content gradually decrease and resistivity 
gradually increases. Initial magnetotelluric resistivity meas-
urements in the Yin-E Basin display similar features (Liu 
et al. 2011, 2013). However, when abnormally conductive 
materials are developed in a formation, trends in normal 
resistivity’s variation with depth change, so that layers hav-
ing abnormally low or high resistivity can be used as the 
principal indicator for strata identification and division. For 
example, high-resistive volcanic rocks, or intrusive rocks, 
exhibit abnormally high resistivity, which is a universal fea-
ture in basins or areas where volcanic structures have devel-
oped (Danda et al. 2017). If coal measure mudstone strata 
having high shale content are interbedded with sandstone 
and limestone, they will exhibit low-resistivity features, as 
has been confirmed during oil and gas exploration in small 
and medium basins found in volcanic rock-covered areas of 
the Peripheral Songliao Basin (Fang et al. 2013). Accord-
ingly, magnetotelluric sounding can be used to explore the 
distribution of mudstone strata with low-resistivity features 
as well as the basin’s structural framework.

To examine the features and structure of strata in the Tuo-
lai Sag, data on the first magnetotelluric resistivity values of 
different outcrop areas in the sag were compiled for analysis, 
revealing that resistivity increased gradually with age in the 
stratigraphic chronology (Liu et al. 2011). Research into the 
electrical characteristics of the entire formation and divi-
sions of marker beds is essential for the geological survey of 
oil and gas within the basin. Three drilling wells (MAZD1, 
J1, and TL1) were bored around the study area, and the Cre-
taceous, Permian, Carboniferous, and pre-Carboniferous 
strata were drilled, although the Triassic–Jurassic was lost. 
The Cretaceous strata drilled by the three wells are generally 
developed in the region and consist primarily of interbed-
ded sandstone and mudstone. Downhole resistivity logs are 
characterized chiefly by low resistivity, and near-well MT 
bathymetric results for Well MAZD1 exhibit similar resis-
tivity features in the Cretaceous interval (Fig. 2). The Per-
mian was drilled in wells J1 and TL1, the former of which is 
composed of coarse sandy conglomerate about 780 m thick 
and the latter of which consists mainly of metasandstone of 
240 m thick. The formation exhibits relatively high resis-
tivity features similar to the upper pre-Carboniferous but 
lower overall. The Carboniferous was drilled in Well TL1, 
and its electrical features are similar to those of the Per-
mian, having internal high–low–high-layered features. The 
outcrop area of the formation is greater on the north side of 
the sag; it is exposed sporadically within the sag and con-
sists mainly of feldspar sandstone, conglomerate, limestone, 
and like. Surficial geological surveys have established that 
thick clastic rocks are developed beneath the volcanic rocks 
in the lower Permian in the Yin-E Basin (Lu et al. 2017). 
Normally, clastic rocks rich in carbonaceous components 
have low resistivity. Electrical structure data obtained from 
one-dimensional OCCAM inversion of the TM model of 
one audio magnetotellurics (AMT) measuring point near the 
exposed Carboniferous limestone suggests the presence of 
a low-resistivity layer from 200 to 600 m. The upper high-
resistivity layer is presumed to be limestone, whereas the 
lower low-resistivity layer might correspond to the electrical 
response of the clastic rocks. Overall, the pre-Carbonifer-
ous strata exhibit the highest resistivity, and the Carbonif-
erous–Permian strata are characterized by high-resistivity 
and low-resistivity interbeds, whereas the Cretaceous strata 
display the lowest resistivity.

Method

MT data acquisition

To control the strata and tectonic units near the boreholes 
and in the Tuolai Sag, three survey lines were deployed: 
two lines perpendicular to each other deployed around Well 
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MAZD1 and a third located 3 km east of Well MAZD1. Data 
acquisition in the field was made using a Phoenix V5 mag-
netotelluric sounding instrument of Canadian origin. It was 
laid in a standard plus shape, with the Ex and Hx directions 
coinciding with the extension direction of the survey line 
and the Ey and Hy directions perpendicular to the extension 
direction of the survey line. The designated magnetotelluric 
point interval was 500 m, and the part point interval was 
1 km. The effective bandwidth recording frequency was 0.01 
to 320 Hz, the electric dipole distance was 100 m and the 
acquisition time for each station was guaranteed to exceed 
8 h.

Electromagnetic interference was expected because the 
work area was adjacent to roads and high-voltage lines. 
To ensure the quality of the raw data, a remote reference 
technique was using in the acquisition process, based on 
the minimal little change in magnetic field signal over a 
certain range at the same time, with the electromagnetic 
noise between the measuring point and the reference point 
deemed irrelevant, so that interference could be suppressed 

(Shalivahan and Bhattacharya 2002; Kappler 2012). In 
the northwest, 20 km from MT Line 01, Point 140 (Point 
L01_140), a long-term observation point, was set up in a 
plains area free of electromagnetic noise. The apparent resis-
tivity and phase curves of MT Line 01_118, obtained using 
remote the reference method (B1, B2; Fig. 3), were com-
pared with its original apparent resistivity and phase curves 
(A1, A2), indicating that the technique is able to suppress 
electromagnetic interference. 

The SSMT2000 software provided developed by the 
Canadian Phoenix Co. was used for field data preprocess-
ing, and the time domain data were converted to frequency 
domain data. The power spectrum selection, far reference, 
and “robust” estimation processing techniques (Egbert 1997) 
were used to obtain the apparent resistivity and phase curves 
of the measuring points, which can intuitively reflect the 
electrical distribution characteristics of the underground 
medium. The apparent resistivity and impedance phase 
curves of typical observation measuring points in the study 
area are shown in Fig. 4: Points L01_132 and L02_114 were 

(a) (b)

Fig. 2   Comparisons of resistivity logging results between different 
boreholes and near-well bathymetric data. Note: a Resistivity logging 
curve of wells J1, TL1, and MAZD1. The relative resistivity ratio in 
Column 4, used to analyze the electrical characteristics of regional 
strata, refers to the ratio of the value of resistivity log to the average 
resistivity of Cretaceous formation in a well, reflecting variations in 

the resistivity log methods and instrument used in three wells. Col-
umn 5 (the rightmost side of [a]) shows the one-dimensional electri-
cal structure of the TM model for the AMT point in the Carbonifer-
ous outcrop area. b Comparisons between the resistivity log curves of 
Well MAZD1 and one-dimensional OCCAM inversion results of TM 
model of the MT measuring point
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located in the Quaternary covered area and Point L03_156 
in the Cretaceous stratum outcrop area. The original appar-
ent resistivity and phase curves indicated that the shallow 
portion had one-dimensional characteristics. The electrical 
structures of points L01_132 and L02_114 were similar, 
with the deep portion having two-dimensional characteris-
tics. However, the electrical structure of Point L03_156 was 
apparently different from that of the other two points, and 
its deep structure tended to be one-dimensional, reflecting 
large differences in structure between the north and south 
sides of the study area.

Dimension analysis

The two-dimensional deviation skewness (S) of magneto-
telluric sounding impedance can be used to distinguish the 
dimensional characteristics of underground media. Gener-
ally, the smaller the S value is, the more two-dimensional 
the performance of underground media, generally speaking, 
the underground structure is a two-dimensional feature when 
the value of S is less than 0.3–0.4, but is a three-dimen-
sional feature at the corresponding depth when the value of 
S exceeds 0.5.

Based on the Bahr tensor impedance decomposition tech-
nique (Bahr 1991), skewness calculations for Line 01 (L01) 
and Line 02 (L02) were carried out and their dimensional 
properties then analyzed in the study area. Figure 5 shows 
variations in Bahr skewness for all measuring points in L01 

and L03. The S value was essentially less than 0.3, indicating 
that the shallow portions (frequency over 1 Hz) of the L01 
and L03S sections had very good one-dimensional proper-
ties, and that the area possessed the basic geological condi-
tions for two-dimensional electrical inversion.

Geoelectric trend analysis

The presence of a specific geoelectric trend in the study 
area is needed to obtain accurate data about the geoelec-
tric structure along the survey line (Chen et al. 2014). The 
structural trend of the underground medium is complex and 
changeable, showing non-one-dimensional features. During 
field measurement, the measuring spindle often fails to coin-
cide with the electrical spindle. Accordingly, to accurately 
identify the stratum’s electrical features, electrical informa-
tion is transferred from the major measurement axis to the 
major electrical axis. Decomposition of the magnetotelluric 
impedance tensor is a widely used technique for orienting 
of electrical axes, as seen in the GB method (Groom and 
Bailey 1989), Bahr method (Bahr 1988), and CBB decom-
position method of the phase tensor (Caldwell et al. 2004; 
Bibby et al. 2005). A conjugate impedance method (CCZ, 
based on the first letters of the inventors’ surnames) has 
been proposed by Cai and Chen (2010a) based on the spe-
cific relationship between observed impedance and regional 
impedance, which is unaffected by local distortion. The 
observed impedance tensor is transformed into conjugate 

Fig. 3   Comparison diagrams of original apparent resistivity and 
phase curves (A1, A2), as well as curves obtained using the remote 
reference method (B1, B2) for MT Point L01_118. Note: The point is 

450 m away from the 220 V high-voltage line. A1 and B1 are appar-
ent resistivity curves, and A2 and B2 are phase curves
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impedance according to formula (1), and based on that the 
series of important parameters of original impedance tensor 
are obtained:

Note: Z refers to the observational magnetotelluric 
impedance tensor, Zr the regional impedance tensor, C the 

Z–1Z = (CZr) –1(CZr)  = Zr
–1C–1C Zr =Zr

–1C–1CZr = Zr
–1Zr

(1)

distortion matrix, Z−1 the inverse of Z, Z※ the conjugation 
of Z, and C※ the conjugation of C.

Single-frequency impedance decomposition is unsta-
ble as a result of environmental electromagnetic noise and 
structural dimensionality, but Chen et al. (2014) proposed 
a multipoint–multifrequency statistical imaging analy-
sis technique based on the conjugate impedance method 
(CZZ). Taking the approach of clarifying the phase data 

Fig. 4   Apparent resistivity and phase curves of typical measuring points (after remote reference processing)

Fig. 5   Profiles of two-dimensional skewness of Line 01 (a) and Line 03 (b). i: The white part of the figure is the frequency point with poor-
quality data removed during calculation
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of a single-frequency point, the tensor decomposition of 
a fixed spindle is carried out with increasing step size at 
a certain angle (in the range 0–90°), and the phase data 
are then fitted with the data obtained by the previous free 
decomposition, with the best-fitting azimuth angle is 
selected as the decomposition result of multipoint–mul-
tifrequency. In this paper, using aforementioned method, 
the single-frequency conjugate impedance tensor decom-
position and multipoint–multifrequency statistical analysis 
of magnetotelluric sounding data were carried out in the 
study area.

Figure 6 shows the electrical spindle orientation of a sin-
gle measuring point and “rose diagram” drawn based on 
multipoint–multifrequency statistics for three survey lines. 
The azimuth angles of the electrical spindle for lines L01, 
L02, and L03 were 34° or 124°, 32° or 122°, and 38° or 
128°, respectively. The orientation of the electrical spindle 
determined by the impedance tensor had 90° of ambigu-
ity, which can be defined by the direction of the region-
ally dominant tectonic line. Given the regional 1:250,000 
Bouguer gravity anomaly, the structural trend of the sag was 
generally near EW and the main fault strike direction was 
WNW. Accordingly, the spindle trend of the geoelectric was 
considered to be WNW.

After orientation of the electrical spindle, the impedance 
tensor of the measured point was rotated to match the geo-
electric direction to determine the corresponding polariza-
tion mode. Apparent resistivity (ρxy) and impedance phase 
(φxy) were TE polarization mode data parallel to the tec-
tonic trend. What’s more, apparent resistivity (ρyx) and 
impedance phase (φyx) were TM polarization mode data.

MT inversion

The well-established nonlinear conjugate gradient method 
(NLCG) developed by Rodi and Mackie (2001) was used. 
This method has the advantages of rapid inversion calcula-
tion, minimal memory capacity requirement, stable inver-
sion results, and the like. (Ye et al. 2007). Furthermore, the 
method is a local optimization method and is susceptible to 
the initial resistivity model (Ye et al. 2013). Accordingly, the 
resistivity model selected for inversion calculation should be 
as close as possible to the de facto geological model (Zhao 
et al. 2016). Considering that the sedimentary strata in the 
sag usually have the characteristics of “horizontal conti-
nuity, and vertical stratification,” one-dimensional Occam 
inversion results of polarization TM were selected as the 
initial model. In this model, the macro-contour information 

Fig. 6   Rose diagrams drawn by single measuring point and multi-
point–multifrequency point statistics of electrical spindle of three sur-
vey lines. Note: a The electrical spindle azimuth of a single measur-
ing point for lines L01 and L02. b The electrical spindle azimuth of a 

single measuring point for Line L03. c–e Rose diagrams drawn using 
multipoint–multifrequency point statistics for the electrical spindle of 
lines L01, L02, and L03, respectively
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of the layered medium model is essentially reserved in the 
one-dimensional inversion results and has little effect on the 
smoothing effect of the deep low-resistivity anomalous body.

It is of great importance that the polarization model data 
be selected for inversion, owing to the substantial differences 
between TE and TM model inversion results when observa-
tion data were rotated to tectonic strike for inversion (Chen 
et al. 2008). Previous studies have shown that TM mode 
response is less affected by three-dimensional effect than TE 
mode, ideally even to the point of allowing reconstruction 
of the original model information (Banks et al. 1996; Berdi-
chevsky et al. 1998; Cai and Chen 2010b; Dong et al. 2012). 
Especially in the complex model, under complex model con-
ditions, the inversion results obtained from the TM polari-
zation model are more credible than those obtained using 
other models (Chen et al. 2014). To determine which model 
could reflect the actual electrical structure underground, TE, 
TE + TM, and TM data for L01 and L03S line were inverted, 
then compared with the log data of Well MAZD1. As shown 
in Fig. 7, TE and TE + TM model inversion results identified 
the underlying formations under 0.9 km as high-resistive lay-
ers, with no electrical interface inside. TM model inversion, 
however, additionally revealed discontinuous low-resistivity 
layers beneath the high-resistivity layers. Regional geol-
ogy and drilling results showed that Carboniferous–Per-
mian strata were developed in the lower Cretaceous of the 
Tuolai Sag, with thick low-resistivity clastic rocks beneath 
the Permian volcanic rocks and with Carboniferous strata 
also having the characteristics of low resistance and high 
resistance, so that the inversion results of the TM model 
were more reasonable and credible. For this reason, TM 
model data were ultimate selected for inversion, and the 
two-dimensional electrical profile obtained by inversion of 
the L01 line was compared with the resistivity logging of 
Well MAZD1 (LLD: deep laterolog, LLS: shallow laterolog; 
Fig. 7) to choose the optimal inversion parameters.

Additionally, the regularization factor (τ) is an important 
parameter for use in adjusting the roughness of the model 
and the weight of the fitting error (Hansen 1992). Inversion 
analysis was performed by selecting several τ values (1, 5, 
10, 30, 50, 100, and 300). Taking model roughness as the 
transverse axis and the root-mean-square error (RMS) as the 
longitudinal axis when drawing the L-curve (Fig. 8), τ = 10 
was located at the curve’s inflection point, so that reflecting 
the reversion result could guarantee the smoothness of the 
model while taking into account the relationship with the 
original data (Farquharson and Oldenburg 2004). Accord-
ingly, a value of 10 at the inflection point was chosen as the 
model’s τ value.

Ultimately, the following settings were chosen: 60 
frequency points included in the inversion; frequency 
band 320–0.01 Hz, regularization factor 10; error floor 
for apparent resistivity and apparent phase 10%; and 

root-mean-square error (RMS) of L01, L02, L03S, and 
L03 N of 1.81, 1.76, 1.92, and 2.07, respectively. The inver-
sion results are shown in Fig. 9.

Electrical structural characteristics

The shallow portion of the three electrical structure profiles 
has a strong one-dimensional property, with characteristics 
of “vertical stratification” and low resistivity as a whole. The 
relatively low-resistivity formations above 960 m in L01 and 
L02 profiles, as determined by drilling Well MAZD1, are 
the Cretaceous Kuquan Formation and the Suhongtu Forma-
tion. Two sets of low-resistivity layers are developed at the 
top and bottom of Suhongtu Formation, with corresponding 
depths of 212–415 m and 600–850 m. These low-resistivity 
layers are mainly sandy mudstone interbedded with shaly 
sand, with intercalated thin mudstone. The north and south 
sections of survey line 03 (L03 N and L03S, respectively) 
have different electrical structural characteristics, so that 
the buried depth of the bottom interface of the low-resis-
tivity layer in L03 N is relatively large and changes gently, 
perhaps reflecting the location of the line in the secondary 
depression. Whereas the bottom boundary depth of the low-
resistivity layer of the L03S line first increased at first and 
then decreased along the line, indicating the development 
of a small depression between 140 and 164 points on the 
L03S line, the thickness of the Cretaceous in the study area 
changed only slightly on the whole, with no tectonic damag-
ing present in the later period.

High resistors exhibiting significant north–south differ-
ence are developed under the higher set of above low-resis-
tivity layers. The southern portion of the study area shows a 
large set of high-resistance block structures below sea level, 
whose burial depth gradually becomes shallower to the 
south. Considering that a large area of middle Archean meta-
morphic rocks having high resistivity is exposed about 9 km 
to southwestern side, the underlying high-resistivity block of 
L03S can be inferred to comprise Proterozoic metamorphic 
rocks. The transversely continuous high-resistivity layers 
are developed below the low-resistivity layer of the other 
three survey lines, which decrease in thickness from north 
to south but are stable from east to west, suggesting that 
the high-resistivity layer may be related to the north–south-
trending tectonic movement. The depth of 960–2520 m for 
Well MAZD1 at Point L01_120 is revealed to be a set of pre-
Carboniferous mylonites having shallow dynamic metamor-
phism, and it can be inferred that the high-resistivity layer is 
widely developed in the northern portion of the study area.

Notably, in the electrical structure profile, a set of low-
resistivity layers with medium continuous development, 
stable thickness, and stepped distribution is developed 
under the high-resistivity layer of the three survey lines 
L01, L02, and L03 N. Any inferences about the geological 
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implication of this low-resistivity layer must take into 
account regional geology and the rock’s physical proper-
ties. As noted in Chapter 2 above, Well TL1, drilled in 
the eastern part of study area encountered Permian and 
Carboniferous strata underlying the Cretaceous, and Car-
boniferous strata in large scale are exposed on the north 
side of the Tuolai Sag. Electrical logging and near-well 

sounding have demonstrated that the clastic rocks of the 
Cretaceous are characterized by low resistivity. Being 
thick in the north and thin in the south of the overlying 
high-resistivity body, the low-resistivity layer could be an 
electrical response of the Carboniferous strata. Accord-
ingly, the overlying pre-Carboniferous high-resistivity 
layer is considered to be nappe.

Fig. 7   Comparison of TE and TM inversion results of L01 and L03S 
lines. Note: a Residual gravity line curve of Line L01. b TE model 
inversion results for Line L01. c TE model inversion results for Line 

L03; d TE + TM model inversion results for Line L01. e TE + TM 
model inversion results for Line L03S. f TM model inversion results 
for Line L01. g TM model inversion results for Line L03
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Geological–geophysical discussion

Pre‑Carboniferous high‑resistivity body may be 
a nappe

The area study shows that the Yin-E Basin entered the evo-
lutionary stage of intracontinental rifting and taphrogeny in 
the Late Devonian. During this period, large-scale neritic 
shelf deposits or carbonate platform deposits were devel-
oped, forming several kilometers of continuous deposition 
of Carboniferous–Permian clastic/carbonate/volcanic rock 
formations, and the area experienced no Carboniferous–Per-
mian hiatus (Lu et al. 2017). The strata experienced multi-
ple structural transformations, such as the Late Hercynian, 
Indosinian, Yanshanian, and Himalayan periods, during 
which the Carboniferous–Permian in the Yin-E Basin suf-
fered varying degrees of erosion. Currently, residual Car-
boniferous–Permian is distributed in most sags in the Yin-E 
Basin (Gillespie et al. 2016; Tian et al. 2016). In the Tuolai 
Sag, the Carboniferous–Permian is very thick, as verified in 
Well J1 on the northwest side (15 km to the study area) and 
Well TL1 on the east side of the study area, and the Carbon-
iferous–Permian Amushan Formation is widely exposed in 
the northern boundary of the depression.

Carboniferous–Permian remains in the Tuolai Sag, but 
Well MAZD1 passed through Cretaceous to directly drill 
pre-Carboniferous, perhaps as the result tectonic evolution. 
In the electrical section, a low-resistivity layer, laterally 
continuous, monoclinically stepped, and distributed from 
north to south, is developed in the lower portion of the pre-
Carboniferous, whose burial depth gradually decreases in 
the southern part of the section. The regional geological 
survey shows that the Carboniferous in the southern part 
of the depression is exposed in a nearly EW trend. The sur-
face location is close to the southern uplift area of the low-
resistance layer in the L01 line. As already stated, the view 

that the low-resistance layer belongs to the Carboniferous 
is also supported by the results of near-well sounding and 
electrical logging. Second, using a preliminary geological 
model based on the electrical structure of the L01 line and 
constrained fitting with application of residual gravity, it 
can be found that if the L01 section is a normal sedimen-
tary sequence, then the northern portion is a gravitationally 
anomalous low-value area—a finding not consistent with 
the measured gravity data. If the lower resistivity layer is 
considered to be Carboniferous–Permian, and the pre-Car-
boniferous is fitted as a nappe from west to south, then the 
inversion data fit the measured data well, indicating that the 
pre-Carboniferous high-resistance layer should belong to an 
allochthonous nappe (Fig. 10). In the Jurassic–Cretaceous, 
as a result of intensive thrust napping, a series of large-thrust 
nappe structures was formed in the area, aligned from north 
to south.

In addition, the history of regional tectonic evolution 
indicates that the stress environment was dominated by alter-
nate compression and differential uplifting during tectonic 
evolution after Carboniferous–Permian sedimentation. In the 
Late Triassic, with the closure of the southern Tethys Ocean 
and continent–continent collision, the study area was in an 
intensively stress-filled environment. A tight east–west fold 
was widely developed in the Carboniferous–Permian in the 
basin. In the Jurassic–Cretaceous, as a result of intensive 
thrust napping, a series of large-thrust nappe structures were 
formed in the area, aligned from north to south. For instance, 
the Mujishan–Hurenwuzhuer area in the northern part of the 
study area, the “klippe” east–west distribution zone, and the 
large continental margin thrust nappe system were devel-
oped in the Bayinhot Basin in the south (Zhang et al. 2008), 
indicating the presence of a stress environment needed for 
thrust nappe in the regional structure. Considering the con-
tinuous distribution of Cretaceous strata, it can be speculated 
that thrusting of high-resistive bodies may have occurred 

Fig. 8   L-shape of RMS values 
and roughness for MT measures 
point of L01 when τ was 
changed
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in the Late Triassic. Accordingly, it can be speculated on 
the basis of the comprehensive geological and geophysical 
data that the pre-Carboniferous high-resistive body is thrust 
nappe from the Late Triassic and that the corresponding 
underlying low-resistivity layer is Carboniferous–Permian.

Tectonic framework and strata distribution

Synthesizing two nearly NS-trending magnetotelluric 
electric sections, the study area overall shows a tectonic 
framework in which two subsags are sandwiched by an 
uplift  (Fig. 11). The southern subsag is small, having a 

north–south axis about 6 km long; the northern sag is large 
both in scale and in burial depth, and the sag boundary is 
not controlled by the north end of the survey line. The basin 
basement exhibits high resistivity features and fluctuates 
considerably in the central northern part, with stepped uplift 
from north to south. The burial depth of the southern part 
is small and is essentially stable. The northern sag can be 
divided into three structural layers longitudinally. Graben 
sags with faults in both sides are developed in the Creta-
ceous, with the faults manifesting as normal faults. Elec-
trical anomalies are shown as vertical displacement with 
dense resistivity contours. Carboniferous is developed on 

LLD LLS LLD LLS

lg(ρ)/Ω

(a) (b)

(d)

(e)

(c)

.m

Fig. 9   Magnetotelluric sounding two-dimensional inverted electri-
cal section. Note: a Two-dimensional electric section of survey line 
L01. Well MAZD1 is located 60 m south of Point 120. The green line 
is the deep lateral resistivity log curve (LLD), and the black line is 
the shallow lateral resistivity log curve (LLS). b Two-dimensional 
electrical section of survey line L02. The green and black lines are 
the same as shown in survey line L01. c Two-dimensional electrical 

section of survey line L03  N. d Two-dimensional electrical section 
of survey line L03S. e To understand the overall structure of the sag, 
several points in Line L01 (from L01_110 to L01_138, the red arrow 
marked in the figure) are projected in the missing part of Line L03 
(desert area). The positions of these measuring points on Line L03 
are processed according to their projection positions
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Fig. 10   Gravity fitting and 
comprehensive interpretation 
based on magnetotelluric two-
dimensional electrical section 
(initially geological model 
based on the electrical structure 
of Line L01). Note: a Measured 
and fitted curves of residual 
gravity anomaly. b Density 
model based on residual grav-
ity fitting. c Comprehensive 
interpretation map based on 
electrical structure model and 
density model
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the northern side of the survey line, presumably normal 
sedimentary strata overlying the nappe. The central part is 
pre-Carboniferous nappe consisting of quartz schist, which 
diminishes in thickness and displays thrust features from 
north to south. A number of nearly parallel thrust faults are 
developed in the nappe, of listric shape, steep in the upper 
part but gentle in the lower part, with alternately steep and 
gentle steps. The fault does not enter the overlying Creta-
ceous, and the lower portion becomes gradually more gentle, 
merging into the thrust detachment surface at the bottom of 
the nappe at depth. The detachment surface is shallow in 
the south and deep in the north and is mainly N-dipping. 
The burial depth is small at the southern boundary of the 
northern subsag (about 1.2 km), corresponding to the south-
ern uplift. The lower part is Carboniferous–Permian, with 
a series of internal parallel normal faults. The burial depth 
gradually increases from south to north, and it is assumed 
to be a faulted structure. The southern sag manifests a single 
fault with a trough, and the burial depth of the basement is 
about 3 km, with boundary faults developed on the north 
side. Normal faults from the opposing dip to the boundary 
faults are developed in the gentle slope, together controlling 
the development and sedimentation of the fault trough.

The Cretaceous strata are continuously distributed 
horizontally in the study area. The thickness distribution 
is relatively stable overall (about 900 m) and is relatively 
thin in front of the nappe. Triassic–Jurassic is generally 
absent in the sag, and the formation does not outcrop in 
the peripheral surficial geology survey. The Carbonifer-
ous–Permian is buried beneath the detachment surface of 
the nappe in the northern subsag. The burial depth and 
thickness gradually decrease from north to south, with 
the thinnest portion appearing east of the margin of the 
northern subsag. The southern subsag is mainly filled with 
Carboniferous–Permian.

Conclusions

(1)	 The shallow part of the study area has strong one-
dimensional characteristics, and the deep part has 
mainly a two-dimensional structure. The direction of 
the major electrical axis in the sag is WNW and the 
inversion results of TM model data correspond more 
nearly to actual geological conditions.

(2)	 The high-resistivity body is a nappe within the sag, 
exhibiting the following tectonic characteristics: thick 
in the north and thin in the south, deep in the north 
and shallow in the south. The nappe front is located 
on the north side of the central uplift zone. Multiple 
listric reverse faults are developed within the nappe, 
and a detachment surface is developed at the bottom. 
The low-resistivity body distributed continuously and 

transversely in the footwall of the nappe is Carbonifer-
ous–Permian strata.

(3)	 The Tuolai Sag shows a tectonic framework of two 
subsags sandwiched by an uplift. The southern subsag 
presents with small size and is in the form of a single 
fault with a trough. Boundary faults are developed in 
the north of the sag and are mainly filled with Carbon-
iferous–Permian strata. The northern subsag is in large 
scale and has a complex structure. The Cretaceous fault 
depression, the pre-Carboniferous nappe, and the Car-
boniferous–Permian faulted structure developed from 
top to bottom, respectively.
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Abstract
This research aimed to discover the possible effects of 1D assumption violations on VES data interpretations. In order to do 
so, 1D inversion results of logarithmically spaced and linearly spaced VES measurements are compared with their relevant 
2D inverted models. Some real case studies are also examined by 1D and 2D inversions to test the results. It is found that 
linearly spaced VES measurements are not really suitable for 1D inversion in the case of 1D assumption violations and 
logarithmically spaced VES can better handle these problematic features. In the case of semi-infinite horizontal layers and 
also small surface resistivity inhomogeneities, logarithmically spaced VES datasets mostly provide a reliable 1.5D model 
while linearly spaced VES datasets suffer from remarkable artifacts. In the case of vertical structures, both linearly spaced 
and logarithmically spaced VES techniques fail. In this case (i.e., a vertical dike), artifacts in the form of “extra layer” appear 
in those VES stations that are adjacent to the dike. However, for VES stations on the dike structure, no extra layer appears in 
the 1D inversion result. It must be emphasized that 1D violating features are not improbable in many geological situations 
so they must be considered in mind when processing and interpreting the geophysical VES data.

Keywords  Resistivity · Vertical electrical sounding (VES) · 1D assumption · Inversion · 2D/3D inhomogeneity

Introduction

Resistivity surveying is a routine geophysical method for 
exploration, environmental and engineering studies. It was 
often applied in the form of sounding and profiling in the 
past (Reynolds 2011). However, after the great develop-
ments in the past two decades, this method is mostly used 
in the form of 2D, 3D and even 4D surveys (Loke 2019; 
Loke et al. 2013). These days, 2D and 3D resistivity surveys 
are routinely undertaken due to the availability of inversion 
softwares, multichannel measurement systems and new data 
acquisition techniques, i.e., roll-along technique (Dahlin 
et al. 2002).

Despite the advances in resistivity imaging, vertical elec-
trical sounding (VES) measurements are still a common tool 
for many investigations, especially for studying groundwater 
aquifers. Many researchers have used VES data alone, or in 
conjunction with other data, to estimate the hydraulic param-
eters and aquifer characteristics (Tizro et al. 2012; Sattar 
et al. 2014; Pedromo et al. 2014; Asfahani 2016; Topolewska 
et al. 2016), to study sea-water intrusions (Song et al. 2007; 
Hodlur et al. 2006), to delineate groundwater pollutions 
(Sundararajan et al. 2012; Mota et al. 2004; Porsani et al. 
2004), to assess the piping phenomena in landslide (Sajin-
kumar et al. 2015), and to map deep sediments trapping oil 
reserves (Veeraiah & Babu 2014). Today, with multichannel 
measurement systems, the sounding is performed for the 
subsequent pair of electrodes, which is called continuous 
vertical electrical sounding (CVES). The CVES data are 
usually treated as a 2D/3D dataset where 2D/3D inversion 
is undertaken, i.e., Danielsen and Dahlin (2009). However, 
1D inversion is sometimes performed to estimate the true 
resistivity and thickness of subsurface structures, i.e., Sunda-
rarajan et al. (2012).

In 1D inversion of resistivity data, there are two fun-
damental problems: the principle of equivalence and the 
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principle of suppression (Reynolds 2011). These principles 
are added to the main geophysical inverse problems, making 
the 1D inversion more complicated than 2D and 3D inver-
sions. Theoretically, the results of 2D inversion are better 
and more realistic than 1D inversion. The 3D inversion is 
also preferable in comparison to 2D/1D (Loke 2019). While 
the pros and cons of 2D and 3D inversions have been greatly 
assessed in the past two decades, 1D inversion was not really 
examined and there are a few pieces of researches on this 
topic. Some examples of researches on improving the 1D 
resistivity inversion are Zohdy (1989), Gupta et al. (1997), 
Gyulai and Ormos (1999), Singh et al. (2005), Kumar et al. 
(2007) and Gyulai et al. (2010).

In this paper, it tried to understand the possible effects 
of 1D assumption violations on VES data processing and 
interpretation. The 1D and 2D inversion results of the lin-
early spaced and logarithmically spaced VES measurements 
are compared and analyzed in detail. It is very important 
to have a clue about the possible inaccuracies or incapa-
bilities of 1D inversion results in the case of 1D violating 
structures. That is because “these structures are considered 
to be totally absent when designing a VES survey.” How-
ever, this assumption is intrinsically questionable in many 
cases, and several violating structures could be present in 
the study area, i.e., different inhomogeneities within a layer, 
edge of horizontal layers (sedimentary interlayers), vertical 
resistivity interfaces created by faulting, etc. To reach the 
main goal of the research, we have followed these steps: 
(1) some synthetic models are prepared that represent the 
1D violating features, (2) several VES stations are selected 
from each model’s dataset, (3) the VES data is processed 
by 1D and 2D inversion routines and (4) finally, 1.5D and 
2D models are provided together in order to make a suitable 
comparison between the real subsurface features and geo-
physical responses. In the following sections, these stages 
are discussed in detail.

Theoretical background

The “sounding” and “profiling” terms are well known in 
geophysics. From the 1920s to the late 1980s, resistiv-
ity surveying was performed using these two techniques 
(Loke et al. 2013). In resistivity profiling method, the dis-
tances between the electrodes were kept fixed and the four 
electrodes were moved along the survey line to assess the 
resistivity variability in the desired direction. In resistivity 
sounding technique, while the center point of the electrode 
array remains fixed, the spacing between the electrodes is 
increased to obtain more information about the deeper parts 
of the subsurface (Reynolds 2011; Loke 2019).

Vertical electrical sounding (VES) is a 1D electrical sur-
veying technique. It assumes that the subsurface consists of 

several horizontal layers with different electrical resistivi-
ties. This assumption means that the subsurface resistivity 
changes only with depth, but does not change in the horizon-
tal directions (Loke 2019). Resistivity sounding/VES can be 
performed by using different electrode arrays but Schlum-
berger, Wenner and dipole–dipole have been used more 
frequently. Among the mentioned arrays, Schlumberger is 
preferable because of its high signal-to-noise ratio (SNR) 
and also easier data acquisition procedure (Reynolds 2011).

To interpret the sounding data, apparent resistivity val-
ues are plotted on a log–log graph (sounding curve or field 
curve) where x- and y-axes represent current electrode half-
separation (or the outer active electrode spacing) and the 
apparent resistivity values, respectively (Reynolds 2011; 
Loke 2019). In the early stages of VES method develop-
ment, standard or pre-computed curves were used to quan-
titatively interpret the data. Manual curve-fitting process 
was a laborious and time-consuming task. Years later, VES 
data inversion softwares became available that was based 
on semi-automatic or automatic methods (Loke et al. 2013).

Consider a three-layer model where the middle layer is 
conductive (relative to the upper and lower layer). This situ-
ation makes the current lines to converge and pass through 
the conductive layer. The longitudinal conductance (ratio of 
resistivity to thickness) for this layer is constant, and as long 
as the thickness and resistivity are changed (within limits) so 
as to maintain that ratio, there will be no appreciable change 
in the resulting apparent resistivity curve. In this case, all 
the pairs of h2/ρ2 are electrically equivalent and no single 
pair of values is preferable to any other. The same effect 
happens when there is a resistive layer between two more 
conductive layers, where the current lines tend not to pass 
through the second layer. This problem is addressed as the 
principle of equivalence in VES data inversion (Reynolds 
2011). Another significant issue is the principle of suppres-
sion. When more than 2 or 3 layers exist in the subsurface, 
the effect of the middle layers would not be visible on the 
curve (Reynolds 2011). In some cases, when the layers are 
too small, this problem could be related to the decrease in 
resolution with depth in geoelectric (Loke 2019), which 
makes these layers naturally undetectable. In VES curve 
interpretation, an additional form of equivalence must be 
taken into account which is the equivalence between an 
isotropic layer and an anisotropic layer (Reynolds 2011). 
This problem (electrical anisotropy) is a really important 
characteristic which can severely affect the response of sub-
surface materials. As Greenhalgh et al. (2010) have shown, 
the anisotropy has a severe effect on the sensitivity function 
(it greatly differs from the isotropic one, which is the basis 
of 2D geoelectrical inversion these days). Here, 2D inverse 
modeling of resistivity data is not discussed. Comprehensive 
notes about 2D and 3D resistivity inversion are presented by 
Loke (2019).



107Acta Geophysica (2020) 68:105–122	

1 3

Electrical resistivity modeling

Synthetic modeling

To assess the possible effects of 1D assumption violations 
on VES data interpretations, we have examined some sim-
ple synthetic models (Fig. 1). These models include

1.	 Vertical dike This model is a vertical dike that its top 
part is located at the depth of 5 m. Its horizontal bounda-
ries are at X = 120 m and X = 130 m. From the viewpoint 
of electrical property, it is a resistive feature (700 Ωm) 
in a more conductive background (200 Ωm).

2.	 Semi-infinite horizontal layer It is a semi-infinite hori-
zontal layer where its edge is located at x = 125 m. This 
model was created to see whether the edge of a layer 
could affect 1D inversion results or not.

3.	 Inhomogeneity in the layer This model is a simple three-
layer model with a 2.5 m by 2.5 m high resistivity inho-
mogeneity at the surface (ρ = 1000 Ωm, the boundaries 
are at X = 121.25 m and X = 123.75 m, depth of the 
boundaries are 0 and 2.5 m).

The electrical responses of the synthetic models have 
been calculated by using the RES2DMODE software (a for-
ward modeling program for resistivity data). This software 
provides the theoretical response that would be observed in 
the field if there is no noise (RES2DMOD Manual). At the 
next stage, we have extracted the desired data for each sce-
nario (logarithmically spaced and linearly spaced configura-
tions) for each of the sounding stations. Finally, the extracted 
data were subjected to 1D and 2D inversion schemes to 
compare the results. The 1D and 2D inversions are done 
by means of IX1D and RES2DINV softwares, respectively. 
Surfer software is used for graphical editing.

Fig. 1   The synthetic models 
used to access the possible 
effects of 1D assumption viola-
tions on VES data interpreta-
tions
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Before starting the main discussions, some points are 
noteworthy:

1.	 The effects of 1D assumption violations on VES data 
interpretations are assessed by means of simple 2D mod-
els. Despite the simplicity of the synthetic models, some 
of the common effects have been clearly characterized.

2.	 Although all types of arrays can be used for sounding 
measurements, only the Schlumberger array is discussed 
since it is more frequently utilized. Some discussions are 
based on the sensitivity concept (Loke 2019), so the sen-
sitivity section of Schlumberger array for a homogenous 
half space is presented in Fig. 2.

3.	 The dataset is provided by using a 2D resistivity forward 
modeling program. In other words, it is assumed that the 
electrodes are spread only perpendicular to the strike 
of 2D violating structures. This is not the best scenario 
since the VES electrodes might not be positioned exactly 
perpendicular to the strike of the mentioned features 
(especially if we are unaware of the geometrical char-
acteristics of the undesirable features, i.e., their shape, 
strike, dip, etc.). In fact, the VES measurements might 
be performed in arbitrary directions with respect to the 
1D violating structures. Despite this fact, the analysis 
could provide good insights into the problem.

4.	 Inevitably, avoiding all noises at all levels is impossible 
in the field. However, it would be theoretically better to 
examine the datasets in the ideal situation. So, synthetic 
datasets are examined without adding any noise.

5.	 The selected resistivity contrast is high in all models. 
Also, there are abrupt interfaces in the models. This 
criterion represents an ideal situation for a resistivity 
survey. On the other hand, different models with differ-
ent dimensions and different resistivity contrasts were 
created and tested by both 1D and 2D inversions. How-
ever, some of them are presented here and only some 
indicative examples are shown.

6.	 The resistivity distribution is ideal for any 2D inver-
sion method. Although the inversion results were 
almost identical for both l1-norm (blocky) and l2-norm 

(smooth) inversions, the result of the smooth inversion is 
presented. In fact, gradual resistivity variations are more 
common with respect to abrupt changes.

7.	 Bentley and Gharibi (2004) have used too many itera-
tions in the 2D inverse modeling of noise-free synthetic 
datasets. However, no more than five iterations were 
adopted in this study since it was meant to avoid data 
overfitting which can disrupt the estimated resistivity 
values (Hauck and Kneisel 2008).

8.	 In the sounding curves, the scale of both x- and y-axes 
must be the same (especially if we are going to do the 
curve-fitting manually!). To be able to see the differ-
ences more clearly, the log–log axes of the sounding 
curves do not have the same scales in the following sec-
tions.

Linearly spaced versus logarithmically spaced VES 
measurements

In the traditional VES technique, the current electrode spac-
ing was increased logarithmically to achieve a higher current 
penetration depth (Barker 1989). Furthermore, after per-
forming several apparent resistivity readings, the potential 
electrode spacing was also increased to prevent high geomet-
ric factors which may result in noisy recordings (Rucker and 
Glaser 2015). On the other hand, in the CVES technique, the 
current electrode spacing was increased linearly while the 
potential electrode spacing would be kept fixed (Danielsen 
and Dahlin 2009). It is vital to discriminate between these 
two scenarios of VES measurements since they have dif-
ferent characteristics which can affect the credibility of the 
inverted models provided by different 1D/2D algorithms. 
Consequently, throughout this research, we have taken these 
facts into account. The current and potential electrode spac-
ings for the used datasets are presented in Table 1.

From the viewpoint of field operation, logarithmically 
spaced intervals were more convenient with the old-fash-
ioned one-channel DC resistivity meters. Today, multicore 
cable multichannel measurement systems are available for 
electrical surveying from different manufacturers around the 

Fig. 2   Sensitivity section 
of Schlumberger array for a 
homogenous half space (in 
the case that AB = 1 m and 
MN = 0.2 m). It is calculated 
based on the 3D sensitivity 
function
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world. Commercial manufacturers mainly provide multicore 
cables with linearly spaced takeouts. So, VES surveys might 
be performed by linearly spaced rather than logarithmi-
cally spaced intervals these days, especially for small-scale 
investigations.

Inverse modeling of synthetic data

We have inverted the synthetic datasets by 1D and 2D inver-
sion algorithms provided in IX1D and Res2dinv inversion 
softwares, respectively. Note that linearly spaced VES data-
set is inverted by different unit electrode spacings (2.5 m 
and 7.5 m). It was meant to ensure about the final inverted 
models since unit electrode spacing (UES) can have extreme 
effects on the inversed models. As Loke (2019) has exam-
ined, it can have different negative or positive effects on the 
final electrical model. Selecting a small UES may improve 
the model by decreasing the distortions. On the other hand, 
it might prevent the deeper structures to be imaged in the 
inversion process. The original UES of the used linearly 
spaced VES measurements is 7.5 m. The original UES of 
logarithmically spaced VES dataset is 2.5 m, so the reso-
lution of these cases would be different. That is why the 
UES = 2.5 m is also used for linearly spaced VES measure-
ments to have a better comparison. Note that the same data 
processing procedures and also similar inversion parameters 
are used throughout this research. Furthermore, an ideal 
dataset for 2D ERT with the UES = 2.5 m is also analyzed 
to show the results of the 2D survey (a CVES dataset with 
UES = 2.5 m, having two more VES stations between Si and 
Si+1 with linearly spaced Schlumberger array readings). This 
is done to enhance the capabilities and resolution of 2D data 
acquisition scenario.

1D inversion without any bias would face extreme chal-
lenges since there are a lot of model parameters that would 
lead to an acceptable rms error (as a consequence of the 

principle of equivalence or generally the nonuniqueness 
in geophysical inverse theory). In fact, this is a common 
problem in VES data interpretation, and for a better thick-
ness and resistivity estimations, primary information about 
the range of resistivities and thicknesses should be avail-
able. Another reason for the low rms error is the data itself, 
which is free of noise. Curve overfitting (using too many 
iterations, just decreasing the rms error) must be avoided to 
prevent artifacts and/or data overinterpretation (Hauck and 
Kneisel 2008). However, in many cases, overfitting would 
not be clearly definite for the interpreter. According to the 
performed analysis, curve overfitting in 1D inverse modeling 
approach would change the resistivity and thickness of the 
middle layers while it keeps the resistivity of the first and 
last layers almost fixed. This fact implies the great effect of 
surface layers in 1D resistivity inverse modeling. The impor-
tance of the resistivity of surface layers is also mentioned 
in 2D and 3D inversions, even if the surface layers are not 
noticeable as a geophysical target (Dahlin et al. 2002). Con-
sequently, near-surface structures are really important in all 
of the electrical surveys. In the VES technique, knowledge 
about the resistivity of the surface layers would be crucial 
for good data processing since too many models could fit 
the measured data in a reasonable way. As a result, it might 
be a good idea to perform some resistivity measurements 
on representative samples taken from the first layers (when-
ever possible). It is also preferred to make sure about the 
apparent resistivity readings of the surface measurements 
by recording reciprocal measurements and/or performing 
several repeated readings.

Vertical dike model

The apparent resistivity curves of different VES stations 
on the dike model are presented in Fig. 3. For logarithmi-
cally spaced VES curves, a two-layer model over the dike 
can be interpreted. However, for other VES stations that are 
not on the dike structure, a two-layer model or three-layer 
model would be fitted. In fact, extreme variations exist that a 
one-layer model would be considered unrealistic. The same 
patterns and explanations can be mentioned for the linearly 
spaced VES curves. The results of 1D and 2D inversions 
are also shown in Fig. 4. Table 2 lists the rms errors of 1D 
inversion for linearly spaced and logarithmically spaced 
VES datasets. The rms error of 2D inversions is also pro-
vided in Table 3.

The 1D inversion results of logarithmically spaced and 
linearly spaced VES datasets are presented in Fig. 4a, b, 
respectively. It is very interesting that a suitable connection 
of the interpreted interfaces is impossible and a geologi-
cally reasonable model cannot be proposed for both VES 
measurement scenarios. Clearly, if there is any information 
about the existing dike, the VES measurement would not 

Table 1   The current electrode 
spacing and potential electrode 
spacing of the used datasets

VES measurement scenario

Logarithmically 
spaced

Linearly 
spaced

AB MN AB MN

7.5 2.5 22.5 7.5
12.5 2.5 37.5 7.5
22.5 2.5 52.5 7.5
37.5 2.5 67.5 7.5
22.5 7.5 82.5 7.5
37.5 7.5 97.5 7.5
52.5 7.5 112.5 7.5
82.5 7.5 127.5 7.5
112.5 7.5 142.5 7.5
157.5 7.5 157.5 7.5
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be performed. However, if it is not known, the 1D inver-
sion results would be affected even if the VES station is not 
located on the dike structure. The artifacts in the form of 
“extra layer” can appear in the VES stations that are adja-
cent to the dike, which in turn, create an unrealistic layer in 
the 1.5D model. This point implies that vertical resistivity 
interfaces can severely affect the VES measurement results 
even if the interface is not located close to the VES station. 
In fact, if current electrodes reach the vertical interface, the 
negative effects might distort the final results.

Clearly, the effect of the vertical dike on VES data is not 
dispensable at all. The reason for these disturbances can be 
discussed by the sensitivity concept (refer to Fig. 2). As the 
high sensitivity parts in the measurement reach the dike, the 
apparent resistivity values are affected. Consider the VES 
station which is located beside the dike. When the current 
length (AB) is increasing in Schlumberger array, one of the 
current electrodes is getting closer to the resistive dike. At 
one point, where it is close enough, the high positive sen-
sitivity of the mentioned electrode configuration enters the 

resistive dike, leading to an increase in the measured voltage 
and consequently increasing the measured apparent resis-
tivity. As the current electrode moves further, the resistive 
dike lies between the current and potential electrodes. In 
this situation, if the resistive dike is close enough to the sur-
face, it enters the high negative sensitivity part, leading to a 
decrease in measured voltage and consequently decreasing 
the measured apparent resistivity. These phenomena lead to 
the mentioned disturbances and pose a negative effect on the 
1D inversion result.

The 2D inversion result for logarithmically spaced VES 
measurement scenario is shown in Fig. 4c. The results of 
linearly spaced VES measurements are presented in Fig. 4d 
(UES = 2.5 m) and e (UES = 7.5 m). It is visible that linearly 
spaced models (Fig. 4d, e) have fewer surface irregularities 
in the form of surface high resistivity features with respect 
to logarithmically spaced 2D model (Fig. 4c). Note that 
lesser distortions appeared for UES = 7.5 m with respect to 
UES = 2.5 m in the linearly spaced 2D models, indicating 
the negative effects of smaller unit electrode spacing. The 

Fig. 3   Apparent resistivity 
curves of the logarithmically 
spaced and linearly spaced VES 
measurements for the “vertical 
dike” model
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resistivity values are estimated more precisely in the linearly 
spaced VES with the UES = 7.5 m. The estimated resistiv-
ity values in the linearly spaced models are better than the 
logarithmically spaced model. The ideal dataset for an elec-
trical resistivity tomography (ERT) survey is also prepared 
with the original UES = 2.5 m, and it is inverted by the 2D 
inversion algorithm (Fig. 4f). This model is better than any 
other 2D model provided here both in terms of distortions 
and estimated resistivity values. This has two reasons: (1) 
the number of datapoints in the complete dataset is higher 
leading to higher resolution and also (2) it does not suffer 

Fig. 4   The results of 1D and 2D inversion algorithms for the “dike model”

Table 2   The rms error of 
different VES stations in the 
1D inversion approach for the 
“vertical dike” model

VES station S1 S2 S3 S4 S5 S6 S7

rms error (%) Logarithmically spaced VES 2.40 1.96 3.01 1.53 2.41 2.22 1.99
rms error (%) Linearly spaced VES 2.09 2.07 1.49 0.72 1.31 1.96 2.06

Table 3   The rms error of the represented 2D inverted models of the 
“vertical dike”

Type of VES Logarithmi-
cally spaced

Linearly 
spaced

Ideal dataset

Unit electrode spac-
ing (UES) in meters

2.5 2.5 7.5 2.5

rms error (%) 0.37 0.38 0.40 0.27
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from the negative effects resulting from the decreasing the 
original UES of the dataset. Note that the 2D inversed mod-
els are not suffering from remarkable artifacts.

It is notable that the resistivity values are underestimated 
by both 1D and 2D inversion routines. A similar phenom-
enon is reported by Chambers et al. (2001). They pinpointed 
that the resistivity of buried resistive features is usually 
underestimated. Furthermore, it is visible that the bounda-
ries of the dike cannot be imaged precisely, especially in the 
deeper parts of the 2D model. Note that some inefficiencies 
of the 2D model are related to the array characteristics as 
Schlumberger array is mainly suitable for mapping horizon-
tal resistivity variations (Loke 2019).

To conclude, the synthetic modeling reveals that vertical 
features could extremely affect 1D and the subsequent 1.5D 
model of VES datasets, especially when these structures 
have great dimensions and/or their resistivity contrast with 
respect to the background material is noticeable. Addition-
ally, the dike structure itself is not expectable to be seen in 

1.5D model since (i) dike represents a great violation of 
1D assumption (vertical instead of horizontal interface) and 
VES technique is not usually applied in the environments 
having these type of structures and (ii) while VES stations 
are usually spaced tens or hundreds of meters apart, dike 
structures are usually small and improbable to be detected in 
these surveys. On the other hand, in the case of bigger dikes 
and/or small-scale VES surveys, the location of VES stations 
with respect to the dike center and the number of VES sta-
tions that have been affected by the dike are among the key 
factors in the detectability of the dike. Consequently, they 
are not distinguished in final 1.5D models most of the time.

Semi‑infinite horizontal layer

The apparent resistivity curves of different VES stations on 
the semi-infinite horizontal layer are presented in Fig. 5. In 
this case, a transitional state between two-layer and three-
layer models can be seen in both the logarithmically spaced 

Fig. 5   Apparent resistivity 
curves of the logarithmically 
spaced and linearly spaced VES 
measurements for the “semi-
infinite horizontal layer” model
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and linearly spaced VES scenarios (it is more clearly visible 
in the logarithmically spaced curves). The results of 1D and 
2D inversions are also shown in Fig. 6. Table 4 lists the rms 

errors of 1D inversion for linearly spaced and logarithmi-
cally spaced VES datasets. The rms error of 2D inversions 
is provided in Table 5.

According to Fig. 6a, b, the results of logarithmically 
spaced VES dataset are better than linearly spaced VES 
measurements in the presence of this structure. Although 
the logarithmically spaced 1.5D model is a bit inaccu-
rate, the result does not suffer from artifacts. The linearly 
spaced 1.5 model is not realistic adjacent to the layer’s 
edge. The edge of the layer is not correctly characterized 
by linearly spaced VES dataset. In addition to this artifact, 
the depth of the second layer is not estimated as exact as 
the logarithmically spaced 1.5D model. On the other hand, 

Fig. 6   The results of 1D and 2D inversion algorithms for the “semi-infinite horizontal layer”

Table 4   The rms error of different VES stations in the 1D inversion approach for the “semi-infinite horizontal layer” model

VES station S1 S2 S3 S4 S5 S6 S7

rms error (%) Logarithmically spaced VES 1.26 0.97 0.62 0.63 3.93 1.35 0.84
rms error (%) Linearly spaced VES 1.35 1.47 0.86 0.4 0.94 0.96 0.86

Table 5   The rms error of the represented 2D inverted models of the 
“semi-infinite horizontal layer”

Type of VES Logarithmi-
cally spaced

Linearly 
spaced

Ideal dataset

Unit electrode spac-
ing (UES) in meters

2.5 2.5 7.5 2.5

rms error (%) 0.50 0.65 0.74 0.32
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the estimated resistivity values for the linearly spaced 1.5D 
model are closer to the true resistivity values. Note that 
the estimated thicknesses are not defined correctly in both 
measurement scenarios. If linearly spaced VES is utilized, 
the appearance of the artifact will be an undistinguishable 
phenomenon in the 1.5D model. Hence, it seems that loga-
rithmically spaced VES method can handle the finite hori-
zontal layers and their equivalent edge effects on the VES 
curves will not affect the final 1.5D model. So, these kinds 
of structures (i.e., interlayers in the sedimentary basins) 
are not really problematic for logarithmically spaced VES 
surveys. On the other hand, if linearly spaced VES method 
is going to be implemented, the possible distortions must 
be taken into account.

The 2D inversion result for logarithmically spaced VES 
measurement scenario is shown in Fig. 6c. The results 
of linearly spaced VES measurements are also presented 
in Fig. 6d (UES = 2.5 m) and e (UES = 7.5 m). Although 
linearly spaced and logarithmically spaced 2D models 
(Fig. 6c–e) are not really different from each other, the 
linearly spaced VES dataset with UES = 7.5 m is a bit bet-
ter. The logarithmically spaced and linearly spaced VES 
with UES = 2.5 m have some surface high or low anoma-
lous point features. These distortions do not seem to be 
problematic, i.e., preventing real subsurface structures 
to be imaged or making the interpretations challenging. 
The resistivity values in the 2D models of VES datasets 
are all underestimated. The background resistivity value 
(200 O m) is estimated very well in all of the 2D mod-
els. The ideal dataset for an ERT survey is prepared with 
the original UES = 2.5 m, and its inverted model is shown 
in Fig. 6f. Clearly, this 2D model is better than the pre-
viously mentioned 2D models with no surface artifacts. 
Furthermore, the resistivity of the semi-infinite layer is 
more accurately estimated. Note that it is still lower than 
the real resistivity values of the synthetic model. Similar 
reasons for the accuracy and precision of this 2D model 
can be expressed, i.e., the higher resolution of the dataset. 
On the whole, all of the 2D models do not have remarkable 
artifacts. The same underestimation of the buried resistive 
feature is also notable.

To add up the consequences related to 1D inversion of 
VES datasets, it should be concluded that several problems 
and artifacts could result in the presence of similar violat-
ing features. These types of structures are commonly found 
in some geological settings (i.e., sedimentary basins, some 
type of faults, etc.), so care must be taken seriously. Con-
sequently, it is better to use logarithmically spaced VES 
rather than linearly spaced VES technique if 1D inversion 
is going to be performed. If linearly spaced VES method 
is used, possible errors about the edge’s location must be 
kept in mind. Furthermore, it should be noted that the 
depth/thickness estimations in the 1.5D model will not be 

as accurate as the normal situation (ideal setting without 
any 1D assumption violation factors).

Inhomogeneity in the layer

The apparent resistivity curves of different VES stations 
on the “inhomogeneity in the layer” model are presented 
in Fig. 7. An important point is the considerable shift of 
the curve for S4 (which is over the inhomogeneity). This 
shift can tell us the great effect of lateral resistivity varia-
tions just below the VES station, so the effect of the inho-
mogeneity diminishes by considering a greater MN for 
the inversion process. Furthermore, an overall increase in 
apparent resistivity values can be seen in both logarithmi-
cally spaced and linearly spaced VES curves over station 
S4. In other cases (other VES stations), the effect of the 
inhomogeneity is a small deviation from the general trend 
of the three-layer VES curve. The results of 1D and 2D 
inversions are shown in Fig. 8. Table 6 lists the rms errors 
of 1D inversion for linearly spaced and logarithmically 
spaced VES datasets. The rms error of 2D inversions is 
provided in Table 7.

In Fig. 8a, b, 1.5D models of logarithmically spaced and 
linearly spaced VES datasets are presented. Although the 
depth of the third layer (also the thickness of the second 
layer) is not accurately estimated in the logarithmically 
spaced 1.5D model, this 1.5D model seems to be more reli-
able and more precise than the linearly spaced 1.5D model. 
The logarithmically spaced 1.5D model is relatively precise 
in determining the depth of the second layer. It is also more 
accurate in resistivity estimations with lower deviation from 
the real resistivity values.

If the linearly spaced VES dataset involved MN < 7.5 m, 
it might detect an extra unrealistic layer just adjacent to 
the high resistivity inhomogeneity, i.e., at the VES station 
“S4” (see Fig. 9 that represents a complete dataset of lin-
early spaced VES data drawn with MN ranging from 0.5 
to 12.5 m and AB ranging from 1.5 to 200 m.). When the 
inhomogeneity lies between the potential electrodes, it will 
be located in the highest positive zone of the sensitivity 
section. This point means that the presence of resistivity 
inhomogeneity will further enhance the apparent resistiv-
ity readings especially those with smaller current electrode 
separations. Consequently, the surface readings responsible 
for surface layers will be affected and the 1D inverse mod-
eling will distinguish an “extra layer” in the VES curve. 
Figure 9 can clearly illustrate the appearance of “extra 
layer” artifact in 1D inversion results where the VES curve 
will change dramatically with respect to the normal situ-
ation (simple three-layer model without inhomogeneity). 
Note that the general trend of the curve changes when the 
inhomogeneity lies outside the potential electrodes without 
representing a new layer into the model. In this case, the 



115Acta Geophysica (2020) 68:105–122	

1 3

sensitivity (its sign and/or value) of different readings will 
not be the same in the location of inhomogeneity and the 
effects diminish by getting away from the potential elec-
trodes. In this case, the affected measurements make dis-
tortion in the VES curve. So, the datapoints do not follow 
the general trend of the VES curve and usually look like an 
outlier in the case of extreme resistivity inhomogeneities. 
If these points appear on VES curves, they are often treated 
as noisy data. However, according to synthetic modeling 
results, these types of points are related to the resistivity 
inhomogeneities (better to be called as “2D/3D effect”). 
Interestingly, the same interpretational point is expressed 
by some researchers like Bentley and Gharibi (2004) where 
they introduce these outliers as “3D effects” in the sounding 
curves. They called it “3D effect” rather than “2D effect” 
because these points have increased the inaccuracy of 2D 
inversion results.

The 2D inversion result for logarithmically spaced VES 
measurement scenario is shown in Fig. 8c. The results 
of linearly spaced VES measurements are presented in 
Fig. 8d (UES = 2.5 m) and e (UES = 7.5 m). According to 
the 2D models, the inhomogeneity is characterized in the 
logarithmically spaced 2D model but it did not appear in 
the linearly spaced models because the resolution of the 
linearly spaced dataset cannot image this small inhomoge-
neity. In fact, the surface readings of the logarithmically 
spaced dataset are strongly affected by the inhomogene-
ity. If these surface measurements are removed from the 
dataset, the inhomogeneity will not be imaged by the 2D 
inverse modeling approach. In the linearly spaced 2D mod-
els, the inhomogeneity affected the accuracy and precision 
of the model both in terms of estimated resistivity and 
thickness of subsurface features. The result of the ideal 
dataset for ERT is presented in Fig. 8f. This model is better 

Fig. 7   Apparent resistivity 
curves of the logarithmically 
spaced and linearly spaced VES 
measurements for the “inhomo-
geneity in the layer” model
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than other 2D models provided by logarithmically spaced 
and linearly spaced datasets. Although the 2D inversed 
models are not suffering from remarkable artifacts, the 
inaccuracies can be severe in the case of high resistiv-
ity contrasts and also in the detection of the bottom of 
anomalous features.

Fig. 8   The results of 1D and 2D inversion algorithms for the “inhomogeneity in the layer”

Table 6   The rms error of different VES stations in the 1D inversion approach for the “inhomogeneity in the layer” model

VES station S1 S2 S3 S4 S5 S6 S7

rms error (%) Logarithmically spaced VES 1.16 1.3 1.67 0.75 1.64 1.32 0.85
rms error (%) Linearly spaced VES 1.01 1.41 0.99 0.7 0.78 1.4 1.02

Table 7   The rms error of the represented 2D inverted models of the 
“inhomogeneity in the layer”

Type of VES Logarithmi-
cally spaced

Linearly 
spaced

Ideal dataset

Unit electrode spac-
ing (UES) in meters

2.5 2.5 7.5 2.5

rms error (%) 0.60 0.89 0.99 1.75
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Some real examples

In this section, several case studies are presented that 
were subjected to both 1D and 2D inversion routines. 
Two examples represent the situation where 1D violat-
ing structures are present. The other case study shows the 
results when dealing with a relatively ideal situation for 
VES survey, without problematic 1D violating features. 
Here, case studies are briefly discussed and more detailed 
information about geology, hydrology, etc., can be found 
in the mentioned references.

Bitumen exploration at Gilan‑gharb

This example represents a profile from an exploration study 
at Gilan-gharb city, Kermanshah province, Iran. Basically, 
it was a 2D IP and resistivity survey to detect bitumen 
mineralization zones in a hydrogeophysically complicated 
area. Combined resistivity sounding and profiling (CRSP) 
array was used to do the investigations. Further information 
about this exploration study can be found at Mashhadi et al. 
(2017). As the CRSP array is used, a VES dataset will be 
available that is composed of linearly spaced measurements. 
A part of profile 1 at Gilan-gharb is subjected to 1D and 2D 
inversion methods (Fig. 10). In the 1.5D model, it is clearly 
visible that a reasonable connection between the detected 
interfaces is impossible. This ambiguity is the result of a 
vertical resistivity interface (bituminous zone), just like the 
effects observed in the synthetic models. Note that the 1.5D 
and 2D models follow a relatively similar pattern in other 

parts of the profile where violating structures have a lim-
ited effect on the measurements. It is also notable that the 
resistivity of the groundwater saturated zone is estimated 
similarly in both 1D and 2D inversion routines (it is less than 
30 O m due to high salinity).

Skarn copper exploration at Malayer

Skarn copper exploration was done by means of time-
domain IP and resistivity tomography in Ghale-Alimor-
adkhan area, Malayer city, Hamedan province, Iran. It was 
measured by using the CRSP array, so it could be viewed as 
a VES dataset that is composed of linearly spaced measure-
ments. This study aimed to delineate skarn alteration haloes 
within the Ghale-Alimoradkhan prospect (Mashhadi and 
Ramazi 2018). One of the profiles is selected to perform 1D 
and 2D inversions (Fig. 11). In Fig. 11, it could be seen that 
the surface horizontal structures (agricultural lands) could 
be characterized by 1.5D model (from X = 0 m to X = 45 m 
and also from X = 185 m to the end of the profile). Also, 
the surface horizontal feature in the middle of the profile is 
indicative of relatively sulfide-barren skarn units or altered 
limy units. However, as the structures tend to become more 
complex especially with the appearance of vertical or steeply 
dipping resistivity interfaces, the credibility of 1.5D model 
becomes questionable. Furthermore, a clear relationship 
between the 1D models cannot be proposed. This phenom-
enon also proves the synthetic modeling results. Note that 
the estimated resistivities for surface horizontal layers are 
in great agreement with both 1D and 2D inversion results.

Fig. 9   A more accurate apparent resistivity curve for VES stations 
on the “inhomogeneity in the layer” model with much more data-
points with MN ranging from 0.5 to 12.5  m and AB ranging from 
1.5 to 200 m. The effect of the inhomogeneity can be very different 

according to its location with respect to the potential electrodes (in 
the Schlumberger array) and all of the effects can be discussed based 
on the sensitivity concept
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Groundwater investigation at Khomein

This investigation was a routine VES implementation 
for groundwater assessment in Khugan village, Khomein 
city, Markazi Province, Iran. It is a logarithmically spaced 
VES dataset. Maximum current electrode spacing and the 
maximum potential electrode spacing were 90 m and 5 m, 
respectively. The results of 1D and 2D inversion algorithms 
are provided in Fig. 12. Interestingly, the main features are 
relatively similar in terms of shape. However, the thickness 
and resistivity parameters are different in 1.5D and 2D mod-
els. Although the 2D model provided a better image of the 
subsurface with higher accuracy, the result of 1.5D model is 
also reliable. From the viewpoint of survey cost and also the 
required accuracy of the subsurface model, implementing 

the VES technique to provide a 1.5D model is preferred in 
these situations.

Discussion

Previous studies about 2D/3D effects on VES data

As the 1D resistivity technique does not account for lateral 
changes in subsurface resistivity, one-dimensional inverse 
modeling can lead to errors in the interpretation of resistiv-
ity and thickness of layers (Loke 2019). Furthermore, high 
noise levels can have dramatic effects on the interpretation 
of VES data. Başokur (1999) discussed the sources of noise 
and error in the framework of VES data while trying to 
introduce an automated 1D interpretation method. As he 
discussed, “random noises” can be defined as fluctuations 
in resistivity readings that can be highlighted by repeated 
measurements (providing a measure of data instability). 
However, “systematic noises” are related to some faulty 
actions and/or problems related to data measurement sys-
tem, field crew mistakes, etc., that usually affect a series of 
measurements rather than a few readings. Başokur (1999) 
has represented a synthetic model with a small 2D body 
located on the surface of a horizontally layered model. For 
each VES station, different phenomena occurred according 
to the location of VES station (with respect to 2D body) and 
the existing resistivity contrast (positive or negative). Some 
of the effects discussed in our research could be found in 
Başokur (1999), i.e., the appearance of “outlier” or “V-shape 
fluctuation” in the apparent resistivity curve whenever the 
VES station is far from a surface resistivity inhomogeneity. 
If there are no measures of data stability, these mentioned 
fluctuations could also be misleadingly taken as “random 
noise” (Başokur 1999) even if the true reason is the effect 
of 2D/3D irregularities (Bentley and Gharibi 2004) and vice 
versa. Here, we have expressed the reason for resistivity 
variations based on the sensitivity concept that can improve 
our understanding in these situations to highlight whether 
the data is affected by noise or by a 2D/3D violating feature. 
This seems easier when there are several VES stations in a 
profile as you can plot the 1.5D model to correct the possible 
inaccuracies and mistakes in your data analysis. The same 
concept is believed by some other researchers who have pro-
posed to invert one-dimensional VES data using a series of 
VES stations concurrently in a joint inversion technique, i.e., 
1.5D inversion method (Gyulai and Ormos 1999).

Beard and Morgan (1991) have tested the use of 1D inver-
sion of VES data over some 2D structures for Schlumberger 
and Wenner arrays. They have created some 2D models and 
calculated their equivalent 1.5D model to see the possible 
inaccuracies and distortions (some of his models are pretty 
similar to the ones represented in this paper). Interestingly, 

Fig. 10   The 1.5D and 2D resistivity models over a bituminous body 
near Gilan-gharb city, Iran



119Acta Geophysica (2020) 68:105–122	

1 3

the same negative effects and distortions were observed in 
the 1.5D models. To overcome these distortions, Beard and 
Morgan (1991) introduced a new methodology for VES data 
analysis in which 1D inverted model parameters are interpo-
lated to create a “cross section of resistivity”. Note that this 
“cross section” is different from the well-known “pseudo-
section plot” because the former uses the inverted resistivity 
values while the latter gets apparent resistivity values for 
the interpolation. Beard and Morgan (1991) concluded that 
contours based on inverted layers (i.e., the introduced cross 
section) are advantageous with respect to 1.5D models since 
the interfaces are more accurately determined and a good 
resistivity cutoff would be helpful to predict the geometry of 
the anomalous target. On the other hand, the negative effects, 
distortions, artifacts, etc., discussed here in this paper (also 
observed in Beard and Morgan (1991)) would directly affect 
their introduced methodology of VES data interpretation.

Geological settings with 1D violating features

The assessment of synthetic models showed that 1D assump-
tion violations can have noticeable effects on the accuracy 
and precision of 1D inverted models resulted from VES data 
analysis. This paper has taken a more practical overview of 
the problem by discriminating between logarithmically and 
linearly spaced VES datasets and by considering a limited 
number of datapoints rather than the perfect datasets consist 
of tens of measurements for each VES station. We would 
like to focus that these simple considerations have greatly 
improved our results since the real case studies can prove the 
effects observed in the analysis of synthetic models.

Here, some examples of the common 1D violating fea-
tures in the geological environments are listed:

1.	 Vertical/sub-vertical movement of geological units: it 
can happen due to faulting, subsidence, sliding and so 
on.

Fig. 11   The 1.5D and 2D 
resistivity models over a skarn 
copper deposit near Malayer 
city, Iran
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2.	 The crushed zone of faults: it usually happens for the 
major faults in the region. The crushed zone is usually 
characterized by a decrease in resistivity (this case is a 
vertical/sub-vertical resistivity interface in the subsur-
face).

3.	 Sedimentary interlayers: it will not be problematic if the 
surveying location is far from the edge of the interlayers.

4.	 Karstic features: they can create undulating, vertical, 
sub-vertical and even horizontal resistivity interfaces 
since karstic features can be in any shape.

5.	 Magmatic dikes and sills: this can be a difficult problem 
in some areas especially when there is no information 
about the subsurface.

6.	 Undulating bedrock/interfaces with extreme variations 
over short distances.

Fig. 12   The 1.5D and 2D resis-
tivity models in a groundwater 
assessment survey at Khugan 
village, Khomein city, Iran
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7.	 Salt domes.

The mentioned geological features exist within the envi-
ronments that most of the hydrogeophysical VES surveys 
are implemented. As a result, it is good to remind the geo-
physicists that these situations are not uncommon at all. 
So, by gathering the available information about the study 
area, we can understand the different 1D violating features 
that are expected to have in the subsurface, and, to have an 
eye for the possible negative effects on the VES measure-
ments. It is important to note that the inverted models (1D, 
1.5D and 2D models) can sometimes help us to identify 
the undesirable features pretty easily. Consequently, it is 
worthy to access the models more precisely, searching for 
the possible negative effects or modeling artifacts before 
proposing the final interpretations.

Conclusions

This research is performed to examine the possible effects 
of 1D assumption violations for linearly spaced and loga-
rithmically spaced VES measurements (1D electrical sur-
vey). To do the assessment more effectively, some syn-
thetic resistivity models are provided and processed by 
1D and 2D inversion algorithms. Furthermore, several real 
field case studies are also examined and some of them 
presented in the paper to support the modeling results.

After synthetic modeling, several distortions and inver-
sion artifacts are characterized. It is observed that lin-
early spaced VES measurements are not really suitable 
for 1D inversion in the case of 1D assumption violations 
and logarithmically spaced VES can better handle these 
problematic features. For semi-infinite horizontal layers 
and also small surface resistivity inhomogeneities, loga-
rithmically spaced VES datasets mostly provide accept-
able 1.5D model while linearly spaced VES datasets suffer 
from remarkable artifacts. In the case of vertical struc-
tures, both linearly spaced and logarithmically spaced VES 
techniques suffer from remarkable artifacts. If these kinds 
of violating features exist, artifacts in the form of “extra 
layer” may appear in those VES stations that are adjacent 
to the undesirable vertical structure. However, for the VES 
stations located on the vertical structure, no extra layer 
appears in the 1D inversion result. Some discussions about 
the 2D inversion of VES datasets are also provided. As it 
was not the aim of this paper to assess the accuracy and 
precession of 2D inversed models of VES datasets, it is not 
discussed in detail. In the end, it must be emphasized that 
1D violating features are not improbable in many geologi-
cal situations, so they must be considered in mind when 
processing and interpreting the geophysical models.
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Abstract
Conventional AVO inversion employs Zoeppritz equations and various approximations to them to obtain the reflection coef-
ficients of plane-waves, which are confined to a certain (small) angle range (mostly below 40◦ ). However, near the critical 
angles (wide-angle), reflections at the post-critical angles provide much more potential for velocity and density inversion 
because of the large amplitudes and phases-shifted waveforms, while the Zoeppritz equations are not applicable anymore. 
Hence, there is a strong demand for the research into wide-angle AVO. With reflection coefficients at wide-angle correspond-
ing to the features of rational function, we try to approximate the seismic data with vector fitting which is used to obtain the 
rational zero-pole and residual properties of wide-angle AVO. We apply this technique to classify AVO type and recognize 
the lithology. Our experiment shows that extending our research into wide-angle AVO is very promising in gathering richer 
data for a more accurate seismic analysis.

Keywords  Seismic exploration · Lithological distinction · Wide-angle AVO · Rational function fitting

Introduction

In seismic exploration, AVO (Amplitude Variation with Off-
set) is a technology which studies the lithology and detects 
hydrocarbon using amplitude information. The AVO inver-
sion is based on the AVO characteristics to estimate the elas-
tic parameters of rock and deduce the lithology of medium 
according to seismic data. Before inversion, the critical and 
post-critical reflections are traditionally muted, because 
NMO correction will lead to the stretching of remote off-
set and to avoid the complexity of interferences of reflected 
and head waves (Krail and Brysk 1983; Winterstein 1985). 
However, with further research, it is found that the anoma-
lous amplitude and phase anomalies near the critical angles 

are favorable for inversion. AVO studies have shown that 
large-offset information is needed to extract density informa-
tion. (Debski and Tarantola 1995; Downton and Ursenbach, 
2006).

However, in AVO analysis, the traditional method to 
approximate the AVO response is by using linear formulas 
including the triangular function of reflection angle (Bort-
feld 1961; Aki and Richards 1980; Shuey 1985). But it is 
only applicable at the small incidence angles, because there 
is a strong impedance difference near the critical angles, the 
Zoeppritz approximation is not applicable (O’Brien 1963; 
Macdonald et al. 1987). Therefore, how to characterize 
wide-angle AVO is an important and meaningful issue.

The introduction of long recording cables and new acqui-
sition methods, such as submarine nodes, makes it possible 
to record large-offset reflections. The critical angle is easy 
to reach in structures with large velocity ratios, such as salts, 
volcanic rocks and carbonates. Therefore, the seismic reflec-
tions at the angle above the critical angle are becoming more 
and more common (Zhu and Mcmechan 2015).

In general, when seismic exploration is carried out, the 
actual acquired seismic data are excited by the point source, 
which produces spherical wave (Červený and Hron 1961; 
Haase 2004; Ayzenberg et al. 2009; Ursenbach et al. 1949 ). 
And so far, a lot of studies have been devoted to the reflec-
tion of spherical waves on a planar interface in two-layer 
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homogeneous half-space. We can find that the spherical-
wave reflection coefficients are related to rational function.

Studies have found that when the incident angle is larger 
than the critical angle, the offset will be larger and the sig-
nal-to-noise ratio of the seismic data will be higher. In the 
case of ignoring the loss of seismic wave energy, the energy 
of the wide-angle seismic reflection wave is much greater 
than that of the non-wide-angle reflection wave, which is a 
very favorable condition for the processing of seismic data. 
Development of wide-angle seismic exploration is very 
necessary.

In this paper, we use rational function to fit seismic data 
and characterize AVO attributes by zero-pole and residual 
properties. The main body of this paper is divided into two 
parts., fitting and applying. In the fitting part, we use rational 
function to fit seismic coefficient curves whose form will be 
elaborated in the theory, and to obtain zero-pole and residual 
properties and discuss the feasibility of these attributes; in 
the applying part, we apply this method to classify AVO, 
recognize hydrocarbon signatures, and compare with the 
traditional polynomial fitting technique. This new method 
is used to describe the characteristics of seismic waves more 
accurately, and to explore more useful information from 
seismic record.

Theory

AVO describes the amplitudes variation with offset, while 
PVO means the phases variation with offset; these two 
attributes can be formulated as an complex function with 
variable �(the incident angle):

where |H(�)| represents AVO and �(�) represents PVO; this 
formula is very similar to the frequency response of a cir-
cuit system. Formula (1) can be expanded as summation of 
rational function:

where s = j2�r , Ak denotes the pole, Ck denotes the cor-
responding residual for each pole, and r is defined as offset, 
D is the delay factor that controls the amount of delay to fit 
the data.

By summarizing the previous research, the spherical-
wave reflection coefficient can be expressed as follows for 
a homogeneous half-space medium model (Li et al. 2016):

(1)H(�) = |H(�)|ei�(�)

(2)H(s) =

n∑
k=1

Ck

s − Ak

+ D

where B is the plane PP-wave reflection:

v1, v2, �1, �2 denotes the P-wave velocity and density of 
the upper and lower medium, respectively, J0 is the zero-
order Bessel function, r is the source–receiver offset 
( r = (h + z) ∗ tan� ), h and z are the vertical distance from 
the source and the receiver to the interface, respectively, i is 
the imaginary unit and x = cos� , � is the angular frequency.

The formula (3) shows the spherical-wave reflection coef-
ficient follows the rational function form, so we propose to use 
rational function (2) to fit seismic reflection coefficients and 
use the least-square method to solve the problem; finally, the 
zero-pole and residual attributes are achieved.

In the formula (2), the unknowns Ak appear in the denomi-
nator, it is a nonlinear problem, so the Vector Fitting algorithm 
(Gustavsen and Semlyen 1999) is used to solve the problem, 
the nonlinear problem can become a linear problem, and then 
the least-square method is used to solve it.

Specify a set of initial poles Ak in (2), then multiply H(s) 
with a formula �(s) , where �(s) is a rational approximation to 
be determined; this gives the augmented problem:

Note that in (5) the rational approximation for �(s) and the 
approximation for �(s) H(s) have the same poles.

Multiplying the second row in (5) with H(s) draw the fol-
lowing relation:

Or

Equation (6) is linear in its unknowns Ck , C̃k . So writing 
for several incident angle points, the overdetermined linear 
problem is given:

(3)Rsph
pp

=

∫ 0

1
B(x)J0(�r

√
1 − x2∕v1)e

i�x(h+z)∕v1dx

+i ∫ ∞

0
B(x)J0(�r

√
1 + x2∕v1)e

−�x(h+z)∕v1dx

∫ 0

1
J0(�r

√
1 − x2∕v1)e

i�x(h+z)∕v1dx

+i ∫ ∞

0
J0(�r

√
1 + x2∕v1)e

−�x(h+z)∕v1dx

(4)B(x) =
�2v2x − �1v1

√
1 − v2

2
∕v2

1
(1 − x2)

�2v2x + �1v1

√
1 − v2

2
∕v2

1
(1 − x2)

(5)
�
�(s)H(s)

�(s)

�
=

⎛⎜⎜⎝

∑n

k=1

Ck

s−Ãk

+ D

∑n

k=1

C̃k

s−Ãk

+ 1

⎞⎟⎟⎠

(6)
n∑

k=1

Ck

s − Ãk

+ D =

[
n∑

k=1

C̃k

s − Ãk

+ 1

]
H(s)

(7)(�H)fit(s) = �fit(s)H(s)

(8)Ax̃ = b
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where the unknowns are in the solution vector x̃ . Equation 
(8) is solved as a least-square problem as follows: for a given 
incident angle �k we can get sk and:

where

Thus, a rational function approximation for H(s) is easy to 
get from (6) now.

If each sum of partial fractions of (6) is written as a frac-
tion, it becomes obvious that it can be expressed as the form 
of zeros and poles:

where zk, (k = 1, 2, 3… n) are the zeros of (�H)fit(s) , Ãk are 
the poles of �fit(s) and (�H)fit(s) , z̃k are the zeros of �fit(s) . 
Finally we can get:

Equation (14) shows the poles of H(s) become equal to the 
zeros of �fit(s) . Thus, by calculating the zeros of �fit(s) we 
can get a good set of poles for fitting the original function 
H(s). And the residuals for H(s) can be directly calculated 
from Eq. (14).

Vector Fitting is equally well suited for fitting vectors as 
it is for scalars. By replacing the scalar by a vector, it will 
result in all elements of the fitted vector sharing the same 
poles.

Results

Fitting

In this example, the spherical-wave reflection coefficient 
model of Castagna et al. (1998) and Li et al. (2016) is used, 
shown in Table 1, where v1, v2, �1, �2 as mentioned earlier.

(9)Akx̃ = bk

(10)Ak =
[

1

sk−Ã1

⋯
1

sk−ÃN

1
−H(sk)

sk−Ã1

⋯
−H(sk)

sk−ÃN

]

(11)x̃ =
[
c1 ⋯ cN D c̃1 ⋯ c̃N

]

(12)bk = H(sk)

(13)(�H)fit(s) = h

∏n+1

k=1
(s − zk)∏n

k=1
(s − Ãk)

, �fit(s) =

∏n

k=1
(s − z̃k)∏n

k=1
(s − Ãk)

(14)H(s) =
(�H)fit(s)

�fit(s)
= h

∏n+1

k=1
(s − zk)∏n

k=1
(s − z̃k)

Firstly, the rational fitting property is demonstrated by 
fitting the AVO coefficient curves in frequency domain. 
Because the spherical-wave reflection coefficient is fre-
quency dependent, so in the frequency domain, the rational 
function fitting is done to the original wide-angle seismic 
data corresponding to each frequency.

The initial poles are predetermined; first, the optimum fit-
ting conditions, including poles and order, of each frequency 
are determined by observing the relative error tolerance in 
the iteration. When the relative error tolerance is less than 
− 40 dB, the iterations are stopped and optimal fitting ampli-
tude and phase are achieved. The point source has a Ricker 
wavelet with dominant frequency of 10 Hz, and hence we 
choose the curve of 10 Hz to analysis.

The frequency-domain AVO coefficient curve′ s ampli-
tudes and phases variation with angles of model A–D are 
shown in Fig. 1 [each sub-figure (a) and (c)], and the fitting 
results are shown in the same figure. It is clear that the com-
plex AVO curves are almost fitted. The poles distribution 
and the relative residuals are plotted in each sub-figure (b) 
and (d). From the results, we can see that the smaller the 
critical angle, the more serious the oscillation after it, and 
the more poles are needed to fit. Also, the curves with the 
larger critical angle can be fitted with less poles, so the criti-
cal angle has an effect on the order of rational fitting.

Although much more poles are needed to fit the complex 
AVO, the first few residuals are much more than the others, 
so we guess the first few residuals are the main attribute of 
the complex AVO. In Fig. 2 Model E (fit result), at least 12 
pole and residual pairs are needed to fit the curve with the 
tolerance less than − 40 dB. Now the first 6 large poles and 
residuals are used to reconstruct the curve, and results are 
shown in Fig. 2 Model E (reconstruct result); it can be seen 
the curve reconstructed by using these 6 poles and residu-
als are basically close to the original curve, and only a few 
oscillations after the critical angle are not fitted. So these 
larger poles and residuals do contain most information of the 

Table 1   Parameters of AVO models (two-layer models)

Model v1∕(ms−1) �1∕(g cm
−3) v2∕(ms−1) �2∕(g cm

−3)

A (avo1 gas/
sand)

3093 2.40 4050 2.21

B (avo1 wet/
sand)

3093 2.40 4114 2.32

C (avo2 gas/
sand)

2642 2.29 2781 2.08

D (avo2 wet/
sand)

2642 2.29 3048 2.23

E 2000 2.40 2933 2.20
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curve, and we can use these poles and residuals as attributes 
to represent wide-angle AVO.

In order to observe the sensitivity between residual and 
the intercept-gradient value of polynomial fitting tech-
nique (Shuey 1985) to the change of velocity or density, we 
analyze the propertied variation with velocity and density 
shown in Figs. 3 and 4 of model E.

Figure 3 tells us that when one of two layers of medium 
models velocity changes, the amplitudes of the residuals, 
the intercept or gradient values and velocities are both 
linear correlation, but the variations of the amplitudes of 

the residuals caused by the velocities are significantly big-
ger than the variations of intercept or gradient values; the 
residual attributes are more sensitive to velocity.

And as shown in Fig. 4, density has the same conclu-
sion with velocity. Therefore, the rational function fitting 
method we put forward is reasonable and has advantages; 
it can characterize wide-angle AVO properties, provide 
more sensitive attributes for wide-angle AVO than inter-
cept-gradient properties. Model A and model B are tested, 
and they got the same results.
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Fig. 1   One of the original AVO coefficient curves (solid line) and the rational function fitting result curves (dotted line) in frequency domain of 
models A–D: (a) amplitudes. (c) Phases; the AVO attributes extracted from fitting curves (b) poles distribution. (d) Amplitudes of residuals
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Applying

Based on previous research results, in this section, we use 
this method to classify AVO and recognize hydrocarbon 
signatures. For the different properties of models A–D, we 

make cross-correlation analysis of them. For vertical com-
parison to classify AVO, we compared models A and C, 
they all belong to gas/sand model, but model A represents 
AVO class 1, while model C represents class 2; models B 
and D, and they all belong to wet/sand model, but model 
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Fig. 2   One of the original AVO coefficient curves (solid line) and the fit/reconstruct result curves (dotted line) in frequency domain of model E: 
a Amplitudes. c Phases. b Poles distribution. d Amplitudes of residuals
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B represents AVO class 1, while model D represents class 
2. For horizontal comparison to recognize hydrocarbon 
signatures, we compared models A and B, and they all 
belong to AVO class 1, but model A represents gas/sand 
model, while model B represents wet/sand; models C and 
D all belong to AVO class 2, but model C represents gas/
sand model, while model D represents wet/sand.

First of all, we get a set of curves of models A–D, and 
these curves are obtained by adding random perturbations 
to geological parameters. The amplitudes of these curves 
are as Fig. 5 shows.

Then as in the preceding fitting process, the rational func-
tion zero-poles and residuals are obtained. At the same time, 
for comparison, we also make polynomial fitting of the data 
and get the intercept-gradient parameters for small angles 
lowered 40◦.

As mentioned earlier, the first residual often contains 
more information about the curves, so we compare the 
intercept-gradient attribute with the first residual under 
the same scale. The contrast result of model A and C are 
shown in Fig. 6. From these experiments, Fig. 6a shows the 
intercept-gradient property and Fig. 6b shows the residuals 
distribution. In each picture, the circle represents the model 
A, and the cross denotes the model C.

It can be seen from the diagram that, under the same 
scale, the two AVO classes expressed by the intercept-gra-
dient attribute are almost overlapped and can’t be distin-
guished, while the two AVO classes expressed by the resid-
ual attributes can be distinguished clearly. And the results 
of models B and D are shown in Fig. 7, and we can get the 
same results as Fig. 6 shows.

In addition to classify AVO, our method can also recog-
nize hydrocarbon signatures and classify reflector responses. 
Figure 8 shows the contrast results of models A and B, and  
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Fig. 6   Comparison of AVO 
attributes from polynomial 
and rational function fitting 
method (model A: circle, model 
C: cross). a Intercept-gradient 
cross-plot (polynomial fitting). 
b Largest residuals distribution 
(rational function fitting)
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Fig. 7   Comparison of AVO 
attributes from polynomial 
and rational function fitting 
method (model B: circle, model 
D: cross). a Intercept-gradient 
cross-plot (polynomial fitting). 
b Largest residuals distribution 
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Fig. 9 shows the contrast results of models C and D. And by 
calculating the center distance between the AVO models, the 
intercept-gradient distance between the models A and B is 
about 0.0483 and between models C and D is about 0.0557; 
however, according to the zero-pole and residual characteris-
tics of rational function fitting, the distance between the larg-
est residuals of models A and B is about 0.1006 > 0.0483 , 
between models C and D is about 36.0907 > 0.0557 . There-
fore, the distance calculated by our method is larger than the 
original polynomial fitting method, and the use of rational 
zero-pole and residual properties can classify reflector 
responses more accurately.

Conclusion

The purpose of this work is clear: to extract more useful 
information out of seismic data by extending the validity 
range of AVO analyses to larger angles. In order to achieve 
this goal, we have applied a new method to represent 

wide-angle AVO, that is rational function fitting, based on 
Vector Fitting algorithm.

By doing rational function fitting to AVO curves, we 
obtain better approximations of wide-angle AVO and get 
sparse zero-pole and residual properties and thereby can 
improve the classification of AVO and reflector responses.

By using this method, the research range can be extended 
to wide-angle, and the fitting effect is ideal in large offsets. 
The residual properties are more sensitive to medium veloc-
ity or density than intercept-gradient properties, which can 
be more accurately characterized AVO attributes. The limi-
tation of polynomial fitting technique only in the small inci-
dence angles can be improved. And under the same scale, 
the intercept-gradient attributes of AVO models are not easy 
to classify, while the zero-pole and residual attributes can 
be easily classified. So, the AVO or reflector responses can 
be classified more accurately by using rational function fit-
ting than polynomial fitting. In this paper, our research is 
limited in the two-layer medium, and the medium analysis 
with more layers is our future work.

Fig. 8   Comparison of AVO attributes from polynomial and rational function fitting method (model A: circle, model B: cross). a Intercept-gradi-
ent cross-plot (polynomial fitting). b Largest residuals (rational function fitting)
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Abstract
The purpose of this paper was to demonstrate the added value of the spatial distribution of rainfall and potential evapotranspi-
ration (PE) in the prediction of the discharge for a small Mediterranean catchment located in the Medjerda basin in Tunisia, 
i.e. the Raghay. We compare therefore the performance of a conceptual hydrological model available in the ATHYS platform, 
using global and spatial distributed input data. The model was implemented in two different ways. The first implementation 
was in a spatially distributed mode, and the second one was in a non-distributed lumped mode by using spatially averaged 
data weighed with a Thiessen-interpolated factor. The performance of the model was analysed for the distributed mode and 
for the lumped mode with a cross-validation test and through several modelling evaluation criteria. Simultaneously, the impact 
of the spatial distribution of meteorological data was assessed for the two cases when estimating the model parameters, the 
flow and water amounts, and the flow duration curves. The cross-validation of the split-sample test shows a preference for the 
spatially distributed model based on accuracy criteria and graphical comparison. The distributed mode required, however, 
more simulation time. Finally, the results reported for the Raghay indicated that the added value of the spatial distribution 
of rainfall and PE is not constant for the whole series of data, depending on the spatial and temporal variability of climate 
data over the catchment that should be assessed prior to the modelling implementations.

Keywords  Medjerda · ATHYS · Hydrological modelling · Distributed PE and rainfall · Accuracy criteria

Introduction

The assessment of the water resources as support for water 
management can be based either on monitoring or hydro-
logical modelling programs (Ibrahim et al. 2015). In Africa, 
however, the hydrological monitoring programs are often 
deficient. Hydrological monitoring gauges are often lim-
ited to a few observed stations, mainly focused on the main 
watersheds within a region. Small watersheds of less than 
one thousand square kilometres are generally not well moni-
tored (Schuol et al. 2008; Ibrahim et al. 2015). For small 
water catchments with limited data, hydrological modelling 
remains the second option to assess the water resources and 
different hydrological functions (Oudin et al. 2008; Coustau 
et al. 2012; Tegegne et al. 2017). Rainfall–runoff (RR) mod-
els are therefore essential tools that support decision-making 
and water management (Andréassian et al. 2004).

Distributed hydrological RR models are now very pop-
ular because they can describe rainfall–runoff response 
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with spatially distributed input, which can be managed 
with modern GIS and remote sensing technology (Bao 
et al. 2017). A more detailed representation of the spatial 
variability in RR modelling is definitely sounder from a 
conceptual basis. Distributed RR modelling is, however, 
subjected to a lot of uncertainties. The uncertain represen-
tation of the hydrological modelling input is an example. 
Uncertainties related to the spatial variability of climate 
data have been demonstrated to affect hydrological mod-
elling performance (Sangati and Borga 2009). Distrib-
uted RR modelling may also become constraining from 
an operational perspective. When implementing an RR 
model, an appropriate selection has to be made consider-
ing the trade-offs between model efficiency, validity and 
robustness (Duan et al. 2003). Model identifiability, i.e. 
the capacity to implement and parameterize the model 
in an operational context, can be considered as a part of 
model efficiency (Gábor et al. 2017). Model identifiability 
will be high when the model structure is simple; it will be 
low when the model structure is complex. Hence, spatially 
distributed hydrological models may suffer from identifi-
ability issues.

In order to reduce the complexity and hence increase the 
identifiability of distributed RR models, it will be interest-
ing to reduce the number of parameters. A straightforward 
strategy consists in running the spatially distributed model 
with partially lumping a part of the spatially distributed 
parameters. Although it is assumed that such lumping will 
generally reduce model performance in terms of goodness of 
fit, the associated results may remain acceptable in terms of 
identifiability. It is therefore important to analyse carefully 
the trade-off between goodness of fit and overall modelling 
efficiency. This problem has been largely studied, and many 
viable results have been found when focusing on compar-
ing between lumped and distributed modes’ performance 
in order to pick out the best-selected model based on its 
performance and the running duration. Brulebois et  al. 
(2018) confirmed that the results given by two models, a 
semi-distributed physically based model SWAT and a global 
conceptual model GR4j, are rather close when tested over 
contrasted climate periods, with slightly higher robustness 
for the SWAT model. In the same context, Coustau et al. 
(2012) brought to the light the important benefits for the use 
of distributed hydrological models that take into account the 
radar data without increasing the number of parameters or 
the complexity of the model. However, distributed models 
do not always give better results than the lumped models. 
Vansteenkiste et al. (2014) found out that lumped models 
actually gave similar results as the distributed models based 
on accuracy criteria for different spatial resolutions. Both 
types of models produced well the seasonality with a prefer-
ence to lumped models, especially for overall water balance 
terms and subsurface flow.

Similarly, Khakbaz et al. (2012) certified that lumped 
implementations were able to sufficiently endorse the 
effects of spatial variability in precipitation on stream-flow 
prediction. These results were consistent with those found 
in many studies comparing lumped and distributed hydro-
logical models, suggesting that the two types of model scan 
give similar results in terms of accuracy and that there is no 
superior model if several measures of model performance 
are considered (Ajami et al. 2004; Breuer et al. 2009; Koren 
et al. 2012; Apip et al. 2012; Lobligeois et al. 2014). Accord-
ing to Lobligeois et al. (2014), the results are largely deter-
mined by the catchment complexity and the existing spatial 
and temporal variability of the hydro-climatic data. Yet, the 
way how catchment complexity and spatial and temporal 
variability of hydrologic attributes determines the ultimate 
performance of distributed versus lumped models needs fur-
ther investigation.

This paper aims to contribute to this challenge by 
addressing the following question: How can spatially dis-
tributed climate data improve hydrological model prediction 
in poorly gauged catchments? We select to address this issue 
of the Raghay catchment which is a small sub-catchment of 
the Medjerda basin in Tunisia. The Medjerda is suffering 
from hydrometric data availability in quantity and in quality, 
which jeopardizes the management of droughts and floods 
that typically characterize the Mediterranean regions (Lud-
wig et al. 2011). While analysing this aspect, we also try 
to answer the following scientific question: Is the selected 
hydrological conceptual model suitable for reproducing the 
hydrological response in the Raghay catchment?

In an attempt to respond to this question, the paper is 
organized as follows: In the first part, a concise description 
of the runoff and the routing models that are used is given. 
In addition, the adopted validation method is summarized. 
The second section describes the study site, followed by a 
presentation of the available data used to run the model. The 
third part of this paper illustrates and discusses the use of 
reanalysis hydro-climatic data in addition to the observed 
ones. This is followed by an outlining of the main results for 
the two calibration phases by comparing the goodness of fit, 
scatter plots and flow duration curves when implementing a 
conceptual runoff hydrological model in a fully spatial dis-
tributed mode (case 1) and in a lumped mode (case 2). The 
final section summarizes the main conclusions of the paper.

Rainfall–runoff modelling implementation

We implemented RR models for the catchment using 
the hydrological modelling platform ATHYS (Atelier 
Hydrologique Spatialisé, Bouvier et al. 2013). This open 
and free-use software platform (www.athys​-soft.org) is con-
tinuously updated to allow the improvement of results and 

http://www.athys-soft.org
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to minimize the simulation time. It presents the possibility 
to combine many production functions and transfer func-
tions via a consistent and easy-to-use environment, including 
processing of hydro-meteorological and geographical data. 
For our case study, we decided to use a modified distrib-
uted version of the runoff model of the Soil Conservation 
Service (SCS) with the integration of potential evaporation 
(PE) combined with a lag-and-route (LR) routing model. 
The SCS model was widely used to predict runoff, especially 
for poorly gauged catchments (Mishra et al. 2003). The LR 
routing model was also tested in several catchments in south-
ern France (Bentura and Michel 1997; Tramblay et al. 2011).

The model was implemented in two different ways: once 
in a fully spatial distributed mode (case 1), by using distrib-
uted rainfall and PE input data, and once in a non-distributed 
lumped mode (case 2), by using averaged rainfall and PE 
input weighted by Thiessen coefficients (Table 1).

This distributed model operates over a grid mesh of regu-
lar cells using as input the digital elevation model and per-
mitting the generation of its derived maps such as slopes, 
flow directions and sub-basin layers (Gara et al. 2015). The 
time step used to run the model is a daily time step for con-
tinuous hydro-climate data to permit taking into account 
the dry and the wet phases of the hydrological cycle and 
based on the available data series for a long enough period of 
observations. Rainfall and PE were interpolated using Thies-
sen interpolation method and were integrated into the runoff 
model in order to calculate flows for each grid cell. The 
LR model processed the elementary hydrograph for each 
cell and routed this hydrograph to the discharge point of the 
catchment to provide a complete simulated runoff (Bouvier 
et al. 2008).

The modified runoff model with PE integration

The Soil Conservation Service (SCS) model, developed by 
US Soil Conservation Service, has been largely used for 

estimating runoff from medium- and small-sized water-
sheds (Hawkins 1993; Lewis et al. 2000; Liu and Li 2008; 
Tramblay et  al. 2011). The model was also applied to 
model runoff in Tunisian catchments (Sellami et al. 2013; 
Dakhlaoui et al. 2017) based on the fact that this model 
requires only commonly available terrain data. In this 
paper, we associated the Soil Moisture Accounting (SMA) 
procedure to the SCS method in the ATHYS platform.

We used here the SCS–SMA formulated by Michel 
et al. (2005), relating rainfall and runoff based on the rela-
tionship between:

where R(t) [L T−1] denotes the runoff rate, p(t) [L T−1] the 
rainfall intensity at the time t, S[L] the maximal capacity of 
the soil reservoir, V(t) the level in the soil reservoir at the 
time t[L] and Sa[L] the initial losses.

The advantage of this model is that the runoff is directly 
related to the level in the soil reservoir, which eases the 
use of discharge of this soil reservoir and the formulation 
of a delayed runoff as a part of this discharge (Fig. 1).

The runoff rate, R(t), can be simplified as the product 
of the runoff coefficient C(t)[−] and rainfall intensity at 
time t, p(t), where

The soil reservoir is then forced by the intensity of infil-
tration at time t, f(t) [L T−1], which is expressed as follows:

To consider the reduction in the runoff coefficient for 
non-rainy periods, we used the linear emptying intensity 
coefficient of the soil reservoir at time t, E(t) [L T−1], to 

(1)

R(t) = p(t) ×
(

V(t)−Sa

S

)

×

(

2 −
V(t)−Sa

S

)

if V(t) > Sa

R(t) = 0 otherwise

(2)C(t) =

(

V(t) − Sa

S

)

×

(

2 −
V(t) − Sa

S

)

(3)f (t) = (1 − C(t)) × p(t)

Table 1   Summary description of the methodology used for the two cases of modelling in the Raghay catchment

a Digital Elevation Model obtained from the mission of 19 June 2014: https​://gdex.cr.usgs.gov/gdex/

Case 1 Case 2

Model description Distributed SCS–SMA–ETP–simple lag-and-route model Lumped SCS–SMA–ETP–simple lag-and-route model
Model parameters S, ω, Sa/S, ds, V0, K0 S, ω, ds, Sa/s, V0, K1

Input description *Spatially distributed observed rainfalls (data from six rainfall 
stations, 18-year duration)

*Spatially distributed PE (data from five climatic CFSR data + 1 
climatic observed station, 18-year duration)

*DEMa (30 m × 30 m)

* Averaged observed rainfalls (Thiessen interpolated 
from six rainfall stations, 18-year duration)

*Averaged PE (Thiessen interpolated from five climatic 
CFSR data + 1 climatic observed station, 18-year dura-
tion)

*The watershed is considered as one cell
Output description Simulated runoff as the sum of all the EH produced for each cell Simulated runoff in only one EH
Cross-validation 

accuracy criteria
NS, RMSE, RSR, PBIAS, EFF

https://gdex.cr.usgs.gov/gdex/
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be dependent on the level V(t) in the soil reservoir and the 
discharge coefficient ds [T−1]:

assuming to simplify the discharge coefficient due to losses 
by percolation to the deep aquifer and lateral flow, ds, into 
a constant parameter over the catchment permitting the 
decrease in the runoff coefficient during non-rainy peri-
ods. Theoretically, we can subdivide the parameter ds into 
two parts: ds1 taking account of the losses by delayed flow 
caused by the lateral flow and ds2 which is considering the 
part of percolation to the deep aquifer.

A part ω of this discharge flows back to the outlet of 
the catchment, as subsurface-delayed runoff (Coustau et al. 
2012).

This additional runoff D(t) [L T−1]:

must be added to the surface runoff. In the model, a simple 
presentation of the hydrological process led to neglecting 
the part of the delayed runoff caused by the percolation to 
the deep aquifer. Then, ds2 is set into 0 and ds1, which is 
directly related to the subsurface-delayed runoff, which can 
be replaced by ω in the calibrated parameters.

The total calculated runoff Rt(t) [L T−1] given by the 
SCS–SMA procedure is then expressed as follows:

(4)E(t) = ds × V(t)

(5)D(t) = � × E(t)

(6)Rt(t) = p(t) − f (t) + D(t)

The reservoir level V(t) is derived from the balance 
between the water input (infiltration) and the water output 
(PE, reservoir discharge due to deep percolation and sub-
surface flow):

where the initial level of the soil reservoir is Vo[L].
Definitely, the SCS–SMA model in this simplified version 

compromises five parameters to be calibrated: the maximal 
capacity of soil reservoir S [L T−1], the coefficient of the 
linear emptying of the soil reservoir only by percolation to 
the deep aquifer ds2 [T−1], the part of the soil discharge to 
simulate the delayed runoff ω (dimensionless), the fraction 
limiting the lateral emptying of the reservoirs Sa/S (dimen-
sionless), and the initial level in the soil reservoir Vo [L].

The used formula to calculate the PE is developed by 
Oudin et al. (2005).

where PE (mm/day), Re is extraterrestrial radiation (MJ/
m2 day), λ is the latent heat flux (MJ/kg) and Ta is the mean 
daily air temperature (°C), derived from the long-term 
average.

The used formula to calculate the PE relies on the results 
obtained by Andréassian et al. (2004) and Oudin et al. (2005) 

(7)
dV(t)

d(t)
= f (t) − E(t) − PE(t)

(8)PE =
Re

�
×

Ta+5

100
if Ta + 5 > 0

PE = 0 otherwise,

Fig. 1   Simplified presentation 
of the runoff model
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when comparing results for the 27 PE-tested formulations. 
These results proved that a very simple version method which 
only requires extraterrestrial radiation and mean daily tem-
perature is a sufficient and robust method compared to more 
complex methods.

Routing model

The SCS–SMA model was connected to the LR routing model. 
This LR model allows the runoff to be routed from every grid 
cell to the discharge point of the catchment (Coustau et al. 
2012) (Fig. 2). The calculation of the time of travel, Tm, is 
given by:

where lk and Vk are, respectively, the lengths and the velocity 
over the k-cells of the trajectory between the cell m and the 
outlet. Here, Vk will be assumed to be uniform and constant 
at the catchment scale, Vk = Vo, for the sake of simplicity.

For each grid cell, the time of propagation (Tm) was fore-
casted by the routing model and a diffuse time (Km) is com-
puted as follows:

where Ko (dimensionless) is the diffusion coefficient (lag), 
which has been preset to 0.7.

The elementary discharge q(t) due to the runoff R(t0) of cell 
m at time t0 (Tramblay et al. 2011) is calculated as follows:

(9)Tm =
∑ lk

Vk

(10)Km = K0 × Tm

(11)
qm(t) = 0 when t < t0 + Tm

qm(t) =
R(t0)

Km

exp
(

−
t−(t0+Tm)

Km

)

⋅ A otherwise

Then, the final obtained runoff for the catchment consists 
of the sum of all the elementary hydrographs produced at the 
outlet of each grid cell.

When the LR model is used in the lumped case, only one 
cell is considered, of which the area equals the total area 
of the catchment. Therefore, there is only one elementary 
hydrograph produced at the outlet. It yields the simulated 
runoff, routed to the outlet by means of a simple linear res-
ervoir, with one parameter K1 (mn), to be calibrated. The 
Vo parameter is no more useful and should be set to a high 
value (V0 = 1000 m/s).

The parameters of the LR model to be calibrated are thus 
either V0 in distributed mode (K0 is empirically set to 0.7) or 
K1 in lumped mode. The production parameters are the same 
than those for the distributed model and are considered to be 
constant over the Raghay catchment; then, the distribution 
only concerned the rainfall and PE interpolated for each cell.

Cross‑validation procedure and performance 
evaluation

The model performance was assessed for the two cases: (1) 
distributed mode and (2) lumped mode, using a split-sample 
cross-validation test (Klemeš 1986). Since we have access to 
a 18 years’ time series of hydro-climatic data, we subdivided 
this series of data into two equal parts. The first part (P1) pre-
sents data going from September 1990 to August 1999, and the 
second part (P2) includes data ranging from September 1999 
until August 2008. Afterwards, we went through a calibra-
tion for P1 and validation for P2. This operation is called the 
first step of the split-sample test procedure. Subsequently, we 
switched the data by using P2 for the calibration and P1 for the 
validation for the second step of the cross-validation. In order 

Fig. 2   Diagram of the lag-and-
route routing model (Tramblay 
et al. 2011)
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to obtain the parameters for calibration for the two steps of 
the cross-validation, we used the BLUE (best linear unbiased 
estimator) algorithm.

The BLUE algorithm, also referred to the error covariance 
matrix analysis method, is a method of optimization allowing 
to minimize a cost function (evaluation criteria) based on both 
the differences between values simulated by the model and 
observed values (volumes, flow rates, soil moisture content, 
velocities, etc.), and the differences between initial and opti-
mal values of the model parameters (Henderson 1975). This 
method is derived from the formulation of the Sherman–Mor-
rison–Woodbury algorithm (Sherman and Morrison 1950). 
The minimization algorithm of the cost function is based on 
a gradient method allowing to minimize the running time of 
the model and then to converge rapidly. The adopted version 
for the ATHYS platform introduces constraints on the varia-
tions of the parameters to be optimized. These constraints are 
directly linked to the confidence of their initial estimate. This 
method allows optimizing all the parameters to be calibrated 
in the RR model. However, the user must specify confidence 
levels on parameter estimates and observations. The user must 
also specify the increment (disruption) steps for calculating 
the derivative of the incremental cost function. Therefore, 
the number of iterations in the optimization procedure cor-
responds to an effective realization of an equivalent number 
of iterations. Then, this optimization is essentially based on 
the knowledge of the user of the hydrological behaviour for 
the studied catchment in addition to the status and parameter 
estimation of the model.

We assessed the runoff prediction accuracy of the model 
by calculating several performance indicators for hydrological 
modelling such as the Nash–Sutcliffe efficiency (NS) (Nash 
and Sutcliffe 1970), the root-mean-square error (RMSE), the 
ratio of RMSE to the standard deviation of the observations 
(RSR) (Moriasi et al. 2007) and the Percent BIAS (PBIAS) 
(Singh et al. 2005). These performance indicators are, respec-
tively, expressed as follows:

(12)NS = 1 −

∑n

i=1

�

Si − Oi

�2

∑n

i=1

�

Oi − Ō
�2

(13)RMSE

�
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i=1

�

Si − Oi

�2

N

(14)RSR =

�
�
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i=1

�
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�2

�

�
�

∑n

i=1

�

Oi − Ō
�2

�

where Oi is the observed runoff; Si: the simulated runoff; 
Ō : the mean observed runoff; n: the number of pairs of the 
measured and simulated variables.

The NS is widely used for efficiency determination of 
hydrologic models. It is considerably acceptable when it is 
greater than 0.5 (Wöhling et al. 2013).

The RMSE is widely used as a goodness-of-fit indica-
tor that describes the difference between the observed and 
predicted values in the same units. Smaller RMSE values 
describe a better model for runoff prediction. The RSR can 
also provide additional information and can be applied to 
a variety of different constituents. The RSR is considered 
satisfactory when it is below 0.7.

Similarly, the PBIAS quantifies a model’s tendency to 
underestimate or overestimate values, where a value of 
zero (optimum) shows a perfect fit. Positive (negative) bias 
results indicate model underestimation (overestimation). 
PBIAS is considered satisfactory when it is below 0.25. A 
performance rating based on PBIAS was used by Moriasi 
et al. (2007).

To further compare between the simulation of the two 
model implementations at the same time, we calculated 
the EFFiciency index (EFF) (Brocca et al. 2010), which is 
expressed as follows:

where Qsim_distributed is the simulated discharge with spatial 
rainfall and PE.

Qsim_global is the simulated discharge using mean Thies-
sen-interpolated rainfall and PE in the lumped model, and 
QObs is the observed discharge.

The EFF has been used to evaluate the efficiency of spa-
tially distributed meteorological data compared to uniform 
meteorological data for RR modelling. If EFF is greater than 
0, then the use of spatially distributed rainfall produces an 
improvement in the runoff simulation by the model (Tram-
blay et al. 2011).

These quantitative evaluations were reinforced by visu-
ally evaluating the model performance in comparison with 
the combined observed and estimated runoff values through 
scatter plots.

To additionally enhance the emphasis of the spatial vari-
ability for the observed rainfalls in the Raghay catchment, 
we introduced a climatic index calculated for the two parts 
of the data, P1 and P2. The Standardized Precipitation 
Index (SPI), developed by Mckee et al. (1993), is mainly 
used in order to outline and to quantify the shortage or the 

(15)PBIAS =

∑n

i=1

�

Oi − Si
�

∑n

i=1

�

Oi

� × 100

(16)EFF = 1 −

∑
�

Qsim_distributed(t) − QObs(t)
�2

∑
�

Qsim_global(t) − QObs(t)
�2
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abundance of the precipitation in regional or local scale for 
a specified period. This index remains an effective and flex-
ible tool to highlight the severity of the drought (Zkhiri et al. 
2019).

This index is expressed as follows:

where SPI12 is the annual calculated SPI (without dimen-
sion), Pi is the annual precipitation for a given year (mm/
year), Pm is the mean annual precipitation (mm/year) and σ 
is the temporal standard deviation calculated for each rain 
gauge during P1 and P2 for annual rainfalls.

Because of its capability to classify the severity of the 
drought or the humidity, we applied this index in an attempt 
to assess the spatial and temporal variability over the catch-
ment calculated for the six observed rain gauges during P1 
and P2.

(17)SPI12 =
Pi − Pm

�

Study area and data assessment

Study area

The Raghay catchment is a Mediterranean catchment located 
in the rural area in the north-western of Tunisia (Fig. 3). 
This catchment is one of the main tributaries of the high 
valley of the Medjerda river, which is the only permanent 
waterway in the country. The length of the main Raghay 
tributary is about 35 km, which stretches from the conflu-
ence with the mainstream network of Medjerda watershed 
up to the Algerian border and draining an area of 362 km2 
among which almost 40 km2 being in Algeria (Gara et al. 
2015). The catchment has a contrasted topography: having 
an altitude range varying between 138 and 1183 m, charac-
terized by a high slope in the upstream mountainous part and 
a weak one in the downstream part, ranging then from 2 to 
4%. Dominant land-use types are mostly forest with a typi-
cal Mediterranean vegetation cover. The soils are relatively 
thin, especially in the mountainous part, from 10 to 15 cm 
at the top of the hill slopes to 120 cm near to the river bed. 
Soil types are mainly silty loam in the upstream parts and 
sandy loam in the downstream parts and near the river bed.

Fig. 3   Location of the Raghay catchment study site
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From a climatic point of view, the zone of study pre-
sents a certain heterogeneity as it belongs to two different 
bioclimatic stages: a humid Mediterranean bioclimatic 
stage with moderate winter and a rainfall from 800 and 
1200 mm/year, and a sub-humid bioclimatic stage which 
receives an annual rainfall varying between 450 and 
700 mm/year (Ghorbel 1976). Rainfall is decreasing when 
going from the Western to the Eastern part in the catch-
ment. The runoff generation process in the western part is 
expected to be different from the eastern part.

The Raghay catchment has a typical Mediterranean cli-
mate, with intense rainfall in the fall and winter seasons. 
Most of the rainfalls are recorded in winter (40 to 50% of 
the annual rainfall), while only 3% of the annual rainfall 
occurs in summer. The wet season starts from October 
to May, and the dry season starts from June to Septem-
ber. The floods mainly occur during very intense rainy 
events that may reach more than one hundred mm less 
than 24 h. In February 2012 for instance, a maximum flow 
of 1490 m3/s was recorded at the Ghardimaou hydromet-
ric station, controlling a surface area of 1490 km2 of the 
Medjerda basin. Simultaneously, 647 m3/s of the flows was 
measured in the Raghay discharge station, causing then 
catastrophic damages affecting downstream cities. The 
Raghay catchment is considered as a small sub-catchment 
in the Medjerda basin which has a huge contribution dur-
ing floods. The great severity of the floods in this catch-
ment is explained by the short rising times of the flow (less 
than 1 day), related directly to the concentration time (tc) 
of the catchment and to the initial soil moisture.

The Raghay catchment is a representative study site on 
which the modelling procedure will be carried on.

Input data

For the model implementation, several inputs are necessary 
for combining hydro-climatic time-series data and carto-
graphic data.

Cartographic input data

The topography of the study area is illustrated by the digi-
tal elevation model (DEM) provided by the Advanced 
Spaceborne Thermal Emission and Reflection Radiometer 
(ASTER). This DEM presents a resolution of 30 m for the 
mission of the 19 June 2014 with the Universal Transverse 
Mercator (UTM) coordinate system projection. This model 
with a fine grid mesh resolution allows outlining the eleva-
tion of any point at the Raghay catchment. This DEM was 
used to define the Raghay catchment and to identify the 
drainage and the slopes of the studied catchment.

Conventional time‑series data

The daily observed rainfall and runoff data of the Raghay 
catchment were provided by the Tunisian General Directo-
rate of Water Resources (DGRE). The rainfall was meas-
ured with six rain gauges (Table 2). These rain gauges have 
a weak percentage of gaps varying between a minimum 
gap ratio of 2% at the Raghay Supérieur rain gauge and a 
maximum gap ratio of almost 11% for the recorded period 
1979–2008 at the Feija SM station. The rain gauge stations 
exhibit a large altimetry variation. The Chemtou Ferme sta-
tion, for instance, situates at the minimum altitude of 172 m, 
while the Feija SM station situates at the maximum alti-
tude of 730 m. In order to highlight the spatial variability 
for the Raghay catchment, we calculated several statistical 
parameters for the same durations, and then, we compared 
between the spatially distant rain gauges’ values. The large 
spatial variability is confirmed with descriptive statistical 
parameters calculated separately for each station, such as 
the mean annual rainfalls, the standard deviation (σ) and 
the coefficient of variation (CV), permitting to highlight 
the importance of using several rain gauges in the Raghay 
(Table 3). The σ measures the temporal dispersion of the 
data around the annual mean rainfalls for each rain gauge. 
For the observed stations, σ varies between 124 mm (Chem-
tou Ferme station) and 265 mm (Feija SM) proportional to 
the mean annual rainfall values (417 mm and 967 mm for 
Chemtou Ferme station and Feija SM, respectively). The 
CV, which is the percentage of the ratio between σ and the 
mean annual rainfalls, is greater than 20% affirming the 
large spatial viability in the Raghay catchment for the con-
ventional rainfall data. This result is consistent with studies 
emphasizing the large spatiotemporal variability of rainfall 
in Medjerda catchment (Gader et al. 2015). Based on the 
results reported for the rainfall observed data, it can be con-
firmed that the Raghay catchment presents a large spatial 
and temporal rainfall annual variability.

Runoff data were collected at the hydrometric discharge 
station ‘Raghay Plaine.’ The water levels were registered 
via a mechanical OTT 20™ stream gauge, between 1969 
and 2008.

The minimum and maximum temperatures were meas-
ured at Jendouba meteorological station and controlled by 
the National Institute of Meteorology.

The common period of observation for the climatic and 
hydrometric data for the Raghay catchment is from 1990 
to 2008, and it will be adopted for model implementation.

CFSR data

Data from a single observed climatic station for assessing 
PE is considered insufficient compared to the available 
spatially distributed observed rainfall data. To increase 
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the spatial resolution of PE input data, global reanalysis 
data are useful data to represent the spatial distribution 
patterns of observed weather data (Zhang et al. 2013; Dile 
and Srinivasan 2014). We used the National Centers for 
Environmental Prediction’s Climate Forecast System Rea-
nalysis (CFSR) climate data to increase the spatial resolu-
tion of PE.

The CFSR is a worldwide, high resolution, coupled atmos-
phere–ocean–land surface-sea ice data system created in order 
to estimate weather data. The data are provided by the National 
Centers for Environmental Prediction (NCEP), which produces 
daily data for precipitation, maximum and minimum tempera-
ture, wind speed, relative humidity and solar radiation for the 
period of 1979–2014 with a resolution of 38 km (Tolera et al. 
2018; Saha et al. 2010). All available conventional and satellite 
observations are included in the CFSR. Satellite observation 
data are integrated for radiance and are bias-corrected with a 
full-resolution ‘spin-up’ runs, taking into account green gas 
emissions. The CFSR data are completed by a spectral model 
including the parameterization of all major physical processes 
(Roth and Lemann 2016). After the calculation of the PE with 
the method described in “The modified runoff model with 
PE integration” section, we assessed the same description 
and statistical parameters as for the rainfall observed data. 
This allowed validating the use of these reanalysis data and 
evaluating the distributed or lumped implementation of the 
RR model (Tables 2, 3). We reveal a large spatial variability 

of rainfall reanalysis data confirmed by high σ and CV for the 
mean annual reanalysis rainfall data.

For the PE data, the σ and CV are considered weak since 
spatial variability for temperature, which is the major driver for 
PE, is an order of magnitude smaller than for rainfall. For PE, 
CV is calculated as the percentage of the ratio between σ and 
the mean annual PE. When having a CV greater than 1%, PE 
calculated using CFSR data is variable compared to the mean 
values, validating the use of additional PE data derived from 
the CFSR data. We further compared between the available 
observed rainfalls recorded from six rain gauge stations and 
the rainfalls provided by the gridded CFSR reanalysis data, 
using ranked box plots and exceedance probability plots. We 
assessed the comparison in the distribution of the two types 
of data based on several evaluation criteria for each rank. The 
rainfall reanalysis data were only used in this paper for com-
parison with observed rainfalls in order to validate the use 
of this source of data. As observed rainfall data are spatially 
distributed, the model was implemented using only these data. 
In order to obtain spatially distributed PE, the CFSR data were 
applied for the Raghay catchment, which makes it possible to 
fill in the gaps in the PE to be integrated into the modelling 
implementations.

Table 2   Detailed description of different hydro-climatic input data used in the SCS-SMA LR model implementation of the Raghay catchment

a UTM: Universal Transverse Mercator coordinate system, Zone 32 Carthage North
b The percentage of the gaps is calculated for the common period of available climatic data: 29 years starting from 1979 to 2008
c In situ data obtained for free from the General Directorate of Water Resources, Ministry of Agriculture and Water Resources
d Weather described data are: rainfall, maximum temperature, minimum temperature, wind speed, relative humidity, solar radiation
e In situ data obtained from National Institute of Meteorology in Tunisia
f Reanalysis data obtained from: https​://globa​lweat​her.tamu.edu/

Data type Source Coordinates UTMa (m) Starting year Period of observation Gapsb (%)

X Y Z

Raghay Plaine Daily runoff DGREc 460,817 4,037,710 145 1969 1990–2008 0
Chemtou Raouedet SM Daily rainfall DGRE 459,198 4,038,783 179 1966 1967–2012 2
Chemtou Ferme Daily rainfall DGRE 461,828 4,036,984 172 1969 1969–2012 4
Feija SM Daily rainfall DGRE 438,327 4,039,153 730 1889 1980–2010 11
Oued Mliz Daily rainfall DGRE 448,968 4,033,722 200 1973 1974–2012 5
Raghay Supérieur Daily rainfall DGRE 441,727 4,034,231 310 1977 1978–2012 2
Sraya Ecole Daily rainfall DGRE 432,827 4,035,805 600 1969 1975–2008 6
Jendouba climate station Daily weather datad INMe 449,166 4,033,752 143 1949 1985–2015 1
36481 Daily weather data CFSRf 449,542 4,025,366 1041 1979 1979–2014 0
36484 Daily weather data CFSR 477,574 4,025,248 860 1979 1979–2014 0
36488 Daily weather data CFSR 477,664 4,059,878 229 1979 1979–2014 0
36784 Daily weather data CFSR 421,824 4,060,206 374 1979 1979–2014 0
36788 Daily weather data CFSR 449,744 4,059,996 306 1979 1979–2014 0

https://globalweather.tamu.edu/
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Results and discussion

Comparison between observed data (DGRE) 
and reanalysis gridded data (CFSR)

DGRE and CFSR rainfall for the Raghay catchment were 
compared on a statistical and graphical basis. Based on 
ranked box-plot (BP) representation of rainfall for the two 
types of data (Fig. 4), extreme high rainfall data having an 
appearance probability (AP) of 5% are similar, with a value 
of approximately 25 mm/day. However, there is a high dif-
ference for mean rainfall values between CFSR data and 
DGRE data, where CFSR data vary between 1 to 9 mm/day 
and DGRE data vary between 1 to 4 mm/day, with an AP of 
50%. The presence of dry days in the Raghay catchment is 
validated in both cases of data based on weak and extremely 
weak AP in the BP having then the highest probability to 
occur in both cases (respectively, 70 and 95%).

The ranked exceedance probability (EP) was also 
assessed to give a detailed comparison of the two types of 
rainfall data (Fig. 5). For the high rainfall values, DGRE 
data and CFSR have almost the same AP (for EP with 5 and 

10% of AP). The difference is clear for rainfall values with 
a medium AP (50%) in which DGRE data are lower than 
CFSR data. For dry days, when no rainfalls are recorded, 
both CFSR and DGRE data had a similar high and extreme 
high AP (respectively EP for 70% and 95% of AP). Thus, 
these results are consistent with the results obtained for the 
BP.

A large similarity was revealed between the extreme 
values of CFSR and DGRE data, with, respectively, a 
Nash–Sutcliffe (NS) higher than 85% and a coefficient of 
determination (R2) higher than 90%, affirming that the two 
types of data have similar AP. These results demonstrate the 
appropriateness of the reanalysis data for flooding studies in 
Mediterranean poorly gauged catchments.

For EP with AP smaller than 10%, the two types of data 
are also similar, mainly for data higher than 10 mm/day, 
confirmed by an NS > 82% and R2 > 90%. However, the dif-
ference is considerable for values smaller than 1 mm/day, 
confirmed by the AP of 50%. This questions the use of rea-
nalysis data for drought studies in this region.

The estimated differences between the two rainfall types 
are probably due to the fact that the DGRE rainfall stations 

Table 3   Spatial variability 
description of observed rainfall 
and mixed PE (gridded data and 
observed data) of the Raghay 
catchment

a PE is calculated only for the common period of observation between rainfalls and runoffs
b Mean annual rainfalls (mm): the mean annual rainfalls calculated for the observed and CFSR rain gauges 
during the period of observation 1979–2008
c SD (σ) is the temporal standard deviation for annual rainfalls calculated for the observed and CFSR rain 
gauges during the period of observation 1979–2008
d Coefficient of variation (CV) is the temporal coefficient of variation for annual rainfalls calculated for the 
observed and CFSR rain gauges during the period of observation 1979–2008
e Mean annual PE (mm) is the mean annual PE calculated for the climatic stations, during 1990–2008
f SD (σ) is the temporal standard deviation for annual PE calculated for the climatic stations, during 1990–
2008
g Coefficient of variation (CV) is the temporal coefficient of variation for annual PE calculated for the cli-
matic stations, during 1990–2008

Rainfall (1979–2008) Potential evapotranspiration 
(1990–2008)a

Mean annual 
rainfallb (mm)

SDc (σ) Coefficient 
of variationd

Mean annual 
PEe (mm)

SDf (σ) Coef-
ficient of 
variationg

Chemtou Raouedet SM 446 124.96 27.99 – – –
Chemtou Ferme 417 133.55 31.95 – – –
Feija SM 967 265.35 27.42 – – –
Oued Mliz 497 142.46 28.63 – – –
Raghay Supérieur 508 163.57 32.14 – – –
Sraya Ecole 635 188.28 29.63 – – –
Jendouba climate station 381 97.81 25.67 1134 25.99 2.29
36481 857 193.99 22.62 1064 26.75 2.51
36484 723 166.95 23.09 1079 23.59 2.18
36488 636 154.97 24.35 1094 23.05 2.1
36784 826 177.26 21.45 1077 20.69 1.91
36788 746 164.86 22.09 1090 20.85 1.91
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are located quite far away from the CFSR grid points (22 
to 55 km), which can seriously affect CFSR efficiency in a 
mountainous area. Generally, reanalysis data overestimate 
rainfall data with about 20% compared to the observed ones 
in the study catchment. This difference is essentially caused 
by weak rainfall having values lesser than 1 mm/day. These 
results are coherent with the results obtained in other stud-
ies. According to Dile and Srinivasan (2014), there is no 
significant difference between the water balance simulation 
using conventional weather data and CFSR data, but the 
average annual rainfall from CFSR weather was higher than 
the annual rainfall from the conventional weather. Similarly, 
Fuka et al. (2014) affirmed that adding CFSR data to the 
suite of watershed modelling tools provides new opportuni-
ties for meeting the challenges of modelling in a watershed 
with scarce climate data.

To run the model, we used the PE derived from the six cli-
matic stations available in the study site with PE calculated 
from climate data provided by the climatic station of Jen-
douba in addition to five CFSR climatic reanalysis stations. 

For the rainfalls, we used the observed data provided from 
six rain gauges available for the Raghay catchment.

Rainfall–runoff modelling results comparison

The previously described model was implemented in the 
study area with two types of data schemes: firstly we run the 
RR model using distributed PE and rainfall, and secondly, 
using mean areal values of rainfall and PE, interpolated with 
the Thiessen interpolation method. We evaluated the two 
types of modelling implementations with a cross-validation 
split-sample test.

Impact of spatial distribution of PE and rainfall on model 
parameterization

For implementing the model, the parameters ds2(ds2 = 0) 
and K0(K0 = 0.7) were fixed. This last value was empirically 
deducted from the calibration of more than thirty catchments 
located in the south of France and having climate similarity 

Fig. 4   Ranked box-plot comparison between DGRE data and CFSR 
data. Five percentage of the recorded data: extremely high recorded 
rainfall values with a lower probability of appearance (extremely 
rainy days); 10% of the data: high or important recorded rainfall val-

ues (with a probability of appearance 10%); 50% of the data: rain-
fall with a medium probability off appearance; 70% and 95%: weak 
and extremely weak rainfall values: they represent dry days with no 
recorded rainfall having the highest probability of appearance)
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to the case study. The setting up of these two parameters is 
intended to make the calibration of the other parameters, 
such as S, ω, Sa/S and V0, more robust and in order to mini-
mize the run-time for the RR model.

When we calibrated the RR model for the two phases 
of the split-sample test, we obtained completely different 
values for all the parameters for the distributed and lumped 
modes.

As for the first step of the cross-validation procedure, 
the value of S for the distributed mode is 122.4 mm. For the 
lumped case, the S value is around 87.5 mm. The difference 
is also noticeable for the Sa/S, where we obtain 0.34 and 
0.56, respectively, for distributed and lumped modes. The 
ω parameter reaches 0.82 for the distributed mode and 0.53 
for the lumped one.

The value of the S parameter is directly related to the 
capacity of storage for the soil reservoir which depends on 
soil characteristics (depth, heterogeneity, porosity, hydraulic 
conductivity, subsurface dip, etc.). A physical interpretation 
would be considered to highlight S as the product of the soil 
depth by the average porosity on a vertical profile (in the 
case of dominant processes of the contributing area type). 
This parameter partially explains the runoff rate for each 
mesh when running the model in the distributed mode. How-
ever, for the lumped mode, S was calculated for a unique sin-
gle mesh. This can explain the differences in the parameter’s 
values between the two types of model implementations.

The Sa/S emphasis the proportion of initial losses in rela-
tion to the maximum capacity of the soil reservoir. Gener-
ally, the used value of this parameter is fixed to 0.3 (Michel 
et al. 2005). Nevertheless, we optimized this parameter in 
order to further highlight the differences in the parameteriza-
tion for the two model implementations. This optimization 
featured that the distributed mode yields a parameter value 
that is approximately similar to the presumed value. It allows 
concluding that the soil reservoir for the lumped mode lost 
most of its capacity at the beginning of the calibrated period 
P1.

The parameter ω reflects the delayed flow that results 
from the emptying of the upper soil profiles, and it must be 
calibrated on observed floods. This parameter can be linked 
to the base flow obtained after the end of the event. Accord-
ing to the values calibrated for this parameter for the two 
model implementations, it can be presumed that the dis-
tributed mode has the biggest fraction of the soil reservoir 
emptying to contribute to runoff. This leads to a predicted 
base flow that is higher as compared to the predictions with 
the lumped mode.

Similar results were obtained for the calibration of the 
second step of the split-sample test. Yet, the difference is 
more important, especially for the S parameter varying 
between 213 mm for the distributed mode and 71 mm for the 
lumped one. Nevertheless, the difference in the LR model 
for the two types of model implementations is impossible 

Fig. 5   Ranked exceedance 
probability comparison between 
DGRE data and CFSR data. 
Five percentage of the recorded 
data: extremely high recorded 
rainfall values with a lower 
probability of appearance 
(extremely rainy days); 10% 
of the data: high or important 
recorded rainfall values (with a 
probability of appearance 10%); 
50% of the data: rainfall with a 
medium probability off appear-
ance; 70% and 95%: weak and 
extremely weak rainfall values: 
they represent dry days with 
no recorded rainfall having the 
highest probability of appear-
ance)
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to quantify due to the difference in the used parameters. 
Regarding the lumped mode, the calibrated parameter is K1 
(mn), while for the distributed case it is V0 (m/s). The dif-
ferences may be partially related to the model identifiability 
(Gábor et al. 2017). The BLUE objective function for model 
optimization relies on the estimated initial parameters before 
running the model, which may cause errors.

For the distributed mode, there is no significant change 
in the calibrated V0 for the two phases of cross-validation 
with a value of 1.12 m/s for the first step and 0.95 m/s for 
the second step. Still, the difference is important when 
calibrating the parameter K1 for the lumped mode varying 
between 378 min for the first step of the cross-validation and 
1642 min for the second step. This difference highlights vari-
ation in the lag, illustrating that the needed time for the pro-
duced runoff to reach the outlet for P2 is higher than for P1.

Impact of spatial distribution of PE and rainfall on flow 
and water amount simulations

The first calibration during the cross-validation process 
shows that the two model implementations (spatially dis-
tributed and lumped) tend to underestimate the peak flow 
for some flash floods. This underestimation is about 30% 
compared to the observed peak flow for the two cases and 
about 19% as a difference in water amount for the distrib-
uted mode, while for the lumped one, the difference between 
predicted and observed water amounts is about 24%. Based 
on the accuracy parameters comparison, we can highlight a 
considerable difference between the two model implementa-
tions (cases 1 and 2).

For the first case, with a spatially distributed input data, 
the model gives a NS of 0.61 and a PBIAS of 19.3, which is 
considered as satisfactory. For the second case, with lumped 
input data, the modelling is considered unsatisfactory with 
an NS about 0.57 and a PBIAS of 28.1. The simulated and 
observed discharges are presented in Fig. 6. The summary 
of calibrated parameters and accuracy criteria for the two 
modelling schemes of the first step of the cross-validation 
test is summarized in Table 4.

For case 1, when using distributed climate input data, the 
NS is considered acceptable, but the RSR is smaller than 0.7 
and the PBIAS is almost unacceptable. Yet, all the accuracy 
parameters are unacceptable for case 2 when using lumped 
climatic data. This shows that the goodness of fit for the dis-
tributed model is better than for the lumped one. This inter-
pretation is reinforced by the direct comparison between the 
differences in peak flow and in water amount. This is much 
higher for the lumped implementation, reaching 45% as for 
the difference in water amount and 34% for the difference in 
peak flow. However, for the spatially distributed mode, the 
difference in water amount and in peak flow is, respectively, 
36 and 26%. This observation can be interpreted in terms of 

the difference between calibrated parameters, especially for 
the fraction causing the delayed runoff. This difference sug-
gests that the obtained parameters for the distributed mode 
are more realistic and represent better the hydrological pro-
cess in the Raghay catchment as compared to the lumped 
mode.

Another comparison is possible when using a graphical 
comparison matrix, the scattered plot matrix, comparing at 
the same time the observed and the simulated runoffs for 
the two cases. This comparison confirms that the distributed 
mode significantly yields better results, and it is considered 
as more efficient to predict runoff at the Raghay catchment 
for the validation of the first step of cross-validation proce-
dure (Fig. 7).

For the second phase of the split-sample test, we obtained 
similar results as for the first phase referring to the evalu-
ation criteria (Fig. 8). The distributed mode leads to lesser 
results than the one found for the calibration of the first step, 
even if the improvement is much smaller. We found different 
parameters for the calibration with lumped and distributed 
data using BLUE optimization. The slightly superior NS 
results obtained through the distributed mode are associ-
ated with a slight improvement of the other accuracy criteria 
for the calibration procedure as compared with the lumped 
mode implementation. These results can rely directly on the 
estimation of initial parameters for calibration, which can 
significantly improve the modelling optimization for the 
used objective function.

Our results show therefore that the distributed mode 
improves the model response for the Raghay catchment, 

Fig. 6   Comparison between the simulation of the distributed model 
(case 1) and the global model (case 2) with the observed runoff for 
the calibration of P1 (first stage of cross-validation calibration): zoom 
in the first year (September 1990 to August 1991)
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considering NS, where we obtained superior results for 
7% leading to a good NS. Nevertheless, the NS obtained 
for the lumped mode is only considered as acceptable 
according to Moriasi et  al. (2007). This difference in 
model responses can be linked to the fact that the model 
was calibrated and validated for the Raghay catchment for 

periods P1 and P2 having a completely different hydro-
climatic process.

For P1, going from September 1990 to August 1999, the 
High Valley of Medjerda basin went through a sequence of 
intense dry periods that marked the drought phenomena in 
the region (Bargaoui et al. 2008), with only nine important 

Table 4   Summary presentation 
of the calibrated parameters 
and accuracy criteria for the 
first step of the split-sample 
test of the two modelling 
implementations

Calibration on P1 Validation on P2

Distributed mode 
(case 1)

Global mode 
(case 2)

Distributed mode 
(case 1)

Global 
mode 
(case 2)

Calibrated parameters
S (mm) 122.4 87.5 – –
ω (dimensionless) 0.82 0.53 – –
ds2 (1/day) 0 0 – –
Sa/S (dimensionless) 0.34 0.56 – –
V0 (m/s) 1.12 1000 – –
K0 (dimensionless) 0.7 0 – –
K1 (mn) 0 378.8 – –
Evaluation criteria
NS 0.61 0.57 0.55 0.47
RMSE 7.36 7.62 10.43 11.45
RSR 0.48 0.59 0.61 0.74
PBIAS 19.27 28.1 26.7 46.8
EFF 0.15 0.38

Fig. 7   Scattered plot matrix of the observed versus simulated discharge with global and distributed models in Raghay catchment for the valida-
tion of the first part of split-sample test
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events mainly occurred in the autumn season. These events 
were recorded for the rain gauges located in the mountains 
and leading to important flash floods in the downstream 
parts, where no rainfall data were recorded. However, the 
data for P2 were pronounced with reciprocation of excep-
tional floods intermitted with intense dry periods. This 
period was marked by high spatial and temporal variability 
deducted from the hydro-climatic data, which yielded to note 
the impact of climate change in the southern Mediterranean 
region.

A more in-depth assessment is featured when examining 
the accuracy criteria for the two cases of model implemen-
tation (Table 5). For the spatially distributed model, all the 
accuracy parameters are considered good, with an NS equal 
to 0.61, an RSR below 0.6 and a PBIAS less than ± 0.15. 
These evaluation criteria are only considered satisfactory 
(NS < 0.6, PBIAS > ± 0.15, 0.6 < RSR < 0.7) for the lumped 
model. However, when comparing the differences in peak 
flow and water amount, the difference is trivial (less than 
5%). This result proves that the improvement of the model 
simulation given by the spatially distributed input is less sig-
nificant in this phase. This result is more detailed based on 
the scattered plot matrix, proving that the regression between 
the two types of simulation is considered as non-significant 
for this part of the cross-validation procedure (Fig. 9).

By comparing the results obtained for the two phases of 
split-sample test for the two modelling schemes, we deter-
mined the important added value for the distributed model 
compared with the global one. We demonstrated that using 
distributed data produces better results for the Raghay catch-
ment, on the basis of several statistical accuracy criteria and 
graphical comparison. This is consistent with the current 
state of the art in hydrological modelling. This result ties 

well but is less pronounced with previous hydrological stud-
ies within the Mediterranean catchments using the same 
platform for hydrological modelling (Tramblay et al. 2011; 
Coustau et al. 2012). The improvement in our study suggests 
that ATHYS generally performs better for distributed mod-
els than lumped ones. One of the possible explanations for 
the difference between our study and previous studies with 
ATHYS in Mediterranean catchments is mainly because the 
models implemented for these previous cases were event-
based with a finer time step and then the daily time step used 
in this research study. This kind of model implementations 
directly depends on the initial soil moisture for each event, 
an issue that does not appear in continuous RR models. Nev-
ertheless, because of the lack of a finer observed data for the 
studied catchment, we decided to not investigate an infra-
daily continuous modelling response.

Another possible explanation is that the hydrological 
process in Raghay catchment presents a significant fluctua-
tion between dry and wet spells. This fluctuation is clearly 
noticeable for the part P2 of the data where the effect of 
climate change was highly prevalent.

As for the time step selected for this case of study, we 
opted to use the daily hydro-climatic data. To confirm this 
choice, we calculated the tc through several formulas. We 
obtained a large difference between the obtained results, 
between 9 and 22 h, according to the used formula and to 

Fig. 8   Comparison between the simulation of the distributed model 
(case 1) and the global model (case 2) with the observed runoff for 
the calibration of P2 (second stage of cross-validation calibration): 
zoom in the last year (September 2007 to August 2008)

Table 5   Summary presentation of the calibrated parameters and accu-
racy criteria for the second step of the split-sample test of the two 
modelling implementations

Calibration on P2 Validation on P1

Distributed 
mode (case 
1)

Global 
mode (case 
2)

Distributed 
mode (case 
1)

Global 
mode 
(case 
2)

Parameters
S (mm) 213.6 71.7 – –
ω (dimension-

less)
1.31 1.86 – –

ds2 (1/day) 0 0 – –
Sa/S (dimen-

sionless)
0.18 0.28 – –

V0 (m/s) 0.95 1000 – –
K0 (dimension-

less)
0.7 0 – –

K1 (mn) 0 1642.4 – –
Evaluation 

criteria
NS 0.58 0.55 0.61 0.54
RMSE 9.72 10.19 7.2 7.8
RSR 0.60 0.62 0.59 0.67
PBIAS 24.2 30.4 14.1 19.1
EFF 0.32 0.12
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the estimated curve number. The obtained results are in 
concordance with the ones obtained by Fang et al. (2008), 
who used five different formulas to calculate the tc. The 
obtained values of tc are varying between 13 and 20 h for 
catchments with similar areas as for our case of study. The 
time of concentration of the catchment is thus less than 1 
day. However, the purpose of this paper was to demonstrate 
the added value of the spatial distribution of rainfall and 
potential evapotranspiration (PE) in the prediction of the 
discharge for a small Mediterranean catchment. The fact that 
the time of concentration is less than 1 day when using daily 
rainfall data is not a problem, provided the models when 
compared with the same time step of the input rainfalls: spa-
tially distributed or averaged rainfalls. Furthermore, the fact 
that the time of concentration is less than the time step of 
the input data makes that the model cannot retrieve accurate 
estimation of the flood dynamics. So it cannot be applied for 
hydrological applications such as flood forecasting, because 
the daily discharge could be much less that the instantaneous 
peak flow. But the model could be convenient for assessing 
water resources or hydrological budgets, which the daily 
discharges are convenient for.

We remark that for the two cases of modelling imple-
mentations, the RR model underestimates several impor-
tant floods occurring in the autumn season. For some cases, 
the lumped mode overestimates the base flow, especially in 
the validation of the two contrasted phases. However, the 

running time required by the lumped mode is much less than 
the time needed for the spatially distributed mode.

When comparing this research study with previous stud-
ies using the same time step, many studies claimed that the 
two model implementations were rather close. Brulebois 
et al. (2018) pointed out the same conclusion by obtain-
ing rather close results when tested over contrasted climate 
periods, with minor higher stability for the semi-distributed 
model. The partial improvement of model efficiency criteria 
was also assessed by Lobligeois et al. (2014), where they 
found for a large sample of tested floods and catchment that 
results were associated with the catchment characteristics. 
As discussed, the Raghay catchment presents some improve-
ments in terms of accuracy when using spatially distributed 
rainfall and PE data.

Impact of spatial distribution of PE and rainfall on the flow 
duration curve (FDC) at the Raghay catchment

Among the various indicators of runoff variability in 
watersheds, FDC of daily flow was assessed in this part to 
give a further comparison between distributed and lumped 
modes. The FDC represents the relationship between the 
magnitude and frequency of stream flows at the catchment 
discharge point when an adequate number of stream-flow 
observations are available (Botter et  al. 2008). These 
observations may have different time step of entries; 

Fig. 9   Scattered plot matrix of the observed versus simulated discharge with global and distributed models in Raghay catchment for the valida-
tion of the second part of split-sample test
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however, mean daily stream-flow values are generally used 
(Ganora et al. 2009). Due to their ability to give a simple 
and comprehensive graphical view of the overall historical 
variability of stream flows over the catchment, from floods 
to low flows, empirical FDCs are widely used to represent 
the runoff regime in several water-related studies (Pug-
liese et al. 2014; Castellarin et al. 2004). We can virtu-
ally arrange the flow percentiles into three different ranks 
with different intervals of FDC: high flow for the segment 
between 0 and 10% of time flow equal or exceeded, median 
flows (segment between 10 and 50%) and low flows (seg-
ment between 50 and 100%).

The 9-year FDC obtained for the validation of the first 
step of the split-sample test highlights a large difference 
between the two modelling cases (Fig. 10). For the seg-
ment with values below 10%, there is a large resemblance 
for the two cases compared with the observed FDC, with 
a slight preference to the distributed mode. However, the 
difference is quite considerable for the two segments of 
median flows and low flows, respectively (10–50%) and 
(50–100%). Overall, the distributed mode gives better pre-
dicted FDC than the one predicted for the lumped mode 
for the first step of cross-validation.

Concerning the 9-year FDC obtained for the valida-
tion of the second step of the split-sample test, there is 
no significant difference between the two modelling cases 
having almost the same slope (Fig. 11). This is elucidated 
in “Impact of spatial distribution of PE and rainfall on 
flow and water amount simulations” section, proving that 
for the second validation, the difference between the two 
cases is not significant. Compared to the observed FDC, 
the difference between the two cases is based on medium 
and low flows, while the probability of high flows remains 
the same as for the first validation.

PE and rainfall spatial distribution global impact 
on flood simulation

In this section, the global impact is assessed based on the 
EFF, detailed in “Cross-validation procedure and perfor-
mance evaluation” section. This criterion compares the 
simulated runoffs of distributed and lumped modes at the 
same time with the observed ones.

For the first validation, the EFF, about 0.38 which is much 
greater than 0, proves that the model simulation shows pro-
gress using spatially distributed input. However, this dif-
ference is less significant for the validation of the second 
phase of cross-validation, where the EFF is less than the 
one found in the validation of the first stage (0.12), yet, still 
higher than 0 confirming then the positive consequence for 
the use of distributed input data on model efficiency at the 
Raghay catchment. In order to additionally investigate the 
origins of the differences between the values of the EFF, 
we calculated the mean annual values, σ and CV, for annual 
input values of rainfalls and PE which are introduced to run 
the model, separately for the two periods of the data, P1 
and P2. These mean annual temporal descriptive statistics 
were calculated for the contrasted durations of 9 years each 
and for all the spatially distant stations demonstrate a large 
spatial and temporal variability mainly noticed through 
the CV. This coefficient presents a noticeable difference 
during P2 for the rainfalls of the six rain gauges, varying 
between 17.6 and 34.21%, where during P1, it fluctuates 
between 23 and 34.7% (Table 6). For the PE, CV is around 
2% for the two parts P1 and P2 and for all the climatic sta-
tions since the spatial and temporal variability of the mean 
annual temperature is not really consistent in the studied 
catchment. However, using spatially distributed data has 
slightly improved the modelling results. The SPI has been 
also used as an index to assess the climate variability for 
the different rain gauges in the Raghay over the contrasted 

Fig. 10   Nine-year FDC simulation comparison between lumped and 
distributed modes at the Raghay for the validation of the first step of 
cross-validation test (validation on P2)

Fig. 11   Nine-year FDC simulation comparison between lumped and 
distributed modes at the Raghay for the validation of the second step 
of cross-validation test (validation on P1)
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periods. During P1, the SPI shows very similar variations 
for all the rain gauges with only small differences in terms 
of drought amplitude, varying between severe humidity 
and severe drought. Nevertheless, during P2, the variability 
in the SPI calculated between the different rain gauges is 
really spectacular fluctuating between extreme drought and 
extreme humidity (Fig. 12). The variability in the SPI during 
P2 reflects the large variability in the rainfalls. This vari-
ability can be explained by different possible origins mainly 
through the marked climate change impacts in the two last 
decades where its effects were strengthened by the important 
difference in altitudes and slopes over the Raghay.

Conclusions

In this paper, we assessed the performance of the SCS–SMA 
LR model with the PE integration, from ATHYS platform. 
We implemented the conceptual daily continuous model in 
the Raghay catchment with two different types of imple-
mentations: once in a fully spatially distributed mode (case 
1) by using spatially distributed rainfall and PE, and once 
in a lumped mode using Thiessen-interpolated PE and rain-
fall (case 2). The used model requires a few numbers of 

parameters to be calibrated letting for simple and efficient 
modelling phases.

In order to reinforce and to fill in the gaps for the PE 
data required to run the model in the spatially distributed 
mode for the studied catchment, we integrated CFSR data 
in addition to the observed PE provided from one observed 
climatic station, and the observed rainfalls recorded on the 
level of six rain gauges.

A cross-validation procedure was implemented on the 
two equal parts of the hydro-climatic data (P1 and P2) for 
the two modelling cases. The main conclusions that can be 
drawn for the validation of the first and second phases of the 
split-sample test is that the RR model presents a slight pref-
erence to the spatially distributed implementations, on the 
basis of different model accuracy criteria (NS, RSR, RMSE, 
PBIAS and EFF) which are performing less good in the 
lumped mode. However, this improvement is not important, 
especially for the NS accuracy criterion, which is presenting 
a difference that does not exceed 7%, for the calibration and 
for the validation of the part P2 of the data.

To further investigate the two modelling cases response, 
we integrated graphical and statistical comparisons, 
such as the scattered plot matrix showing the difference 
between observed and simulated runoffs for the two cases, 
and the 9-year duration FDCs for the two cases of model 

Table 6   Observed rainfall and 
mixed PE (gridded data and 
observed data) used to run the 
model in the Raghay catchment 
for the cross-validation periods 
P1 (1990–1999) and P2 
(1999–2008)

a P1: the part of the data with a duration of 9 years, going from September 1990 to August 1999
b P2: the part of the data with a duration of 9 years, going from September 1999 until August 2008
c Mean annual (mm): the mean annual rainfalls and PE calculated, respectively, for the observed rain 
gauges and the climatic stations, during P1 and P2 separately
d SD (σ) is the temporal standard deviation for annual rainfalls and PE calculated, respectively, for the 
observed rain gauges and for the climatic stations, during P1 and P2 separately
e Coefficient of variation (CV) is the temporal coefficient of variation for annual rainfalls and PE calculated, 
respectively, for the observed rain gauges and for the climatic stations, during P1 and P2 separately

Mean annual (mm)c SD (σ)d Coefficient of 
variatione

P1a P2b P1 P2 P1 P2

Rainfall
Chemtou Raouedet SM 472.99 453.27 145.82 148.55 30.83 32.77
Chemtou Ferme 466.69 452.35 162.09 136.31 34.73 30.13
Feija SM 930.92 844.37 221.74 148.58 23.82 17.60
Oued Mliz 505.04 525.69 160.04 170.94 31.69 32.52
Raghay Supérieur 522.22 557.89 174.92 190.86 33.50 34.21
Sraya Ecole 654.22 540.61 160.25 181.54 24.49 33.58
Potential evapotranspiration
Jendouba climate station 1135.18 1133.00 30.1 22.95 2.65 2.03
36481 1052.10 1077.78 25.25 22.64 2.40 2.10
36484 1070.01 1088.14 24.76 19.62 2.31 1.80
36488 1085.93 1104.02 24.31 18.84 2.24 1.71
36784 1069.93 1085.15 21.17 18.21 1.98 1.68
36788 1083.23 1097.92 21.63 18.31 2.00 1.67
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implementations, which were leading to prove the same 
results found on the basis of the goodness-of-fit criteria.

These findings confirm that according to the validation 
of the second step of the cross-validation procedure, the 
improvement of the model simulation given by the spa-
tially distributed input is less significant in this phase, with 
an EFF = 0.12 as compared to EFF = 0.38 for the validation 
of the first stage. Nevertheless, these criteria cast the need 
to use of spatially distributed data because it is higher than 
0. Statistical descriptive indexes were calculated for the 
input data over the contrasted periods, P1 and P2, in an 
attempt to explain by climate reasoning the obtained dif-
ference in the EFF through the cross-validation procedure. 
These statistical coefficients reinforced the large spatial 
and temporal variability in the rainfalls for the second part 
of the data, P2. The SPI also confirmed this assumption 
when giving a large variability in its values for the differ-
ent rain gauges as for the same period, P2.

Based on the analyses and the results reported in this 
study, it can be concluded that spatially distributed rain-
fall and PE increase the efficiency of the model in the 
Raghay catchment. However, this improvement is less 
important for the second half part of the data, P2, used 
in this comparison study. The interest of the spatial dis-
tribution of rainfalls and PE depends on the spatial and 
temporal variability of climate data over the catchment. 
This spatial and temporal variability is mainly controlled 
by the large variability in the altitudes and the slopes over 

the catchment coupled with the present impact of climate 
change assessed in recent decades.

Future research should consider the potential effects of 
other types of models presented in the ATHYS platform 
more carefully. For example, the main issue when trying to 
compare accuracy between models having a different num-
ber of input parameters (i.e. conceptual based versus physi-
cally based model implementations in the ATHYS platform), 
we have to refer to other accuracy criteria linking between 
the number of model parameters and the goodness of fit, in 
order to evaluate the model efficiency. The goodness-of-fit 
criteria give only a partial understanding of model perfor-
mance that should be completed with an additional parsi-
mony analysis. This is an issue for future research to explore.

It could be also with great importance to apply the same 
methodology for other catchments situated in the Medjerda 
basin in Tunisia. However, the availability of distributed 
climate data needed to calculate PE remains the main chal-
lenge for Tunisian catchments. Further simplifications may 
be possible by using a unique PE for each catchment, based 
on the assumption that the NS rarely exceeds 1% when using 
spatially distributed PE.

We believed that apart from looking for model responses 
in the actual conditions, it would be an objective for future 
studies to investigate how different these two models will 
produce the projected hydrological process for the studied 
catchment under different climate change scenarios’ projec-
tions. This will aim to replicate the differences in the results 

Fig. 12   Comparison between 
the SPI 12 index calculated for 
the six rain gauges during P1 
and P2 in the Raghay catchment
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of the two model schemes regardless of their complexity. 
Future investigations are necessary to summarize this kind 
of comparisons.

Acknowledgements  This research was realized at the Sustainable 
Management of Water and Soil Resources (UR17AGR03). The authors 
received funding from the project ‘Adaptation of water resources 
management in the Medjerda watershed to the challenges of climate 
change’ through the project 11—axis 2 of the Wallonia Brussels Inter-
national Grant No. (Aso/CFo/Tunisie/15.1218/cf) and Tunisia Joint 
Commission 2016–2018. Moreover, part of this research study was 
accomplished in the Laboratory of HydroSciences in Montpellier with 
the funding of mobility program provided by the Ministry of Higher 
Education and Scientific Research in Tunisia. Authors also would like 
to thank the Tunisian General Directorate of Water Resources (DGRE) 
for providing conventional data for the study area. Finally, the authors 
would like to express their gratitude for the anonymous reviewers of 
this paper.

Compliance with ethical standards 

Conflict of interest  On behalf of all authors, the corresponding author 
states that there is no conflict of interest.

References

Ajami NK, Gupta H, Wagener T, Sorooshian S (2004) Calibration 
of a semi-distributed hydrologic model for streamflow estima-
tion along a river system. J Hydrol 298:112–135. https​://doi.
org/10.1016/J.JHYDR​OL.2004.03.033

Andréassian V, Oddos A, Michel C, Anctil F, Perrin C, Loumagne 
C (2004) Impact of spatial aggregation of inputs and param-
eters on the efficiency of rainfall–runoff models: a theoretical 
study using chimera watersheds. Water Resour Res. https​://doi.
org/10.1029/2003W​R0028​54

Apip Sayama T, Tachikawa Y, Takara K (2012) Spatial lumping of a 
distributed rainfall–sediment–runoff model and its effective lump-
ing scale. Hydrol Process 26:855–871. https​://doi.org/10.1002/
hyp.8300

Bao H, Wang L, Zhang K, Li Z, Wang L (2017) Application of a devel-
oped distributed hydrological model based on the mixed runoff 
generation model and 2D kinematic wave flow routing model for 
better flood forecasting. Atmos Sci Lett 18:284–293. https​://doi.
org/10.1002/asl.754

Bargaoui Z, Hamouda D, Houcine A (2008) Modélisation pluie-débit 
et classification hydroclimatique. Rev des Sci l’eau 21:233–245. 
https​://doi.org/10.7202/01846​8ar

Bentura PLF, Michel C (1997) Flood routing in a wide channel with 
a quadratic lag-and-route method. Hydrol Sci J 42(2):169–189

Botter G, Zanardo S, Porporato A, Rodriguez-Iturbe I, Rinaldo A 
(2008) Ecohydrological model of flow duration curves and annual 
minima. Water Resour Res. https​://doi.org/10.1029/2008W​R0068​
14

Bouvier C, Marchandise A, Brunet P, Crespy A (2008) Un modèle 
pluie-débit distribué événementiel parcimonieux pour la prédéter-
mination et la prévision des crues éclair en zone méditerranéenne. 
Application au bassin du Gardon d’Anduze. IWRA congress 2008, 
p 10. https​://www.iwra.org/congr​ess/2008/resou​rce/autho​rs/abs81​
1_artic​le.pdf. Accessed 23 June 2018

Bouvier C, Crespy A, L’Aour-Dufour A, Crès FN, Desclaux F, March-
andise A (2013) Distributed hydrological modeling—the ATHYS 
platform. Modeling software. Wiley, Hoboken, pp 83–100

Breuer L, Huisman JA, Willems P, Bormann H, Bronstert A, Croke 
B, Frede H, Gräff T, Hubrechts L, Jakeman A, Kite G, Lanini J, 
Leavesley G, Lettenmaier D, Lindström G, Seibert J, Sivapalan 
M, Viney N (2009) Assessing the impact of land use change on 
hydrology by ensemble modeling (LUCHEM). I: model intercom-
parison with current land use. Adv Water Resour 32:129–146. 
https​://doi.org/10.1016/j.advwa​tres.2008.10.003

Brocca L, Melone F, Moramarco T, Wagner W, Naeimi V, Bartalis 
Z, Hasenauer S (2010) Improving runoff prediction through the 
assimilation of the ASCAT soil moisture product. Earth Syst Sci 
145194:1881–1893. https​://doi.org/10.5194/hess-14-1881-2010

Brulebois E, Ubertosi M, Castel T, Richard Y, Sauvage S, Sanchez 
Perez JM, Le Moine N, Amiotte-Suchet P (2018) Robustness 
and performance of semi-distributed (SWAT) and global (GR4J) 
hydrological models throughout an observed climatic shift over 
contrasted French watersheds. Open Water J 5(1):41–56. https​://
schol​arsar​chive​.byu.edu/openw​ater/vol5/iss1/4

Castellarin A, Galeati G, Brandimarte L, Montanari A, Brath A 
(2004) Regional flow-duration curves: reliability for ungauged 
basins. Adv Water Resour. https​://doi.org/10.1016/j.advwa​
tres.2004.08.005

Coustau M, Bouvier C, Borrell-Estupina V, Jourde H (2012) Flood 
modelling with a distributed event-based parsimonious rainfall–
runoff model: case of the karstic Lez river catchment. Nat Haz-
ards Earth Syst Sci 12:1119–1133. https​://doi.org/10.5194/nhess​
-12-1119-2012

Dakhlaoui H, Ruelland D, Tramblay Y, Bargaoui Z (2017) Evaluating 
the robustness of conceptual rainfall–runoff models under climate 
variability in northern Tunisia. J Hydrol 550:201–217. https​://doi.
org/10.1016/J.JHYDR​OL.2017.04.032

Dile YT, Srinivasan R (2014) Evaluation of CFSR climate data for 
hydrologic prediction in data-scarce watersheds: an application 
in the blue nile river basin. J Am Water Resour Assoc 50:1226–
1241. https​://doi.org/10.1111/jawr.12182​

Duan Q, Gupta HV, Sorooshian S, Rousseau A, Turcotte R (2003) 
Calibration of watershed models. American Geophysical Union, 
Washington

Fang X, Thompson DB, Cleveland TG et al (2008) Time of concentra-
tion estimated using watershed parameters determined by auto-
mated and manual methods. J Irrig Drain Eng 134:202–211. https​
://doi.org/10.1061/(ASCE)0733-9437(2008)134:2(202)

Fuka DR, Walter MT, Macalister C, Degaetano A, Steenhuis T, Easton 
Z (2014) Using the climate forecast system reanalysis as weather 
input data for watershed models. Hydrol Process. https​://doi.
org/10.1002/hyp.10073​

Gábor A, Villaverde AF, Banga JR (2017) Parameter identifiability 
analysis and visualization in large-scale kinetic models of bio-
systems. BMC Syst Biol 11:54. https​://doi.org/10.1186/s1291​
8-017-0428-y

Gader K, Gara A, Slimani M, Mahjoub MR (2015) Study of spatio-
temporal variability of the maximum daily rainfall. In: 2015 6th 
International conference on modeling, simulation, and applied 
optimization (ICMSAO). IEEE, pp 1–6

Ganora D, Claps P, Laio F, Viglione A (2009) An approach to estimate 
nonparametric flow duration curves in ungauged basins. Water 
Resour Res. https​://doi.org/10.1029/2008W​R0074​72

Gara A, Gader K, Bergaoui M, Mahjoub MR (2015) Assessment of 
the hydrological response of the watershed through a distributed 
physically-based modeling for extreme events: application in the 
Raghay catchment (Medjerda) (Northern Tunisia). In: 6th interna-
tional conference on modeling, simulation, and applied optimiza-
tion, ICMSAO 2015. IEEE, pp 1–6

Ghorbel A (1976) Etude hydrologique de l’oued Rarai. 26
Hawkins RH (1993) Asymptotic determination of runoff curve numbers 

from data. J Irrig Drain Eng 119:334–345. https​://doi.org/10.1061/
(ASCE)0733-9437(1993)119:2(334)

https://doi.org/10.1016/J.JHYDROL.2004.03.033
https://doi.org/10.1016/J.JHYDROL.2004.03.033
https://doi.org/10.1029/2003WR002854
https://doi.org/10.1029/2003WR002854
https://doi.org/10.1002/hyp.8300
https://doi.org/10.1002/hyp.8300
https://doi.org/10.1002/asl.754
https://doi.org/10.1002/asl.754
https://doi.org/10.7202/018468ar
https://doi.org/10.1029/2008WR006814
https://doi.org/10.1029/2008WR006814
https://www.iwra.org/congress/2008/resource/authors/abs811_article.pdf
https://www.iwra.org/congress/2008/resource/authors/abs811_article.pdf
https://doi.org/10.1016/j.advwatres.2008.10.003
https://doi.org/10.5194/hess-14-1881-2010
https://scholarsarchive.byu.edu/openwater/vol5/iss1/4
https://scholarsarchive.byu.edu/openwater/vol5/iss1/4
https://doi.org/10.1016/j.advwatres.2004.08.005
https://doi.org/10.1016/j.advwatres.2004.08.005
https://doi.org/10.5194/nhess-12-1119-2012
https://doi.org/10.5194/nhess-12-1119-2012
https://doi.org/10.1016/J.JHYDROL.2017.04.032
https://doi.org/10.1016/J.JHYDROL.2017.04.032
https://doi.org/10.1111/jawr.12182
https://doi.org/10.1061/(ASCE)0733-9437(2008)134:2(202)
https://doi.org/10.1061/(ASCE)0733-9437(2008)134:2(202)
https://doi.org/10.1002/hyp.10073
https://doi.org/10.1002/hyp.10073
https://doi.org/10.1186/s12918-017-0428-y
https://doi.org/10.1186/s12918-017-0428-y
https://doi.org/10.1029/2008WR007472
https://doi.org/10.1061/(ASCE)0733-9437(1993)119:2(334)
https://doi.org/10.1061/(ASCE)0733-9437(1993)119:2(334)


153Acta Geophysica (2020) 68:133–153	

1 3

Henderson CR (1975) Best linear unbiased estimation and predic-
tion under a selection model. Biometrics 31:423. https​://doi.
org/10.2307/25294​30

Ibrahim B, Wisser D, Barry B, Fowe T, Aduna A (2015) Hydrological 
predictions for small ungauged watersheds in the Sudanian zone 
of the Volta basin in West Africa. J Hydrol Reg Stud 4:386–397. 
https​://doi.org/10.1016/J.EJRH.2015.07.007

Khakbaz B, Imam B, Hsu K, Sorooshian S (2012) From lumped to 
distributed via semi-distributed: calibration strategies for semi-
distributed hydrologic models. J Hydrol 418–419:61–77. https​://
doi.org/10.1016/J.JHYDR​OL.2009.02.021

Klemeš V (1986) Operational testing of hydrological simulation mod-
els. Hydrol Sci J. https​://doi.org/10.1080/02626​66860​94910​24

Koren V, Zhang Z, Zhang Y, Reed SM, Cui Z, Moreda F, Cosgrove 
BA, Mizukami N, Anderson EA (2012) Results of the DMIP 2 
Oklahoma experiments. J Hydrol 418–419:17–48. https​://doi.
org/10.1016/J.JHYDR​OL.2011.08.056

Lewis D, Singer MJ, Tate KW (2000) Applicability of SCS curve 
number method for a California oak woodlands watershed. J Soil 
Water Conserv 55:226–230

Liu X, Li J (2008) Application of SCS model in estimation of runoff 
from small watershed in Loess Plateau of China. Chin Geogr Sci 
18:235. https​://doi.org/10.1007/s1176​9-008-0235-x

Lobligeois F, Andréassian V, Perrin C, Tabary P, Loumagne C (2014) 
When does higher spatial resolution rainfall information improve 
streamflow simulation? An evaluation using 3620 flood events. 
Hydrol Earth Syst Sci 18:575–594. https​://doi.org/10.5194/
hess-18-575-2014

Ludwig R, Roson R, Zografos C, Kallis G (2011) Towards an inter-
disciplinary research agenda on climate change, water and secu-
rity in Southern Europe and neighboring countries. Environ Sci 
Policy. https​://doi.org/10.1016/j.envsc​i.2011.04.003

Mckee TB, Doesken NJ, Kleist J (1993) The relationship of drought 
frequency and duration to time scales. In: Eighth conference on 
applied climatology, pp 179–184

Michel C, Andréassian V, Perrin C (2005) Soil conservation ser-
vice curve number method: How to mend a wrong soil mois-
ture accounting procedure? Water Resour Res. https​://doi.
org/10.1029/2004w​r0031​91

Mishra SK, Singh VP, Sansalone JJ, Aravamuthan V (2003) A Modi-
fied SCS-CN Method: characterization and Testing. Water Resour 
Manag 17:37–68. https​://doi.org/10.1023/A:10230​99005​944

Moriasi DN, Arnold JG, Van Liew MW, Bingner R, Harmel R, Veith T 
(2007) Model evaluation guidelines for systematic quantification 
of accuracy in watershed simulations. Trans ASABE 50:885–900

Nash JE, Sutcliffe JV (1970) River flow forecasting through conceptual 
models part I—a discussion of principles. J Hydrol 10:282–290. 
https​://doi.org/10.1016/0022-1694(70)90255​-6

Oudin L, Hervieu F, Michel C, Perrin C, Andréassian V, Anctil F, 
Loumagne C (2005) Which potential evapotranspiration input 
for a lumped rainfall–runoff model? Part 2—towards a simple 
and efficient potential evapotranspiration model for rainfall–run-
off modelling. J Hydrol 303:290–306. https​://doi.org/10.1016/J.
JHYDR​OL.2004.08.026

Oudin L, Andréassian V, Perrin C, Michel C, Le Moine N (2008) 
Spatial proximity, physical similarity, regression and ungaged 
catchments: a comparison of regionalization approaches based 
on 913 French catchments. Water Resour Res. https​://doi.
org/10.1029/2007W​R0062​40

Pugliese A, Castellarin A, Brath A (2014) Geostatistical predic-
tion of flow-duration curves in an index-flow framework. 

Hydrol Earth Syst Sci 18:3801–3816. https​://doi.org/10.5194/
hess-18-3801-2014

Roth V, Lemann T (2016) Comparing CFSR and conventional weather 
data for discharge and soil loss modelling with SWAT in small 
catchments in the Ethiopian Highlands. Hydrol Earth Syst Sci 
20:921–934. https​://doi.org/10.5194/hess-20-921-2016

Saha S, Moorthi S, Pan HL, Wu X, Wang J, Nadiga S, Tripp P, Kistler 
R, Woollen J, Behringer D, Liu H, Stokes D, Grumbine R, Gayno 
G, Wang J, Hou Y, Chuang H, Juang H, Sela J, Iredell M, Treadon 
R, Kleist D, Van Delst P, Keyser D, Derber J, Ek M, Meng J, Wei 
H, Yang R, Lord S, van den Dool H, Kumar A, Wang W, Long 
C, Chelliah M, Xue Y, Huang B, Schemm J, Ebisuzaki W, Lin R, 
Xie P, Chen M, Zhou S, Higgins W, Zou C, Liu Q, Chen Y, Han 
Y, Cucurull L, Reynolds R, Rutledge G, Goldberg M (2010) The 
NCEP climate forecast system reanalysis. Bull Am Meteorol Soc 
91:1015–1058. https​://doi.org/10.1175/2010B​AMS30​01.1

Sangati M, Borga M (2009) Influence of rainfall spatial resolution on 
flash flood modelling. Nat Hazards Earth Syst Sci 9:575–584

Schuol J, Abbaspour KC, Yang H, Srinivasan R, Zehnder A (2008) 
Modeling blue and green water availability in Africa. Water 
Resour Res. https​://doi.org/10.1029/2007W​R0066​09

Sellami H, La Jeunesse I, Benabdallah S, Vanclooster M (2013) 
Parameter and rating curve uncertainty propagation analysis of 
the SWAT model for two small Mediterranean catchments. Hydrol 
Sci J. https​://doi.org/10.1080/02626​667.2013.83722​2

Sherman J, Morrison WJ (1950) Adjustment of an inverse matrix cor-
responding to a change in one element of a given matrix. Ann 
Math Stat 21:124–127

Singh J, Knapp HV, Demissie M (2005) Hydrologic modeling 
of the Iroquois river watershed using HSPF and SWAT. 
J Am Water Resour Assoc 41(2):343–360. https​://doi.
org/10.1111/j.1752-1688.2005.tb037​40.x

Tegegne G, Park DK, Kim Y-O (2017) Comparison of hydrological 
models for the assessment of water resources in a data-scarce 
region, the Upper Blue Nile River Basin. J Hydrol Reg Stud 
14:49–66. https​://doi.org/10.1016/J.EJRH.2017.10.002

Tolera M, Chung I-M, Chang S (2018) Evaluation of the climate 
forecast system reanalysis weather data for watershed modeling 
in Upper Awash Basin. Ethiopia. Water 10:725. https​://doi.
org/10.3390/w1006​0725

Tramblay Y, Bouvier C, Ayral P-A, Marchandise A (2011) Impact of 
rainfall spatial distribution on rainfall–runoff modelling efficiency 
and initial soil moisture conditions estimation. Nat Hazards Earth 
Syst Sci 11:157–170. https​://doi.org/10.5194/nhess​-11-157-2011

Vansteenkiste T, Tavakoli M, Van Steenbergen N, De Smedt F, Bate-
laan O, Pereira F, Willems P (2014) Intercomparison of five 
lumped and distributed models for catchment runoff and extreme 
flow simulation. J Hydrol 511:335–349. https​://doi.org/10.1016/J.
JHYDR​OL.2014.01.050

Wöhling T, Samaniego L, Kumar R (2013) Evaluating multiple per-
formance criteria to calibrate the distributed hydrological model 
of the upper Neckar catchment. Environ Earth Sci 69:453–468. 
https​://doi.org/10.1007/s1266​5-013-2306-2

Zhang Q, Heiner K, Holmgren K (2013) How well do reanalyses rep-
resent the southern African precipitation? Clim Dyn. https​://doi.
org/10.1007/s0038​2-012-1423-z

Zkhiri W, Tramblay Y, Hanich L et al (2019) Spatiotemporal char-
acterization of current and future droughts in the High Atlas 
basins (Morocco). Theor Appl Climatol 135:593–605. https​://
doi.org/10.1007/s0070​4-018-2388-6

https://doi.org/10.2307/2529430
https://doi.org/10.2307/2529430
https://doi.org/10.1016/J.EJRH.2015.07.007
https://doi.org/10.1016/J.JHYDROL.2009.02.021
https://doi.org/10.1016/J.JHYDROL.2009.02.021
https://doi.org/10.1080/02626668609491024
https://doi.org/10.1016/J.JHYDROL.2011.08.056
https://doi.org/10.1016/J.JHYDROL.2011.08.056
https://doi.org/10.1007/s11769-008-0235-x
https://doi.org/10.5194/hess-18-575-2014
https://doi.org/10.5194/hess-18-575-2014
https://doi.org/10.1016/j.envsci.2011.04.003
https://doi.org/10.1029/2004wr003191
https://doi.org/10.1029/2004wr003191
https://doi.org/10.1023/A:1023099005944
https://doi.org/10.1016/0022-1694(70)90255-6
https://doi.org/10.1016/J.JHYDROL.2004.08.026
https://doi.org/10.1016/J.JHYDROL.2004.08.026
https://doi.org/10.1029/2007WR006240
https://doi.org/10.1029/2007WR006240
https://doi.org/10.5194/hess-18-3801-2014
https://doi.org/10.5194/hess-18-3801-2014
https://doi.org/10.5194/hess-20-921-2016
https://doi.org/10.1175/2010BAMS3001.1
https://doi.org/10.1029/2007WR006609
https://doi.org/10.1080/02626667.2013.837222
https://doi.org/10.1111/j.1752-1688.2005.tb03740.x
https://doi.org/10.1111/j.1752-1688.2005.tb03740.x
https://doi.org/10.1016/J.EJRH.2017.10.002
https://doi.org/10.3390/w10060725
https://doi.org/10.3390/w10060725
https://doi.org/10.5194/nhess-11-157-2011
https://doi.org/10.1016/J.JHYDROL.2014.01.050
https://doi.org/10.1016/J.JHYDROL.2014.01.050
https://doi.org/10.1007/s12665-013-2306-2
https://doi.org/10.1007/s00382-012-1423-z
https://doi.org/10.1007/s00382-012-1423-z
https://doi.org/10.1007/s00704-018-2388-6
https://doi.org/10.1007/s00704-018-2388-6


Vol.:(0123456789)1 3

Acta Geophysica (2020) 68:155–165 
https://doi.org/10.1007/s11600-019-00382-3

RESEARCH ARTICLE - HYDROLOGY

Estimation of groundwater potential using GIS modeling in Kohistan 
region Jamshoro district, Southern Indus basin, Sindh, Pakistan (a case 
study)

Aneela Memon1,2   · Kamran Ansari1 · Abdul Ghani Soomro1,2 · Muhammad Afzal Jamali3 · Babar Naeem1 · 
Arshad Ashraf2

Received: 24 May 2019 / Accepted: 25 October 2019 / Published online: 8 November 2019 
© Institute of Geophysics, Polish Academy of Sciences & Polish Academy of Sciences 2019

Abstract
The subsurface groundwater potential was calculated through the Geographic Information System (GIS) tool in district 
Jamshoro, Sindh, Pakistan; research was carried out in the vulnerable and arid climatic regions of the study area, which 
experienced unpredictable droughts and extreme floods. The primary recharging source of the aquifer is rainfall only in 
monsoon season from July to September. The current situation of water resources is critical in the region; in the present 
research work, two principal groundwater aquifers were encountered present in lithology of Laki formation mostly in sand 
and gravel lithology, which are shallow and deep aquifers. The GIS has been employed as a preservative tool to estimate 
groundwater potential. The estimated groundwater potential was 29,330.22 million cubic meter (MCM) under the monitor-
ing area of 3207.25 square kilometers (km2); thus, the volume of groundwater was 9.14 MCM/km2 in the selected cluster 
zone of the study area. It is realized that using a GIS tool combats the susceptible situation and shows authenticated results 
of groundwater potential.

Keywords  Groundwater potential · Lithology · Stratigraphy · GIS · Water resources

Introduction

Water is one of the most vital natural sources for survival 
on the earth and a precious commodity for human develop-
ment. Fresh water in abundant volume is readily available 
in the subsurface of the earth. A gradual increase in the 
population leads to more water demand for agriculture and 
economic activities in the last three decades (Murasingh and 
Jha 2013). However, groundwater is perceived as one of the 
most significant and reliable fresh sources of water globally 

(Todd and Mays 2004), which contributes about 0.61% in 
the world (Fetter 1980).

Pakistan faces water scarcity problem in the last decades 
due to increased water demand. The condition of the country 
becomes worst by the influence of many factors such as the 
growing trend of population, climate change, unauthorized, 
and unjustified use of water resources (Sadaf et al. 2019). 
In the present scenario, the water availability is less than 
1000 m3/capita/year, which is projected to decrease up to 
837 m3/capita/year by December 2025 (Gardner-Outlaw and 
Engelman 2019). The increasing population rate, boosting 
urbanization, and industrializations would be more challeng-
ing, which lead to the land degradation, demand of more 
water resources, and threaten food security. The current sce-
nario of the country is more problematic and complicated. 
Thus, over-exploiting groundwater leads to negative impacts 
on water resources. The need for water resources manage-
ment for sustainable development is the most important, 
especially in the arid areas of Pakistan, which depends on 
precipitation.

Pakistan depends on the groundwater as a secondary 
source of irrigation; 90% of total cereal are produced under 
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groundwater-based irrigation. Over and unjustified pumping 
of groundwater is a direct threat to the increasing population 
of the country. The supply and recharge of groundwater are 
the major challenging issues (Qureshi 2018).

The southwest hilly tract of Jamshoro district, Sindh 
province, is one of the significant drought prone and arid 
regions, well known is lower Kohistan. The area experienced 
historic extreme floods and droughts. The agriculture and 
livelihood depend on the hill torrents (Spate, Ephemeral 
River, rod-K, Nai) that carry the maximum runoff and feed 
the lands for agricultural purposes, which is the primary 
recharging source of shallow aquifers.

Since the last two decades, globally, numerous research 
experimentations have been carried out to estimate the 
groundwater yield (Muchingami et al. 2012; Redhaounia 
et al. 2016; Singh et al. 2019; Kalhor et al. 2019; Varua 
et al. 2018). Remote sensing (RS) and Geographic Informa-
tion System (GIS) are capable techniques for sustainable 
development of underlying groundwater assets, particularly 
for the countries which lack data. A GIS can be utilized 
successfully for this reason to consolidate extraordinary 
hydrogeological themes and can examine the groundwater 
potential in the specific cluster or on a regional scale (Shahid 
et al. 2000). The use of GIS tool in investigating and quanti-
fying groundwater potential has extended rapidly since the 
mid-1990s.

Chi and Lee (1994) studied the exploration of ground-
water potential using an integrated application of GIS 
environment. Shahid et al. 2000 delineated the potential 
groundwater regions in the mountainous areas, using RS/
GIS integration application, employing a hydrogeological 
database of the study area and also suggested that GIS tech-
nique is a powerful tool for existing wells and pumping tests. 
Srinivasa and Jugran (2010) conducted a study aimed to 
identify the potential groundwater zones in the mountain-
ous regions by employing RS/GIS applications in Andhra 
Pradesh, India. They delineated and classified thematic maps 
of water quality for the livelihood. The results showed that 
1.64% of the study area is of extreme groundwater potential 
with good to moderate quality of water. Though, 31.68% 
high groundwater potential, 31% suitable to the moderate 
potential of groundwater with the ideal to average qual-
ity. Ashraf et al. (2009) conducted a study to investigate 
the potential of artesian aquifers in the arid mountainous 
regions of DI Khan, Pakistan. They employed the GIS as an 
integrated tool to examine the potential of groundwater and 
picture the spatial data in two dimension and three dimen-
sion (2D and 3D). Subsurface lithology, stratigraphic data, 
and primary database of the aquifers have been recorded 
through the survey and observations. Various underground 
profile layers focused on examining the underground condi-
tions of the study area employing Rockwork, the GIS inte-
grated software. They discovered the extractable quantity 

of about 1700 MCM of water potential was available in the 
study area. Using geoprocessing techniques for lithological 
modeling identified three different aquifers based on subsur-
face stratigraphic information. Two aquifers were discovered 
semi-confined to confine with the depth of about 200 m. 
Confined aquifer-1 was found at a depth of 118–113 m, 
aquifer-2 discovered at a depth of 182–195 m. Chowdhury 
et al. (2010) investigated the groundwater potential using 
RS/GIS and GPS ground trothing techniques in West Ben-
gal, India. They delineated the thematic layers of lithology, 
land use, drainage, recharge, soil, slope, and water bodies 
using IRS-ID imagery and assigned weight on each the-
matic layers. The study discovered three types of ground-
water potential zones categorized as good (15%), moderate 
(55%), and poor (30%) of the total study area. Machiwal 
et al. (2011) researched by employing GIS and MCDM 
techniques to assess groundwater potential in a semiarid 
region of Rajasthan, India. The study initiated by deline-
ated thematic layers of topography, slope, geomorphology, 
geology, soil, groundwater level before and after the mon-
soon, annual recharge, yearly precipitation, and water bod-
ies and estimated their impact on groundwater recharge by 
principal component analysis technique. The results showed 
four potential groundwater zones, i.e., good, moderate, poor, 
and very poor, based on groundwater potential index values. 
They have achieved consequences verified with the yield of 
39 existing wells in the study area. Muchingami et al. (2012) 
have utilized a methodology of RS and GIS for groundwater 
investigation and identified the potential. GIS is addition-
ally considered for multi-criteria examination in resource 
assessment. Jasrotia et al. (2013) employed the RS and GIS 
environment application to discover the groundwater and 
quality for sustainable development. The hydrological data, 
i.e., slope, soil, drainage, the status of aquifer level before 
and after rainfall in western Doon Valley, Himalaya, India. 
Ahmed et al. (2015) examined the groundwater potential 
using catastrophe theory-based evaluation method in the 
arid regions of lower Baluchistan, province of Pakistan. The 
groundwater system was categorized into five subsystems, 
i.e., geology, soil, drainage, density, slope, and precipita-
tion. Furthermore, seventeen subsystem indicators were 
employed in the proposed modeling integrated with GIS 
approach. Thematic maps of subsystems and combined lay-
ers of groundwater potential zones were estimated using the 
weights of indicators. The consequences of confirmed by 
present wells in the study area. The results showed high-pop-
ulated wells found in the highest potential zone of ground-
water and proved the satisfactory results of the catastrophe 
theory for assessment of potential groundwater zone. Nasir 
et al. (2018) delineated groundwater potential using GIS 
and multi-influence factor (MIF) technique in Swat, Khyber 
Pakhtunkhwa province of Pakistan. Seven factors, i.e., slope, 
drainage density, geology, rainfall, soil, land use/land cover, 
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and lineament density, were employed. The MIF method 
was used to calculate the weight and score of each effect. 
The study was designed by main and slight influences on 
the recharge and groundwater potential and eventfully esti-
mated the groundwater potential by the development of the-
matic maps weight overlying using GIS. Four groundwater 
potentials were identified as poor, good, high, and very high 
potential. Sadaf et al. (2019) identified the potential sites of 
groundwater using remote sensing and GIS approach in the 
river basins of Pakistan. They delineated thematic maps of 
geology, drainage, and hydrological structural did overlay 
analysis and assessed the potential groundwater zones. Sha-
hab et al. (2019) applied the DRASTIC method in GIS to 
estimate susceptibility of shallow aquifers.

A few examinations have been made to distinguish the 
groundwater potential utilizing hydrological and geological 
procedures. Reconciliation of RS and GIS gives a favorable 
position of approaching the extensive area of study. These 
strategies are fast and are useful techniques in delivering 
valuable information on geographical and geomorphological 
parameters that assist in interpreting groundwater potential.

In the previous investigations, the delineation of ground-
water potential was investigated by employing GIS technol-
ogy with lithological layer information. Thus, the groundwa-
ter potential was estimated by developing individual layers 

of each rock, and the data of porosity have been interpreted 
with the rock volume of each layer (Saya 2010; Michael 
2011).

The current study was conducted in the Kohistan region 
of Jamshoro district of Sindh province of Pakistan. The 
study aimed to estimate the groundwater potential using 
GIS modeling.

Study area

Location and accessibility

The study area is in the lower part of the Kohistan region, 
which stretches in the north with district Dadu, eastern dis-
trict Hyderabad, southern Thatta district, southwest Malir 
district, and in the west Kalat district of Baluchistan. The 
study area is of 9057 km2. Hyderabad, Thatta, and metro-
politan city Karachi are nearest to the study area located at 
the distance of 70, 85, and 95 km, respectively (Figs. 1, 2).

Climatology

The study area is climatically arid; afterward, evaporation 
increased precipitation. The mean annual rainfall is in the 
range of 150–250 mm, and annual evaporation is in the 

Fig. 1   Layout map of study area
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range of 1800–3000 mm. The moist weather of the south 
area becomes increasingly hot and dry as trips north in sum-
mer. Due to low and uneven rainfall, the rainwater harvesting 
practice is not possible in various areas. June is the warmest 
month, with an average maximum temperature exceeding 
48.00 °C. Due to little moisture (Mirjat et al. 2011). The 
weather in the study area is intensively warm during sum-
mer and cold in the winter season. It has a large variation in 
the temperature from north to south region of the research 
area. However, the southern area consists of Mole, Sari, and 
Thana Boula Khan, and the main areas of the upper location 
of the area experience moderate climate. The precipitation 
ratio is of about 80% in the monsoon season (July–Septem-
ber). The short duration of rainfall percolates in the soil 
layer.

Hydrology

Precipitation is the primary source of torrential runoff. Most 
of the floods generate in the mountainous regions, which 
travel to the low-lying area of the study area that receives 
fresh floods; local people reduce the velocity of runoff by 
diverting a quantity to the lands for agricultural activities. 
The natural streams (hill torrents) are locally known as ‘Nai’ 
and well known as Ephemeral River, Spate, and Rod-Kohi. 
The primary ‘Nais’ in the region area are Desoi, Dawoo, 

Darwat, Baran, Sari, Mole, and Kalu. Some specific res-
ervoirs, ponds constructed in the depression of beds, are 
available to capture floodwater (Mirjat et al. 2011).

The watershed drainage slope of hill torrents is divided 
into two segments; one is the area toward Nai Baran, which 
is the prominent one, collecting the excess flood over Desoi, 
Dawoo, Darwat, and additional torrents throughout severe 
floods to divert into Indus River. The second segment of 
drainage slope receives intensive quantity of runoff through 
Mole, Sari, and Rahuja and finally diverts the torrential flood 
into the Kalu Nai and stores in the most prominent natural 
Lake Keenjhar located at the foot hills of district Thatta. 
Lake Keenjhar is the primary source of fresh water supply 
to Karachi metropolitan city.

Hydrogeology

The study area depends on shallow and deep aquifers. The 
primary sources for recharging aquifers are hill torrents 
depending on the precipitation pattern. The study area has 
unique phenomena for groundwater recharge depending on 
the various factors, i.e., infiltration, precipitation pattern, 
temperature. The precipitation produces runoff, which is 
naturally collected into the ditches, ponds due to rough con-
ditions of the land surface. Water is absorbed in the unsatu-
rated zones before recharging aquifers. The appropriate 
quantity of torrential water is diverted to the dry lands for 
harvesting purposes. The diverted water is stored for about 
15–45 days; water gradually percolates beneath the surface 
by moistening the upper layer of dry lands to facilitate the 
land ready for cultivation. Monsoon is a significant period of 
recharging aquifers in the study area (PARC 2010). Thus, the 
groundwater is exploited in large quantities, which assumes 
a significant role in food, fiber, and drinking water supply 
in the region (Khan and Mian 2000; FAO 2002). Adequate 
knowledge of the occurrence and accessibility of ground-
water is consequently essential for the sustainable manage-
ment of groundwater resources to supply sufficient water to 
increasing population. Numerous components influence the 
event and development of groundwater, which incorporates 
geology, lithology, topographical structures, and scale of 
climate, porosity, land grade, infiltration rate, land use, land 
cover (Jaiswal et al. 2003).

Geology

The study area is situated in the Laki region, located in the 
hilly southern part of the lower Indus basin, and varies in 
age from Eocene to Pleistocene. Lithologically, the area 
comprises of alluvium, clay, silt, sand, gravel, limestone, 
sandstone, shale, conglomerates, etc. The main physical 
formation is Laki formation of primary Eocene age that 
covers the dominant lithology of limes along with shales, 

Fig. 2   Elevation of the study area



159Acta Geophysica (2020) 68:155–165	

1 3

sandstones, and lateritic clay. The Laki formation in mid 
of the Eocene period, Tiyon formation is showing in the 
investigation region, which contains primary lithology, i.e., 
shales, marls, and limestone. In the Oligocene age, the Nari 
development is visible, which covers mostly sandstone and 
marl store. In Miocene age, Gaj formation revealed and com-
prised limestone, sandstone, shales, and slight aggregates. In 
the mid of Miocene age, Manchar formation includes sand-
stones, shales, mud with subordinate aggregate beds, and 
in the Pliocene period, Dada combination is uncovered and 
generally contains mix, rock, and cobble (Table 1). A large 
portion of the fresh water aquifer exposes the hill torrents, 
mostly at the shallow depth (Soomro et al. 2019) (Fig. 3).

The basic stratigraphic setup of the study area from bot-
tom to top is shown in Fig. 3.

Material and method

The assessment of the groundwater potential is based on 
densely populated cluster area of dug wells and tube wells; 
the rest of the area is not counted for the estimation of 
groundwater potential. Due to the large and scattered study 
area, the study was conducted only on a cluster basis. Four-
teen dug wells and eleven tube wells scattered on the area of 
about 2359.64 km2, and 847.61 km2, respectively, selected as 
a high dense area of wells from the total study area. The prin-
ciple criteria chose in this examination for the evaluation of 
groundwater potential are lithology, soil, layer thickness, and 
altitude level of each rock layer concerning mean sea level.

Data acquisition

The database has been developed by conducting interviews 
and filling questionnaires from the farmers of Jamshoro dis-
trict. The survey contained detail and location-wise identi-
fication of farm, their owner’s name, and type of well. The 
current location of groundwater sources has been recorded 
using GPS as a field truth. The collected GPS latitude and 
longitude coordinates were verified by Google Earth using 
GIS tool to convert point shape file into Kml format. The 
groundwater level was examined form a long period from 
October 2016 to April 2019 along with seasonal variation. 
Corresponding data of each aquifer (tube well and dug 

well) are recorded and formulated in Table 2. The lithology 
(rock information) is collected from MICON Engineering 
Consultants.

Table 3 reveals the range of both aquifers, i.e., shallow 
aquifer ranges from 17.82 to 33.87 m, while the deep aquifer 
ranges from 95.44 to 188.4 m in the study area as per the 
data collection. The location of dug well and tube well is 
shown in Fig. 4. Thus, Table 4 gives estimated porosity in 
the Laki formation.

Table 4 gives porosity values and mentions their source 
through the literature. The italic values are taken and used 
for the estimation of groundwater potential in the study area. 
The rest of the values are not incorporated in the flow of 
groundwater due to very low permeability, so not consid-
ered as potential groundwater zone. Further details of the 
porosity are discussed at the end of the section of results 
and discussions.

The precipitation pattern of the study area is unreliable 
and experienced erratic droughts and extreme flood events in 
the previous history. The existing situation of water resources 
is critical in the region, especially the groundwater potential 
for sustainable development. The integration of different the-
matic layers is possible in a GIS environment, which helps in 
the rapid analysis of spatial data. To estimate the groundwater 
potential, a geospatial technique is beneficial. The groundwa-
ter potential is determined by developing individual layers of 
each rock, and the porosity data have been interpreted with a 
layer of each rock. The specific yield of water potential has 
been calculated from the layers of rock.

A CSV spreadsheet format of the database was used in 
ArcGIS version 10.5.1. The dataset is georeferenced; the 
thematic layers of existing dug wells and tube wells, surface 
hydrology, infrastructure, and landforms were developed in 
GIS using UTM (Universal Transverse Mercator) projection 
system (ESRI 1988). Subsequently, it is converted into a spa-
tial layer, which allows for the analysis of lithological spatial 
layers. The layers developed based on surface and subsurface 
lithology and the variation (top and bottom layer values) 
of each thickness and zoning of aquifers into dug well and 
tube well. The point shape file is converted into raster layers 
using Topo to Raster, a tool of 3D Analyst. Later, depth of 
each layer is converted to a raster format by subtracting the 
bottom layer from the top layer using the raster calculator of 
the Spatial Analyst Tool. Finally, the volume of each layer 
was estimated using surface volume 3D Analyst tool and 
recorded in csv spreadsheet format. From the csv results, 
the size of each rock layer, corresponding cluster-wise area 
of dug wells and tube wells were quantified. The potential of 
groundwater was estimated by multiplying average porosity 
of each layer of stratigraphy volume of rock (Fig. 5).

The detailed methodology of the current study is 
described in Fig. 5.

Table 1   Geological formations of the study area

Name of formation Age of formation

Manchar formation Upper Miocene
Nari formation Oligocene
Kirthar formation Upper Eocene
Tiyon formation Middle Eocene
Laki formation Lower Eocene
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Results and discussions

The dense bunch of two aquifers zones of dug wells and 
tube wells have been selected containing an area of 2359.64 
and 847.61 km2, respectively. However, the total study area 
spread over 9057 km2 (Table 5).

Mostly, Laki formation of Eocene age present in the 
study area contains limestone, sandstone, and clay lithol-
ogy. Two aquifers zones are current, shallow, and deep, 

dug wells are the source of shallow, and tube wells are the 
sources of tube well aquifer zones. The dug well lithology 
from top to bottom is alluvial, silt sand gravel, clay, shell, 
sand, and limestone layers, while the tube well lithology is 
alluvial, silt, sand, gravel, clay, shell, silt, sand, and lime-
stone layer. The lithology of both aquifer zones is the same. 
Thus, the silt lithology layer is found again at the below 
section of lithology between the shell and sand layers in 
the tube wells. The lithology layers are sub-divided into 

Fig. 3   Stratigraphical chart of surveyed area showing lithological log. Source: Soomro et al. (2019)
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five layers of stratigraphy: (1) A-Horizon, (2) Spergen Fm, 
(3) LeadVille Ls, (4) Potosi Fm, (5) Basement (shown on 
the left side of Tables 6 and 7). However, Table 6 shows 
the potential of groundwater in a cluster of the dug well 
(shallow) zone of the aquifer in the study area. The esti-
mated figures represent the sub-divided portion of A-Hori-
zon rock volume 7,556,882,845.34 m3, and LeadVille Ls 
9,686,109,673.62 m3, which contains zero water sustain-
ability due to alluvial soil at the top part in the lithology, 
and, subsequently, silt, and dry sand particles that contain 
zero porosity.

Though the stratigraphy portion of Spergen Fm has rock 
volume 8,474,871,965.27 m3, the porosity of the gravel layer 
is 0.40 percent and the potential of water is 3389.95 mil-
lion cubic meter of (MCM). The Potosi Fm rock volume 
is 16,971,426,450.43 m3, the porosity of sand layer is 0.30 
percent, and the potential of water is 5091.43 MCM. How-
ever, the basement contains limestone rock and volume is 
6,068,723,430.21 m3, the porosity of limestone is 0.15 per-
cent, and the possibility of water is 910.31 MCM. The total 
potential of water in a cluster of dug well (shallow) aquifer 
zone contains 9391.69 MCM in the study area.

Table 7 describes in detail the potential of groundwater in 
a cluster of tube wells (deep) zone of the aquifer in the study 
area. The assessed scenario was expressing the stratigraphic 

Table 2   Database of the Study area

Table 3   Groundwater sources and their corresponding depth in the 
study area

Aquifer Jamshoro

Minimum Maximum

Depth (m)

Dug well (shallow aquifer) 17.82 33.87
Tube well (deep aquifer) 95.44 188.4

Fig. 4   Layout map of tube well and dug well

Table 4   Average porosity for 
groundwater lithology in the 
study area. Source: Khokhar 
et al. (2016), Manger (1963)

Porosity of layer

Alluvial 30.2% 0.30
Silt 53.2% 0.53
Sand 30% 0.30
Gravel 40% 0.40
Clay 42.4% 0.42
Shale 17% 0.17
Limestone 15% 0.15
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setup, which detailed as sub-divided. The section of A-Hori-
zon rock contains volume 7,265,891,994.48 m3, and Lead-
Ville Ls 7,859,254,535.48 m3, which includes alluvial soil 
at the top, consequently silt and dry sand layer, with zero 
porosity of water potential. However, the stratigraphy slice 
of Spergen Fm rock volume is 15,974,791,401.32 m3, the 
porosity of the Gravel layer is 0.40 percent, and the poten-
tial of water is 6389.92 million cubic meter of (MCM). 
The Potosi Fm rock volume is 37,489,096,451.50 m3, the 

Fig. 5   Flowchart of methodol-
ogy

Table 5   Cluster-wise area of groundwater zones

District Study area 
(km2)

Aquifer zone No. of wells Cluster-
wise area 
(km2)

Jamshoro 9057 Dug well 14 2359.64
Tube well 11 847.61

Total 25 3207.25

Table 6   Groundwater potential of a cluster of dug well zone
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porosity of sand layer is 0.30 percent, and the potential of 
water is 11,246.73 MCM, whereas the basement contains 
limestone rock volume of 15,345,959,236.91 m3, the poros-
ity of limestone is 0.15, and the potential of water is 2301.89 
MCM. The total potential of water in the cluster of the tube 
well (deep) aquifer zone contains 19,938.54 MCM in the 
study area.

However, the upper portion of stratigraphy contains allu-
vial, silt, and sand, and the porosity of the layer is zero. The 
top layer is unsaturated and assumed as surficial deposits not 
contributing to groundwater storage. The creation in coarse-
textured soil leads to weak soil aggregation and consists of 
a free drainage profile with low storage and water repellent 
capability due to avoiding percolation rate beneath the soil 
layer subsequent more enormous surface water losses. The 
other layer LeadVille Ls stratigraphy (containing shale, clay, 
and silt) is confined under pressure acting as an aquitards 
that restrict the flow of groundwater due to very low perme-
ability, so not considered as potential groundwater zone (soil 
quality). In the literature, it is known as the cap rocks. These 
layers allow the water to percolate downward and refill aqui-
fers the barrier for groundwater. The clay has much water 
holding capacity with dense clay subsoil as well the perched 
water stored above the layer.

Table 8 describes that the study area is comprised of 
two aquifer zones, shallow and deep. Fourteen dug wells 
occupied a cluster area of 2359.64 km2 and the estimated 

potential of water is 9391.69 MCM in shallow zone. Never-
theless, 11 tubes wells occupied an area of 847.61 km2 and 
the projected potential of water is 19,938.54 MCM in the 
deep zone of the aquifer. A total of 25 wells were selected in 
the study area that occupied total area of 3207.25 km2, and 
the estimated potential of water is 29,330.23 MCM in the 
chosen cluster zones of the study area.

Table 9 represents the monitoring area of 3207.25 km2, 
estimated total groundwater potential of 29,330.22 MCM, 

Table 7   Groundwater potential of a cluster of tube well zone

Table 8   Total groundwater volumes (MCM) in the study area

District Aquifer No. of wells Cluster-wise 
area (km2)

Cluster-wise 
groundwater 
volume (MCM)

Jamshoro Dug well 14 2359.64 9391.69
Tube well 11 847.61 19938.54

Total 25 3207.25 29330.23

Table 9   Groundwater volume (MCM)/km2 in the study area

District Area under moni-
toring (km2)

Total volume 
of groundwater 
potential (MCM)

Groundwater 
volume (MCM)/
km2

Jamshoro 3207.25 29330.22 9.14
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and consequently, occupied groundwater potential volume of 
9.14 MCM/km2 in both the clusters of aquifer zones.

The GIS tool is advanced and useful to estimate the ground-
water potential; the assessment process depends on the method 
applied. Some times study needs more data that complicate 
the research, and results may produce many errors against the 
accuracy of the results. Some times GIS assessment is not 
possible due to technical and procedural complications. Every 
methodology of GIS has its advantages and disadvantages dur-
ing the processing.

Conclusions

The study area relies on the precipitation, which is only the 
recharge source of groundwater aquifers. The current situ-
ation of water resources is critical in the region, especially 
the groundwater potential for sustainable development. In the 
present investigation, the groundwater potential of shallow 
and deep aquifer zones was estimated in the study area. GIS 
has was employed as a preservative tool to determine ground-
water potential. Groundwater aquifers were identified, which 
contains the lithology of Laki formation and consists of sand 
gravel and limestone rock layers in the shallow and deep aqui-
fers. The estimated groundwater potential is 29,330.22 MCM 
under the monitoring area of 3207.25 km2; thus, the volume of 
groundwater is 9.14 MCM/km2 in the selected cluster zone of 
the study area. The lithological information and geoprocess-
ing techniques identify the potential groundwater sites of the 
study area. It is realized that using the GIS tool combats the 
susceptible situation and provided authenticated results of 
groundwater potential. Estimation of groundwater potential 
studies leads to the uncertain condition of the area for sustain-
able development.
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Abstract
In this study, the feedforward neural networks (FFNNs) were proposed to forecast the multi-day-ahead streamflow. The 
parameters of FFNNs model were optimized utilizing genetic algorithm (GA). Moreover, discrete wavelet transform was 
utilized to enhance the accuracy of FFNNs model’s forecasting. Therefore, the wavelet-based feedforward neural networks 
(WFFNNs-GA) model was developed for the multi-day-ahead streamflow forecasting based on three evolutionary strategies 
[i.e., multi-input multi-output (MIMO), multi-input single-output (MISO), and multi-input several multi-output (MISMO)]. 
In addition, the developed models were evaluated utilizing five different statistical indices including root mean squared error, 
signal-to-noise ratio, correlation coefficient, Nash–Sutcliffe efficiency, and peak flow criteria. Results provided that the statis-
tical values of WFFNNs-GA model based on MISMO evolutionary strategy were superior to those of WFFNNs-GA model 
based on MISO and MIMO evolutionary strategies for the multi-day-ahead streamflow forecasting. Results indicated that 
the performance of WFFNNs-GA model based on MISMO evolutionary strategy provided the best accuracy. Results also 
explained that the hybrid model suggested better performance compared with stand-alone model based on the corresponding 
evolutionary strategies. Therefore, the hybrid model can be an efficient and robust implement to forecast the multi-day-ahead 
streamflow in the Chellif River, Algeria.

Keywords  Daily streamflow forecasting · Wavelet transform · Feed forward neural networks · Multi-input multi-output · 
Multi-input single-output · Multi-input several multi-output · Chellif River

Introduction

Accurate estimates of streamflow can be utilized in several 
water engineering problems such as designing flood protec-
tion works for urban areas and agricultural land, and opti-
mizing the water allocation for different purposes includ-
ing agriculture, municipalities, and hydropower generation 
(Rezaie-Balf et al. 2019; Seo et al. 2018; Samsudin et al. 
2011). The complexity of natural processes and the lack of 
data available for modeling streamflow require the utiliza-
tion of specific implements for nonlinear and non-stationary 
natural phenomenon (Chu et al. 2016; Shoaib et al. 2015). 
Time series forecasting is one of the most and important 
methodologies utilized in streamflow modeling (Rezaie-Balf 
and Kisi 2017a; Seo et al. 2015; Krishna et al. 2011). The 
problem complexity rises when the models are applied for 
days/months forecasting in advance. Streamflow forecasting 
utilizing available multi-time-ahead series is a common task 
(Ghorbani et al. 2018; Karimi et al. 2018; Wang et al. 2009).
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In recent years, the field of computational intelligence has 
promoted revolutionary changes to forecast the streamflow of 
complex and non-stationary time series in the development 
of non-conventional techniques (Delafrouz et al. 2018; Yu 
et al. 2018; Shafaei and Kisi 2016). In addition, various data 
pre-processing techniques have been utilized to enhance the 
accuracy of streamflow forecasting. The underlying techniques 
include principal component analysis (PCA) (Ravikumar and 
Somashekar 2017; Hu et al. 2007), continuous wavelet trans-
form (CWT) (Deo et al. 2017; Rezaie-Balf et al. 2017; Sang 
et al. 2013), moving average (MA) (Yuan et al. 2017), wave-
let multi-resolution analysis (WMRA) (Zakhrouf et al. 2018), 
maximum entropy spectral analysis (MESA) (Benedetto et al. 
2015) and singular spectrum analysis (SSA) (Wu and Huang 
2009; Baydaroğlu et al. 2018). Recently, the combination of 
discrete wavelet transform (DWT) and artificial neural net-
works (ANNs) approaches has been accomplished as the suc-
cessful alternative for hydrological modeling and forecasting 
from the previous literatures (Abdollahi et al. 2017; Ravansalar 
et al. 2016, 2017; Zakhrouf et al. 2016).

In many engineering problems, since streamflow fore-
casting utilizing simple time series (e.g., one-day-ahead) 
may not provide enough information, the multi-day-ahead 
(e.g., 2, 3, and 4-day-ahead etc.) forecasting is required to 
understand the physical processes of streamflow time series 
clearly (Chang et al. 2007). For this purpose, this research 
is designed to investigate the efficiency and capability of the 
hybrid model to forecast the multi-day-ahead streamflow. 
The wavelet-based feedforward neural networks (WFFNNs) 
model optimized by genetic algorithm (GA) is developed 
to forecast the multi-day-ahead streamflow in the Chellif 
River, Algeria. Also, this study applies the reconstruction of 
three evolutionary strategies [i.e., multi-input multi-output 
(MIMO), multi-input single-output (MISO), and multi-input 
several multi-output (MISMO)] utilizing the WFFNNs-GA 
model.

The contributions of this research can be classified as 
two parts. First, the combinational approaches (i.e., DWT, 
FFNNs, and GA) based on three evolutionary strategies (i.e., 
MIMO, MISO, and MISMO) are proposed, respectively. 
Second, the authors present the hybrid model for forecasting 
the multi-day-ahead streamflow of the Chellif River, Algeria. 
The performance of developed models is evaluated utiliz-
ing five statistical indices and diagnostic plots. Finally, the 
conclusion and future research are given.

Methodology description

Feedforward neural networks (FFNNs) model

FFNNs model typically consists of input, hidden, and output 
layers, respectively. Utilizing randomly generated connection 

weights, the information has to be feed-forwarded from input 
to the hidden neurons and from the previous hidden to the 
next hidden neurons. Each hidden neuron utilizes a transfer 
function to calculate the outputs of hidden layer. The pro-
cessed values have to be summed up at each hidden neuron, 
and information has to be passed on to the output neuron 
through connecting weights. The final values at the output 
layer are compared with the target values. The difference in 
errors between observed and calculated values is evaluated 
utilizing a backpropagation (BP) algorithm until the connec-
tion weights are optimized to obtain minimum error between 
observed and calculated values (Gowda and Mayya 2014). 
The detailed information and concept of FFNNs model can 
be seen in Bishop (1995) and Haykin (1999).

Genetic algorithm (GA)

GA is a heuristic and stochastic optimization technique 
based on the evolutionary and genetic theory (Kim and 
Kim 2008; Holland 1992). The working procedure of GA 
usually starts with random strings representing design or 
decision variables. Later, each string is evaluated to allo-
cate the fitness value based on checking objective and con-
straint conditions. Then termination condition is verified in 
the algorithm (Gowda and Mayya 2014). GA starts with a 
population of individuals including selection, crossover, and 
mutation. These procedures are repeated from one genera-
tion to the next with the objective of reaching the global 
optimal solution.

Therefore, this paper focuses on optimizing the FFNNs 
and WFFNNs models’ structure utilizing GA implementa-
tion. The first step in this approach is to choose the GA 
chromosome. Each individual in the population represents a 
possible configuration for the FFNNs and WFFNNs models’ 
structure.

Discrete wavelet transform (DWT)

Wavelet transform (WT), one of data pre-processing tech-
niques, has been utilized for hydrological time series anal-
ysis (Ghaemi et al. 2019; Tayyab et al. 2019; Quilty and 
Adamowski 2018; Uysal and Sorman 2017; Seo and Kim 
2016; Parmar and Bhardwaj 2015). WT is a mathematical 
function which is capable of decomposing the continuous 
or discrete time signal into the higher- and low-frequency 
components of a signal (Mallat 1989). There are two main 
categories of wavelet transforms [e.g., continuous wavelet 
transform (CWT) and discrete wavelet transform (DWT)], 
respectively. CWT method treats with continuous functions 
and can be applied for discrete functions or time series (Seo 
et al. 2015, 2018; Nourani et al. 2009; Mallat 1989). In 
brief, CWT method is time-consuming and requires large 
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resources, while DWT method can be applied than CWT 
method easily (Nourani et al. 2009; Mallat 1989).

DWT method consists of two decompositions (e.g., low-
pass and high-pass) and reconstructions (e.g., low-pass 
and high-pass), respectively (Seo et al. 2015, 2018; Mal-
lat 1989). For practical application of DWT method, two 
filters (e.g., low-pass and high-pass) are utilized rather than 
two wavelets (e.g., father and mother) (Seo et al. 2015). The 
low-pass filter allows for the analysis of low-frequency com-
ponents, while the high-pass filter allows for the analysis 
of high-frequency components (Seo et al. 2015; González-
Audícana et al. 2005). The multi-resolution approach uti-
lizing DWT method is a process to draw ‘approximations 
(show a conventional trend of original sisnal)’ and ‘details 
(indicate the high-frequency compnents)’ for a given signal 
(Seo et al. 2015, 2018; Mallat 1989). The feature report for 
DWT method can be collected from Nason (2008).

In this study, the authors focused on DWT method for 
decomposition and reconstruction of streamflow time 
series. By utilizing DWT method, the original time series 
was decomposed into various sub-signals of the low-scale, 
high-frequency components named ‘details’ (D), and the 
high-scale, low-frequency components named ‘approxima-
tions’ (A) at different resolution levels. The decomposed 
details and approximation of each input data were applied as 
new inputs to the FFNNs and WFFNNs models’ structure.

Evolutionary strategy

For a given time series 
{

Q1,Q2,… ,Qt

}

 to perform H step 
ahead streamflow forecasting, independent method con-
sists of estimating a set of H forecasting networks, each 

returning a direct forecasting of Qt+h with h ∈ {1,… ,H} . 
Joint approach replaces the H networks of direct approach 
with one multi-output networks 

{

Qt+1,Qt+2,… ,Qt+H

}

MISMO strategy can be expressed as a combina-
tion between two approaches. The independent and joint 
approach can be indeed seen as two distinct instances of 
the same forecasting approach. In the independent case, the 
number of forecasting tasks is equal to the size of the hori-
zon H, and the size of the outputs is 1. In the joint case, the 
number of forecasting tasks is equal to one, and the size of 
the output is H, respectively. Intermediate configurations can 
be considered by transforming the original task into n = H∕s 
forecasting tasks, each with multiple outputs of size s, where 
s ∈ {1,… ,H} . MISMO trades off the property of preserv-
ing the stochastic dependency between future values with a 
greater flexibility of the predictor (Ben Taieb et al. 2010).

In this study, for the multi-day-ahead streamflow fore-
casting utilizing the FFNNs-GA and WFFNNs-GA models, 
three evolutionary strategies, including multi-input multi-
output (MIMO), multi-input single-output (MISO), and 
multi-input several multi-output (MISMO), were applied. 
In this category, the MISO strategy was employed utilizing 
independent method (Fig. 1a), and the MIMO and MISMO 
strategies were suggested utilizing joint method (Fig. 1b) 
(Kline 2004).

FFNNs‑GA and WFFNNs‑GA models

Evolutionary algorithms [e.g., genetic algorithm (GA), 
evolutionary strategy (ES), and programming (EP)] are a 
class of stochastic searches and optimization techniques 
(Ding et al. 2013). This study aims to take advantage of GA 

Fig. 1   Conventional FFNNs architecture a independent method, b joint method
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properties including selection, crossover, and mutation to 
find the global minimum errors (Kim and Kim 2008; Jain 
and Srinivasulu 2004; Holland 1992; Goldberg and Deb 
1991; Goldberg and Holland 1988).

Therefore, a method for designing the FFNNs and 
WFFNNs models’ structures utilizing GA was proposed 
to construct the best models. The GA and BP algorithms 
were applied to optimize the FFNNs and WFFNNs model. 
In addition, the ability of BP algorithm can find local mini-
mum errors. For this purpose, the steps can be described as 
follows:

Step 1 Encoding

The different parameters of WFFNNs model are coded by 
a chromosome model developed from a series of genes as 
shown in Fig. 2. Each gene represents the input delay (D), 
type of the mother wavelet (TMW), decomposition levels 
(L), number of neurons in the hidden layers (NHL1 and 
NHL2), activation functions in hidden and output layers 
(AFHL1, AFHL2, and AFOL), and the initial connection 
weights and bias coefficients (IWB), respectively.

This study compared the effects of 20 selected wavelet 
functions from the most frequently utilized mother wave-
lets [e.g., Haar (Har), Daubechies (Db), Coiflets (Coif), 
Symmlets (Sym), and Biorthogonal (Bior)]. For analysis of 
DWT method, Daubechies, Symmlets, and Coiflets wavelets 
have been commonly utilized as mother wavelets in wavelet-
based hydrologic studies (Seo et al. 2015; Evrendilek 2014; 
Santos et al. 2014; Adamowski and Sun 2010; Tiwari and 
Chatterjee 2010). In addition, the effects of activation func-
tions for the accuracy of WFFNNs-GA model were dem-
onstrated utilizing the four activation functions, including 
linear transfer function (Purelin), symmetric saturating lin-
ear transfer function (Satlins), log-sigmoid transfer function 
(Logsig), and hyperbolic tangent sigmoid transfer function 
(Tansig), respectively.

Step 2 Initializing random individual topology (chromo-
somes).
Step 3 Training each individual by BP algorithms utilizing 
k-fold cross-validation.
Step 4 Calculating the fitness values

With regard to the fitness function, it is based on the mean 
squared error (MSE) over a training dataset. With k-fold 
cross-validation method, datasets are divided into k parts. 
Note that each dataset should be divided into two parts of 
the calibration and validation phases. In each run, one fold of 
dataset is allocated for the validation phase, and k-1 folds are 
allocated for calibrating the model. This process is repeated 
k times. Real error of this model can be estimated by aver-
aging the error of k runs of the model, which is represented 
by Eq. (1)

where MSEi is the mean squared error for each i = 1, 2,… 
k. In case of this study, the number of folds is equal to 10.

Step 5 Selecting the best individual mechanism.
Step 6 Crossover and mutation operators.
Step 7 Replacing the current population by the newly gener-
ated offsprings.
Step 8 Stopping criteria; otherwise, go to step 3.

Case study and data

Description of study watershed

The selection of appropriate meteorological data is one 
of the most addressed issues for streamflow forecasting 
(Ghorbani et al. 2018; Karimi et al. 2018; Seo et al. 2018; 

(1)E =
1

K

k
∑

i=1

MSEi

Fig. 2   Chromosome encoding 
for WFFNNs model

Genes Descreption Values

g1 D {1,2, …, 14}
g2 TMW {Har, Db(4…9),  Sym(3… 8), Coif(2… 5), Bior(1.3, 1.5, 2.2)}
g3 L {1,2, …, 6}
g4 NHL1 {2, 3, …, 10}
g5 NHL2 {2, 3, …, 10}
g6 AFHL1 {Satlins, Purelin, Logsig, Tansig}
g7 AFHL2 {Satlins, Purelin, Logsig, Tansig}
g8 AFOL {Satlins, Purelin, Logsig, Tansig}
g9

IWB

[-1 1]
g10 [-1 1]

…
.

…
.

gn [-1 1]
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Zakhrouf et al. 2018; Dariane and Azimi 2016; Kalteh 2015; 
Seo et al. 2015; Kisi et al. 2014; Nourani et al. 2014; Sahay 
and Srivastava 2014; Asadi et al. 2013; Badrzadeh et al. 
2013; Danandeh Mehr et al. 2013; Nourani et al. 2013; Kisi 
and Shiri 2012; Guo et al. 2011). Installing the standard 
meteorological stations can collect the optimal meteorologi-
cal data (Jajarmizadeh et al. 2016).

The Chellif River basin (latitude 33° 50′–36° 50′ N and 
longitude 0° 00′–3° 50′ E) is located in the northwestern of 
Algeria which area is 43,700 km2. The elevation is char-
acterized from 20 to 1983 m altitude, and the perimeter is 
1383 km. In addition, the compactness index is 1.85, and the 
length of its principal stream is 759 m as shown in Fig. 3. 
The meteorological characteristics in the Chellif River basin 
can be expressed as Mediterranean climate with summer 
(e.g., hot and dry) and winter (e.g., cool and tempered) with 
wind speed less than 10 km/h and a high average sunshine 
corresponding to 60–80% of the day duration (Bouchelkia 
et al. 2014).

The datasets (14 years) were collected from Ponteba 
Defluent station (01 22 03) of the National Agency of Water 
Resources. The first 10-year data (70% of the whole dataset) 
were employed for the model calibration, and the remain-
ing 4 years (30% of the whole dataset) were applied for the 

model validation in this study (Fig. 4). The size and rapid 
slope of the Chellif River basin can restrict the ranges of 
multi-time-ahead streamflow as 1-, 2-, 3-, and 4-day-ahead 
forecasting. Also, the authors applied three evolutionary 
strategies as MISO (four model), MISMO (two models), 
and MIMO (one model), respectively.

Measures of accuracy

To assess the performance of the stand-alone and hybrid 
models for streamflow forecasting based on the different 
strategies during the calibration and validation phases, five 
statistical indices are presented in Table 1, including root 
mean squared error (RMSE), signal-to-noise ratio (SNR), 
correlation coefficient (CC), Nash–Sutcliffe efficiency 
(NSE), and peak flow criteria (PFC).

In forecasting models, the discrepancy between observed 
and forecasted values can be shown utilizing RMSE index. 
This metric would vary from zero to a large value which pre-
sents prefect forecasting by the difference between observed 
and forecasted values. NSE index is taken into account to 
evaluate the ability of hydrological models. The higher value 
of it demonstrates a perfect fit between observed and fore-
casted streamflow (Nash and Sutcliffe 1970).

Fig. 3   The Chellif River basin (Malika et al. 2018)
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SNR index can be defined as the ratio of meaningful 
information to the unwanted one. It enables the comparison 
of modeling uncertainty to the effects of hydrologic sce-
narios. If SNR index is equal to zero, it indicates the perfect 
performance between observed and forecasted streamflow. 
However, the higher value of it explains the unacceptable 
performance (Bormann 2005).

CC index is a measure of the accuracy of a hydrologic 
modeling and is utilized for comparisons of alternative mod-
els. A high CC value addresses a good model performance, 
and vice-versa. A perfect match between the observed and 
forecasted streamflow yields CC = 1.0 (Kim and Kim 2008).

NSE index can range from negative infinite (−∞) to 
100%. If NSE equal to 100%, it corresponds to a perfect 
fits of forecasted streamflow. If NSE index is equal to zero, 
it has no more accurate forecasting, and the model perfor-
mance cannot be acceptable. If NSE can range from minus 

100% to zero, it indicates the unacceptable performance. 
The addressed statistical indices (e.g., RMSE, SNR, CC, and 
NSE) may not illustrate the models’ performance in case of 
the extreme events (e.g., flood and drought) of streamflow. 
That is, one model may forecast the mean values of stream-
flow accurately, but cannot forecast the high and low val-
ues of streamflow. As a result, the statistical indices such as 
NSE, RMSE, Willmott’s index of agreement (WI) (Willmott 
1984), and Legates–McCabe’s index (LMI) (Legates and 
McCabe 1999) cannot present an adequate diagram. There-
fore, it is essential to assess and monitor the extreme val-
ues utilizing PFC index for forecasting the extreme events. 
PFC index plays a significant role in monitoring the extreme 
events including flood to achieve the efficient model. It is 
noticeable to say that PFC equal to zero represents a perfect 
fit of model.

Results and discussion

Table 2 presents the optimal structure of WFFNNs-GA 
model based on the MISO strategy in this study. It can be 
found from Table 2 that the variables of WFFNNs-GA 
model were demonstrated for the multi-day-ahead (e.g., 
1-, 2-, 3-, and 4-day-ahead) forecasting, respectively. For 
example, the variables of WFFNNs-GA model with 1-day-
ahead streamflow forecasting were determined as follows; 
input delay = 12, the type of mother wavelet = Db9, decom-
position level = 4, number of neuron in the first hidden 
layer = 9, number of neuron in the second hidden layer = 5, 
activation function in the first hidden layer = log-sigmoid 
transfer function, activation function in the second hidden 
layer = linear transfer function, and activation function in 
output layer = linear transfer function, respectively.

Table 3 proposes the optimal structure of WFFNNs-GA 
model based on the MISMO strategy in this study. It can 
be seen from Table 3 that the variables of WFFNNs-GA 
model with 1- and 2-day-ahead streamflow forecasting were 

Fig. 4   Observed streamflow 
hydrograph (14 years)

Table 1   Performance evaluation indices

Qti = the observed streamflow value, Q̂ti = the forecasted streamflow 
value, Qt = the mean observed streamflow, Q̃t = the mean forecasted 
streamflow, N = the number of data, � = the number of degrees of 
freedom, and � = the standard deviation of the observed streamflow, 
Tp = the number of peak streamflow greater than one-third of the 
observed mean peak streamflow

Evaluation indices Definition

Root mean squared error
RMSE =

�

1

N

N
∑

i=1

[Qti − Q̂ti]
2

Signal-to-noise ratio
SNR =

√

1

�

∑N

i=1
[Qti−Q̂ti]

2

�

Correlation coefficient
CC =

∑N

i=1
[Qti−Qt][Q̂ti−Q̃t]

√

∑N

i=1
[Qti−Qt]

2 ∑N

i=1
[Q̂ti−Q̃t]

2

Nash–Sutcliffe efficiency
NSE =

�

1 −
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i=1
[Qti−Q̂ti]

2

∑N

i=1
[Qti−Q̂ti]

2

�

× 100

Peak flow criteria
PFC =

4
√

∑Tp

i=1
[Qti−Q̂ti]

2
⋅Qt2

i
√

∑Tp

i=1
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provided as follows: input delay = 12, the type of mother 
wavelet = Db9, decomposition level = 5, number of neu-
rons in the first hidden layer = 9, number of neurons in the 
second hidden layer = 2, activation function in the first hid-
den layer = symmetric saturating linear transfer function, 
activation function in the second hidden layer = symmetric 
saturating linear transfer function, and activation function in 
output layer = symmetric saturating linear transfer function, 
respectively.

Table 4 provides the optimal structure of WFFNNs-GA 
model based on the MIMO strategy in this study. It can be 
judged from Table 4 that the variables of WFFNNs-GA 
model with 1-, 2-, 3-, and 4-day-ahead streamflow forecast-
ing were suggested as follows: input delay = 10, the type 
of mother wavelet = Sym7, decomposition level = 4, num-
ber of neuron in first hidden layer = 4, number of neuron 
in second hidden layer = 6, activation function in the first 
hidden layer = log-sigmoid transfer function, activation 
function in the second hidden layer = symmetric saturating 
linear transfer function, and activation function in output 
layer = symmetric saturating linear transfer function, respec-
tively. Tables 2, 3, and 4 explain that the wavelet transform 
utilizing Daubechies 9 (Db9) contributed the selection of 
optimal model’s structure based on three evolutionary strat-
egies (i.e., MISO, MIMO, and MISMO) and improved the 

efficiency of the FFNNs model consequently. This finding 
followed the recent literature of Seo et al. (2015) closely. 
Also, GA determined all of parameters including wavelet 
transform that could yield the best performance without the 
intervention of human activity.

Table 5 suggests the performance of WFFNNs-GA model 
based on the three evolutionary strategies (i.e., MISO, 
MIMO, and MISMO) for the multi-day-ahead (e.g., 1-, 2-, 
3-, and 4-day-ahead) streamflow forecasting. For the multi-
day-ahead streamflow forecasting, the calibration and valida-
tion phases of WFFNNs-GA model, the forecasting results 
of the 1-day-ahead streamflow yielded the best performance 
based on RMSE, SNR, CC, NSE, and PFC indices for three 
evolutionary strategies (i.e., MISO, MIMO, and MISMO), 
respectively. As the multi-time-ahead streamflow forecast-
ing for three evolutionary strategies (i.e., MISO, MIMO, 
and MISMO) were varied from 1- to 4-day-ahead one by 
one, it can be seen that the model accuracy decreased defi-
nitely. Also, it can be concluded that the 1-day-ahead stream-
flow forecasting can produce the least errors than the other 
multi-day-ahead (e.g., 2-, 3-, and 4-day-ahead) in this study. 
Table 5 produces that the values of RMSE (e.g., 1.550, 
4.659, 6.414, and 6.707 m3/sec) and SNR (e.g., 0.066, 0.198, 
0.273, and 0.285) indices for the WFFNNs-GA model based 
on the MISMO evolutionary strategy were lower than those 
of the WFFNNs-GA model based on the MISO and MIMO 
evolutionary strategies for the validation phase. In addition, 
the values of NSE and CC indices for the WFFNNs-GA 
model based on the MISMO evolutionary strategy were 
higher than those of the WFFNNs-GA model based on the 
MISO and MIMO evolutionary strategies. It can be judged 
that the results of the WFFNNs-GA model based on the 
MISMO evolutionary strategy were superior to those of the 
WFFNNs-GA model based on the MISO and MIMO evolu-
tionary strategies definitely. Since the structure of MISMO 
evolutionary strategy is more complex and complicated than 
that of MISO and MIMO evolutionary strategies, it is dif-
ficult to converge the global minimum errors utilizing few 
iterations numbers of MISMO evolutionary strategy for the 

Table 2   The optimal structure for the WFFNNs-GA model based on 
the MISO evolutionary strategy

Variables Model (t + 1) Model (t + 2) Model (t + 3) Model (t + 4)

D 12 11 12 11
MWT Db9 Coif5 Db6 Db9
L 4 5 4 5
NHL1 9 6 6 10
NHL2 5 5 4 8
AFHL1 Logsig Tansig Logsig Tansig
AFHL2 Purelin Logsig Satlins Logsig
AFOL Purelin Purelin Purelin Purelin

Table 3   The optimal structure for the WFFNNs-GA model based on 
the MISMO evolutionary strategy

Variables Model (t + 1, t + 2) Model (t + 3, t + 4)

D 12 11
MWT Db9 Db9
L 5 6
NHL1 9 2
NHL2 2 6
AFHL1 Satlins Logsig
AFHL2 Satlins Satlins
AFOL Satlins Satlins

Table 4   The optimal structure 
for the WFFNNs-GA 
model based on the MIMO 
evolutionary strategy

Variables Model (t + 1, 
t + 2, t + 3, 
t + 4)

D 10
MWT Sym7
L 4
NHL1 4
NHL2 6
AFHL1 Logsig
AFHL2 Satlins
AFOL Satlins
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calibration phase. However, the calibration phase utilizing 
the sufficient iterations number can improve the accuracy of 
WFFNNs-GA model utilizing MISMO strategy in this study.

Table 6 shows the performance of FFNNs-GA mod-
els based on the three evolutionary strategies (i.e., MISO, 
MIMO, and MISMO) for the multi-day-ahead (e.g., 1-, 2-, 
3-, and 4-day-ahead) streamflow forecasting. For the cali-
bration and validation phases of FFNNs-GA model based 
on the multi-day-ahead forecasting, the results of FFNNs-
GA model based on the MISO evolutionary strategy were 
superior to those of FFNNs-GA model based on the MIMO 
and MISMO evolutionary strategies for 1- and 2-day-ahead 
forecasting. However, the results of FFNNs-GA model based 
on the MISMO evolutionary strategy were superior to those 
of FFNNs-GA model based on the MISO and MIMO evo-
lutionary strategies for 3- and 4-day-ahead forecasting. In 
addition, since the values of NSE index in the FFNNs-GA 
model based on the MIMO evolutionary strategy produced 
the negative values, they presented the unacceptable per-
formance in the validation phase. Comparison between 
Tables 5 and 6 revealed that the results of WFFNNs-GA 
model were superior to those of FFNNs-GA for correspond-
ing evolutionary strategy, respectively. In addition, because 

sub-time series captured the high variation that existed into 
the original series of inputs data, it can be seen that utiliz-
ing sub-time series decomposed by DWT method as input 
data of WFFNNs-GA model can improve the performance 
of FFNNs-GA model clearly.

Figure 5 presents the scatter diagrams for the WFFNNs-
GA model based on the evolutionary MISO, MIMO, and 
MISMO strategies, respectively. The straight line in Fig. 5 
represents best-fit line equation. It was clearly seen from 
the best-fit line and R2 values that the WFFNNs-GA model 
with 1-day-ahead based on the three evolutionary strategies 
(i.e., MISO, MIMO, and MISMO) could forecast the daily 
streamflow better than other multi-step-ahead (e.g., 2-, 3, 
and 4-day-ahead) forecasting clearly. It can be also judged 
that the WFFNNs-GA model based on the MISMO evolu-
tionary strategy can forecast the daily streamflow better than 
the corresponding WFFNNs-GA model based on the MISO 
and MIMO evolutionary strategies from the viewpoint of the 
best-fit line and R2 values.

Figure 6 produces the scatter diagrams for the FFNNs-
GA model based on the evolutionary MISO, MIMO, and 
MISMO strategies, respectively. It can be seen from the best-
fit line and R2 values that the FFNNs-GA model with 1- and 

Table 5   Statistical results of 
WFFNNs-GA model based on 
the MISO, MIMO, and MISMO 
evolutionary strategies in the (a) 
calibration and (b) validation 
phases

RMSE (m3/s) SNR CC NSE (%) PFC

(a) Calibration phase
MISO t + 1 1.491 0.047 0.999 99.783 0.053

t + 2 3.687 0.115 0.994 98.672 0.186
t + 3 6.584 0.206 0.979 95.766 0.201
t + 4 5.222 0.163 0.987 97.337 0.052

MIMO t + 1 3.389 0.106 0.995 98.878 0.206
t + 2 6.232 0.195 0.981 96.206 0.229
t + 3 7.441 0.233 0.973 94.592 0.245
t + 4 6.520 0.204 0.979 95.847 0.169

MISMO t + 1 2.047 0.064 0.998 99.591 0.131
t + 2 6.805 0.213 0.978 95.477 0.179
t + 3 5.573 0.174 0.985 96.967 0.199
t + 4 5.913 0.185 0.983 96.585 0.136

(b) Validation phase
MISO t + 1 1.576 0.067 0.998 99.550 0.072

t + 2 6.820 0.290 0.959 91.579 0.199
t + 3 7.553 0.321 0.947 89.670 0.190
t + 4 24.355 1.036 0.714 − 7.398 0.315

MIMO t + 1 3.448 0.147 0.989 97.848 0.121
t + 2 6.236 0.265 0.966 92.958 0.179
t + 3 7.660 0.326 0.953 89.376 0.198
t + 4 11.017 0.469 0.883 78.023 0.250

MISMO t + 1 1.550 0.066 0.998 99.565 0.081
t + 2 4.659 0.198 0.981 96.070 0.135
t + 3 6.414 0.273 0.962 92.552 0.172
t + 4 6.707 0.285 0.958 91.856 0.164
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2-day-ahead based on the MISO evolutionary strategy can 
forecast the daily streamflow better than the corresponding 
FFNNs models based on the MIMO and MISMO evolution-
ary strategies. It can be also derived, however, that FFNNs-
GA model with 3- and 4-day-ahead utilizing the MISMO 
evolutionary strategy can forecast the daily streamflow bet-
ter than the corresponding FFNNs-GA models based on the 
MISO and MIMO evolutionary strategies from the view-
point of the best-fit line and R2 values, respectively.

In the current research, the authors developed a heu-
ristic model combined a data pre-processing technique 
and an optimization algorithm based on three evolution-
ary strategies (i.e., MISO, MIMO, and MISMO). It can 
be found that this combination can be applied the complex 
and non-stationary natural phenomenon including the non-
linear hydrologic time series (e.g., rainfall, groundwater, 
evaporation, and water stage etc.). In addition, an addressed 
attempt to forecast the daily streamflow based on three evo-
lutionary strategies (i.e., MIMO, MISO, and MISMO) is 
unique process compared to the previous researches fol-
lowing the category of multi-day-ahead streamflow fore-
casting (Seo et al. 2018; Zakhrouf et al. 2018; Abdollahi 
et al. 2017; Ravansalar et al. 2016, 2017; Zakhrouf et al. 

2016; Kalteh 2015; Seo et al. 2015; Nourani et al. 2014; 
Sahay and Srivastava 2014). The forecasted results can be 
accepted based on the diverse statistical indices and scatter 
diagrams. In addition, the various heuristic models (e.g., 
multilayer perceptron (MLP), generalized regression neu-
ral networks (GRNNs), support vector machines (SVMs), 
extreme learning machines (ELMs), multivariate adaptive 
regression spline (MARS), and genetic programming (GP) 
etc.) combined data pre-processing techniques and optimi-
zation algorithms based on evolutionary strategies can be 
proposed to confirm the accuracy and efficiency of multi-
step-ahead streamflow forecasting for the further researches.

Conclusion

This study suggests the wavelet-based feed forward neural 
networks (WFFNNs) model optimized utilizing genetic 
algorithm (GA) based on the three evolutionary strate-
gies [i.e., multi-input multi-output (MIMO), multi-input 
single-output (MISO), and multi-input several multi-output 
(MISMO)], for streamflow forecasting in the Chellif River 
basin, Algeria. The WFFNNs-GA model based on the three 

Table 6   Statistical results of 
FFNNs-GA model based on the 
MISO, MIMO, and MISMO 
evolutionary strategies in the (a) 
calibration and (b) validation 
phases

RMSE (m3/s) SNR CC NSE (%) PFC

(a) Calibration phase
MISO t + 1 17.113 0.535 0.846 71.395 0.446

t + 2 21.302 0.666 0.747 55.676 0.506
t + 3 27.481 0.859 0.513 26.235 0.657
t + 4 22.592 0.706 0.715 50.149 0.451

MIMO t + 1 17.819 0.602 0.800 63.986 0.404
t + 2 19.279 0.602 0.800 63.695 0.348
t + 3 24.518 0.766 0.647 41.284 0.555
t + 4 25.872 0.808 0.596 34.623 0.505

MISMO t + 1 17.389 0.543 0.841 70.463 0.395
t + 2 24.370 0.762 0.648 41.990 0.582
t + 3 27.508 0.860 0.511 26.090 0.651
t + 4 27.809 0.869 0.496 24.465 0.642

(b) Validation phase
MISO t + 1 11.486 0.489 0.879 76.113 0.243

t + 2 15.301 0.651 0.760 57.610 0.290
t + 3 17.727 0.754 0.685 43.100 0.298
t + 4 39.643 1.686 0.322 − 184.5 0.314

MIMO t + 1 59.780 2.543 0.593 − 547.0 0.540
t + 2 68.370 2.908 0.458 − 746.3 0.525
t + 3 37.009 1.574 0.488 − 147.9 0.377
t + 4 45.122 1.919 0.435 − 268.6 0.389

MISMO t + 1 22.847 0.972 0.814 5.485 0.350
t + 2 20.763 0.883 0.717 21.941 0.311
t + 3 17.106 0.728 0.693 47.018 0.300
t + 4 17.736 0.754 0.657 43.043 0.305
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Fig. 5   Scatter diagrams for the WFFNNs-GA model in the validation phase a MISO (t + 1), b MISO (t + 2), c MISO (t + 3), d MISO (t + 4), e 
MIMO (t + 1), f MIMO (t + 2), g MIMO (t + 3), h MIMO (t + 4), i MISMO (t + 1), j MISMO (t + t + 2), k MISMO (t + 3), l MISMO (t + 4)
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evolutionary strategies evaluates the forecasting accuracy 
for multi-step-ahead (e.g., one-, two-, three-, and four-step-
ahead) streamflow utilizing five statistical indices includ-
ing root mean squared error (RMSE), signal-to-noise ratio 
(SNR), correlation coefficient (CC), coefficient of efficiency 
(NSE), and peak flow criteria (PFC).

The optimal structure of WFFNNs-GA model is catego-
rized utilizing the input delay, the type of mother wavelet, 
decomposition level, number of neuron in hidden layers, 
and activation functions in the hidden, and output layers, 
respectively. Also, the optimal values of each variable are 
determined utilizing the calibration dataset.

Fig. 6   Scatter diagrams for the FFNNs-GA model in the validation phase a MISO (t + 1), b MISO (t + 2), c MISO (t + 3), d MISO (t + 4), e 
MIMO (t + 1), f MIMO (t + 2), g MIMO (t + 3), h MIMO (t + 4), i MISMO (t + 1), j MISMO (t + 2), k MISMO (t + 3), l MISMO (t + 4)
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It can be concluded that the WFFNNs-GA model based 
on the three evolutionary strategies produces the best results 
with 1-day-ahead streamflow forecasting. Within the cat-
egory of 1-day-ahead streamflow forecasting, the WFFNNs-
GA model based on the MISO evolutionary strategy pro-
vides the values of RMSE = 1.576 (m3/sec), SNR = 0.067, 
CC = 0.998, NSE = 99.550 (%), and PFC = 0.072 for the vali-
dation phase. In the MIMO evolutionary strategy, it gives the 
values of RMSE = 3.443 (m3/sec), SNR = 0.146, CC = 0.990, 
NSE = 97.853 (%), and PFC = 0.119 for the validation phase. 
In addition, it also yields the values of RMSE = 1.550 (m3/
sec), SNR = 0.066, CC = 0.998, NSE = 99.565 (%), and 
PFC = 0.081 within the MISMO evolutionary strategy for 
the validation phase. It can be suggested from the WFFNNs-
GA model that the results of MISMO evolutionary strategy 
are superior to those of MISO and MIMO evolutionary strat-
egies based on the statistical indices and scatter diagrams. 
The WFFNNs-GA model based on the MISMO evolutionary 
strategy can forecast the accurate and efficient streamflow 
compared with the other WFFNNs-GA models based on the 
MISO and MIMO evolutionary strategies in this study.

Results also indicate that the application of sub-time 
series decomposed by DWT as the input data of WFFNNs-
GA model can improve the performance of FFNNs-GA 
models, and forecast the accurate streamflow in Chellif River 
basin, Algeria.
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Abstract
This paper sheds light on the formulation of a new equilibrium local scour depth equation around a pier. The total bed 
materials removed from the scour hole due to the force exerted by the flowing fluid after colliding with the pier in the flow 
field are estimated. At the equilibrium condition, the shape of the scour hole around the pier may take any form, viz. linear, 
circular, parabolic, triangular, or combination of different shapes. To consider that, two functions are assumed at the stoss 
and the lee sides of the pier. The total volume of bed materials removed from the scour hole of an arbitrary shape at the stoss 
and the lee sides of the pier is obtained by integrating the two functions. The equilibrium scour depth is formed by applying 
the energy balance theorem. An example problem is illustrated and the results are compared with the equations presented 
by Melville and Coleman (Bridge scour. Water Resources Publication, Colorado, 2000) and HEC-18 (Richardson and Davis 
in Evaluating scour at bridges, HEC-18. Technical report no. FHWA NHI, 2001).

Keywords  Analytical solution · Scour · Energy balance · Sediment transport

Introduction

The construction of a bridge involves an enormous amount 
of cost, and the losses associated with the failure of a bridge 
are unrecoverable. Harik et al. (1990) did a failure study of 
bridges in the USA between 1951 to 1988 by collecting the 
relevant data from various sources, including engineering 
journals and nationally and state-wise distributed newspa-
pers. Chang (1988) reported the failure of 46 bridges, from 
1961 to 1976, because of the scour. Wardhana and Hadip-
riono (2003) did failure studies of 503 bridges from 1989 
to 2001 with the data collected from the New York State 
Department of Transportation (NYSDOT). Scour accounts 
for nearly 60% of the total bridge failures in the USA since 
1950 (Kattell and Eriksson 1998; Melville and Coleman 
2000; Lagasse 2007). The AASHTO (2010) LRFD Bridge 
Design Specification found that scour is one of the vital rea-
sons behind the bridge failure. In 1993, it was reported that 
during the flood event at Upper Mississippi, 28 highway 

bridges failed, of which 22 were because of scour (Kamoj-
jala et al. 1994), which amounts to almost 80%.

Hydraulic Engineering Circular No. 18 (HEC-18) (Rich-
ardson and Davis 2001) and Arneson et al. (2012) defined 
scour as “Erosion of a streambed or bank material due to 
flowing water; often considered as being localized.” National 
Highway Institute (NHI), Washington, DC, listed four rea-
sons behind the occurrence of the scour: general scour (natu-
ral movement of the sediments resulting in the reduction in 
the streambed elevation), contraction scour (the acceleration 
of the incoming flow, due to the narrowing of the channel at 
certain sections, leading to a higher rate of erosion), local 
scour (flow turbulence and vorticity, due to the presence 
of an obstacle in the channel, resulting in the movement of 
the sediment particles away from the neighborhood of the 
obstruction), and lateral stream migration (occurring when 
the presence of hydraulic structures forces the channel to 
change the flow path). Among these, local scour is the most 
crucial one. Dey (1997) presented a detailed review of the 
scour studies up to 1997 with large captivating pieces of 
information.

A review on the mathematical modeling of the scour was 
also given by Mutlu Sumer (2007). They, however, men-
tioned that recently, more advanced computational tech-
niques like computational fluid dynamics (CFD) code are 
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being used to model phenomenon of scour under steady cur-
rent. Some of the examples of such studies included but not 
limited to are Olsen and Melaaen (1993), Nurtjahyo et al. 
(2002), Salaheldin et al. (2004), Roulund et al. (2005), Bour-
atsis et al. (2017), Yang et al. (2018), Ahmad et al. (2017), 
and Afzal et al. (2015).

Chabert and Engeldinger (1956) classified local scour 
into two categories, i.e., the clear water scour and the live-
bed scour. Clear water scour occurs when the flow, respon-
sible for causing the scour, is not fed with sediment load, 
whereas the live-bed scour accounts when the flow is already 
fed with sediment particles. The equilibrium scour depth ( ds ) 
is defined as the vertical distance between the deepest point 
in the scour hole and the stable bed level. In the live-bed 
scour, the formation of the equilibrium scour depth is rapid, 
and ds oscillates with time because of the formation of the 
bed forms. In clear water scour, the idea of the equilibrium 
scour is still a mystery (Lança et al. 2013). Kothyari et al. 
(2007) argued that the time required of the clear water scour 
to reach the equilibrium depth is a function of finite random 
variable, whereas Sheppard et al. (2004) reported the same 
as a function of an infinite random variable.

Due to the presence of a vertical cylindrical pier, the flow 
velocity slows down at the vicinity of the piers, and a bound-
ary layer is formed. At the stagnation point, S1 , in Fig. 1, the 
velocity is zero (due to the no-slip boundary condition), and 
the pressure is maximum. The pressure decreases toward the 
poles, P1 and P2 , in Fig. 1 and increases at the rear half of 
the pier. Thus, a pressure gradient is developed within the 
boundary layer. A decrease in pressure along the direction 
of the motion is considered favorable as it helps in the move-
ment of the fluid. However, an increase in pressure along the 
flow direction (termed as adverse pressure gradient) leads 
to either cessation of the motion of fluid or flow reversal, 
which in turn causes the sediment particles to move away 
from the pier surface.

Sediment particles move away from the pier when the 
shear stress on the sediment particles exceeds the critical 
shear stress. Under the steady currents, the most responsible 
parameters for the development of the scour around a pier, 

identified in the scientific literature, are the downflow, horse-
shoe vortex (HSV), bow wave, and wake vortices (Fig. 2). 
The direction of the rotation of the bow wave and the HSV 
is opposite in a manner, as shown in Fig. 2.

Dey et al. (1992a, b) noticed the development of the HSV 
because of the motion of the fluid into the scour hole. The 
authors observed, at the stoss side of the pier, the bed materi-
als are detached by the activity of the lee side flow and con-
sequently are fetched up toward the stoss side of the scour 
hole by the motion of the HSV. At the quasi-equilibrium 
condition, the mean slope, also known as the dynamic angle 
of repose ( �d ), of the scour hole at the frontal face of the 
pier was observed to be 10–20% more than the threshold 
angle of the sediment. This was in agreement with the result 
presented by Melville and Raudkivi (1977).

Most of the manuals, providing the guidelines for the 
design of the bridges, consider the maximum equilib-
rium scour depth as a reference depth against the extreme 
flood conditions having return periods in the range of 
100–200 years (Melville and Coleman 2000). However, 
in many cases, this equilibrium scour depth is found to be 
lesser than the actual scour depth under the flood condition, 
and the bridge fails. One example is the case study of South 
Carolina (Shatanawi et al. 2008). Thus, a lot of uncertainty 
related to the scour calculation is involved in the design of 
the bridges.

The sediment particles are removed from the vicinity of 
the pier by the fluid-induced force, which is a combined 
effect of the bed shear stress, the turbulent properties, and 
the fluctuations due to the horseshoe vortex as delineated 
by Dey (1997). Based on the fundamental equation of scour 
under clear water, Dey (1996) estimated the sediment pickup 
rate around a cylindrical pier.

Some of the notable studies where flow was measured 
inside the scour hole are Dey et al. (1995), Dey (1995), Graf 
and Istiarto (2002), Dey and Raikar (2007), and Raikar and 
Dey (2005a, b, 2008). Dey et al. (1995) used a five-hole pitot 
sphere, whereas Graf and Istiarto (2002) used an acoustic 

Fig. 1   Top view of the flow field around a pier
Fig. 2   Typical geometry of a scour hole and the components of the 
flow field around a pier
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Doppler velocity (ADV) meter for the measurements. Dey 
and Raikar (2007) and Raikar and Dey (2008) also used 
ADV to calculate the discharge and gave detailed informa-
tion on the formation of the turbulent horseshoe vortex in 
the vicinity of a developing scour hole around a cylindri-
cal pier. The effect of the upstream interference toward the 
downstream pier in terms of the local scour was investigated 
by Khaple et al. (2017).

A substantial amount of research has been performed to 
find out the maximum scour depth around a pier or pile base. 
Most of the researchers developed scour depth formulae 
by the means of empirical methods, based on dimensional 
analysis and data fitting, which establish a functional rela-
tionship between the non-dimensional parameters. This has 
been discussed in detail in Melville and Coleman (2000) and 
Ettema et al. (2011). Recently, Manes and Brocchini (2015) 
calculated the equilibrium scour depth by the phenomeno-
logical concept of turbulence under steady-state conditions. 
They derived a simple analytical formula for the clear water 
scour and the live-bed scour with the aid of Kolmogorov the-
ory of turbulence, which was an extended work of Gioia and 
Bombardelli (2005) and Gioia and Chakraborty (2006). At 
equilibrium, Manes and Brocchini (2015) assumed that the 
characteristic length scale of energetic eddies in the scour 
hole is equal to the depth of the scour hole and presented two 
equations for the equilibrium scour depth (ds).

Dey et al. (1995) presented a kinematic model consider-
ing horseshoe vortex (HSV) motion in the scour hole. They 
divided the upstream section of the pier into two zones: 
zone1 (vertically upward from the inclined bed) and zone2 
(vertically upward from the planner bed and close to the 
pier) (Fig. 2). They expressed the tangential velocity ( u� ) 
in terms of the power law at the bed, the radial velocity ( ur ) 
as parabolic in the direction of the radius r, and the vertical 
velocity ( uz ) obtained by integrating the continuity equation. 
A theoretical model of the flow field around a circular pier 
describing the velocity distribution was reported by Dey and 
Bose (1994) using aforementioned equations for u� , ur , and 
uz . They integrated the Navier–Stokes equation based on 
the one-seventh power law, analyzed the turbulent boundary 
layers, and presented a clear water scour model in terms of 
the bed shear stress. Most of the time, the bed shear stress 
remains lesser than the critical shear stress for a developing 
scour hole at an intermediate phase or for a scour hole that 
has already reached its equilibrium depth (Dey and Bose 
1994).

Recently, Hafez (2016) used the energy balance concept 
to calculate equilibrium scour depth of a scour hole assum-
ing a triangular shape. However, the scour hole pattern 
around a pier may take any form after the equilibrium condi-
tion is reached. It is observed that most of the time, the shape 
is considered as triangular or parabolic, at both the stoss and 
the lee sides of the pier. In the present study, an arbitrary 

shape is considered, and a general scour depth equation is 
developed considering two functions for the upstream and 
the downstream sections. An example problem is formulated 
and solved, and the results obtained are compared with the 
existing results.

Present mathematical model

A local scour equation is obtained in this section using a 
mathematical approach presented by Hafez (2016). The 
objective, herein, is not to introduce a new equation but to 
highlight a method for the estimation of the scour depth, 
capable of producing the nonlinear variations of the scour-
ing pattern. The present mathematical model considers the 
energy balance concept as described by Hafez (2016). The 
model provides a significant improvement over the model 
developed by Hafez (2016) as it can incorporate the scour 
hole of any shape at the upstream and the downstream of 
the pier.

The energy balance concept states that the work done by 
the incoming flow at the stoss side of the pier, due to sudden 
blockage of water, is the reason behind the removal of the 
bed materials from the pier surface. When all the energy is 
utilized for the removal of the bed materials, an equilibrium 
is reached, and a maximum scour depth ( ds ) is established.

The hydrodynamic momentum force (F) can be written 
as F = �Quc , where � is the fluid density, Q is the discharge 
of the fluid, and uc is the streamwise flow velocity. The force 
exerted due to the presence of the pier, Fb , can be expressed 
by Eq. (1) as

A schematic view of the pier at the initial stage when the 
scour has not started is shown in Fig. 3a, whereas Fig. 3b 
represents the scour hole shape when the equilibrium condi-
tion is reached. Here, h is the water depth, b is diameter of 
the pier (pier width in case of a rectangular pier), and ds is 
the depth of the scour at the equilibrium. As the channel is 

(1)Fb = �u2
c
hb

Fig. 3   A schematic view of the development of the scour around a 
pier: a before scouring, b after formation of the scour
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open to the atmosphere, the velocity uc at a vertical distance 
y from the bed can be expressed using the power law as 
uc ∝ y1∕m , where m is a real number. Thus, Fb takes the form 
Fb ≈ y

2+m

m  . The point ( yc.g ) at which this force ( Fb ) acts from 
the free surface can be calculated by ycg =

∫ h

0
yFb dy

∫ h

0
Fb dy

 , which 

yields Eq. (2).

The displacement of the sediment due to Fb is given by 
Hafez (2016) as ycg +

ds

2
 . The work done by the approach-

ing fluid is a dot product of the force and the displacement, 
which can be denoted as Win = Fb(ycg + ds∕2) , which yields 
Eq. (3).

At the equilibrium condition, the scour hole pattern at 
the upstream and the downstream may take any form, viz. 
linear, circular, parabolic, triangular, or combination of dif-
ferent shapes. The top view of a scour hole is circular, and it 
varies nonlinearly from the bottom most point of the pier to 
the topmost point at the boundary of the scour hole. To take 
into account this nonlinearity, y can be expressed by Eqs. (4) 
and (5), respectively (Fig. 4).

Here, y = xp is at the upstream side and y = xq is at the 
downstream side and p and q can be assume any real value. 
As discussed earlier, the force developed due to the pres-
ence of the pier or any other obstruction in the flow field is 
responsible for the removal of the total bed materials. Total 
volume of the bed materials removed from the scour hole 

(2)ycg =
2 + 2m

2 + 3m
h

(3)Win =
(

�u2
c
hb

)

(

2 + 2m

2 + 3m
h +

ds

2

)

(4)y = xp

(5)y = xq

can be split into V1 and V2 , where V1 and V2 are the volume 
of bed materials removed from the front side and the back 
side of the pier, respectively. The radius of the scour hole at 
the upstream and the downstream sides can be obtained from 
Eqs. (4) and (5) as r1 = x = y1∕p and r2 = x = y1∕q , respec-
tively. Now the volume of the scour hole V1 and V2 at the 
front and the back side of the pier can be calculated using 
Eqs. (6) and (7), respectively, as

After the rearrangement of Eqs. (4) and (5), total volume, VT 
(= V1 + V2 ), takes the form given by Eq. (8).

Total sediment particles, having porosity � (generally 
considered 0.4 for sand), removed from the scour hole 
are V(1 − �) . Hence, the total submerged weight of the 
removed bed materials from the scour hole assumes the form 
V(1 − �)

(

�s − �
)

 , where �s is unit weight of the bed materials 
and � is the unit weight of the fluid. Thus, the work done by 
the water on the sediment particles to move them away from 
the scour hole can be expressed as Eq. (9).

Now, applying the energy balance concept ( Win = Wout ) 
depth of scour can be expressed by Eq. (10) [considering 
Eqs. (3) and (9)].

u s i n g  A =
(

�p

2+p

)

(1 − �)
(

�s − �
)

  ;  C =
�u2

c
hb

2
  ; 

B =
(

�q

2+q

)

(1 − �)
(

�s − �
)

 ;  and E =
(

�u2
c
hb

)

(

2+2m

2+3m
h
)

 . 
Equation (10) can be expressed as Eq. (11).

Equation (11) is a nonlinear equation in terms of the scour 
depth ds , where the corresponding coefficients A, B, C, and 
E can be obtained from the given field conditions. The above 
equation can be solved numerically with the implementation 

(6)V1 = ∫
ds

0

�r2
1
dy =

�p

2 + p
d

2+p

p

s

(7)V2 = ∫
ds

0

�r2
2
dy =

�q

2 + q
d

2+q

q

s

(8)VT =
�p

2 + p
d

2+p

p

s +
�q

2 + q
d

2+q

q

s

(9)Wout =

(

�p

2 + p
d

2+p

p

s +
�q

2 + q
d

2+q

q

s

)

(1 − �)
(

�s − �
)

(10)

(

�u2
c
hb

)

(

2 + 2m

2 + 3m
h +

ds

2

)

=

(

�p

2 + p
d

2+p

p

s +
�q

2 + q
d

2+q

q

s

)

(1 − �)
(

�s − �
)

(11)Ad

2+p

p

s + Bd

2+q

q

s − Cds − E = 0

Fig. 4   Large view of the scour shape (Fig.  3b) around the pier: a 
scour at the stoss side of the pier, b scour at the lee side of the pier
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of a simple FORTRAN or MATLAB code. An example cal-
culation has been done below showing the implementation 
of presented formulation against methods of Melville and 
Coleman (2000) and HEC-18 (Richardson and Davis 2001). 
However, the solution becomes complex as the value of p 
and q increases.

Illustrative example

The problem is solved for the given data:

Pier width/diameter, b = 1.5 m

Water depth, h = 5 m

Water discharge intensity, q = 10 m2 s−1

Sediment size, d50 = 0.8 mm,
Flow skewness, � = 150

Unit weight of the bed materials, �s = 19,000 N m−3

Unit weight of the fluid, � = 9810 N m−3

Density of the fluid, � = 1000 kg m−3

Porosity of sand, � = 0.4

The equilibrium scour depth calculated using the equations 
presented by Melville and Coleman (2000), HEC-18 (Rich-
ardson and Davis 2001), and the present model is given in 
Table 1. The procedure behind the calculations is given in 
“Appendix.” For the given data, the scour depths calculated 
by methods of Melville and Coleman (2000) and HEC-18 
(Richardson and Davis 2001) are 5.65 m and 2.2 m, respec-
tively, whereas by the present equation it is 6.88 m for a 
linear scour hole at the stoss and the lee sides, 3.72 m for a 
linear scour hole at the stoss side and a parabolic scour hole 
at the lee side, and 2.93 m when the scour hole is parabolic 
at both the stoss and the lee sides of the pier. The shape of 
the scour hole can be varied by choosing any real value of 
p and q in Eq. 11 formulated in this paper. The differences 
in the values of the scour depth, given in Table 1, are due 
to the fact that the assumptions and the factors considered 
while developing these individual equations are different.

Conclusion

An equation for the equilibrium scour depth around a 
pier is presented in this paper. The equation is developed 
applying the energy balance concept at both the stoss and 
the lee sides of the pier for an arbitrary scour hole pattern. 
The applicability of the equation is checked by solving 
an example problem utilizing the present equation. The 
solution is compared with the equations given by Melville 
and Coleman (2000) and HEC-18 (Richardson and Davis 
2001). A good agreement is obtained. As future work, the 
presented equation can be extended by incorporating the 
bed slope and the threshold of sediment motion.
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“3D CFD Modeling of the Hydrodynamics and Local Scour Around 
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Appendix: Calculation of scour depth

The detailed calculation procedure of the scour depth 
given by Melville and Coleman (2000) and HEC-18 (Rich-
ardson and Davis 2001) can be found in Dey (2014).

Melville and Coleman

Velocity of incoming flow, u =
q

h
=

10

5
= 2 ms−1

Threshold shear velocity, u∗c , and incoming flow, ucr , 
are estimated as follows:

u∗c (0.1 ≤ d50 < 1 mm) = 0.0115 + 0.0125 
d1.4
50

= 0.02 ms−1

ucr = u∗c5.75 log
(

5.53
h

d50

)

= 0.52ms−1

For uniform sediment, ua = ucr.
k-factor
For b

h
=

1.5

5
= 0.3 < 0.7, kh = 2.4b = 3.6 m

For u−ua−ucr
ucr

= 3.84 > 1 , kI = 1

For b

d50
= 1875 > 1 , kd = 1

For a circular pier, ks = 1

For the projected width, bp = Lsin� + bcos� = 3 m

k� =
(

bp

b

)0.65

= 1.569

For equilibrium scour depth, ( t = te ), kt = 1

Now, scour depth ds = khkIkdksk�kt = 5.65 m

Table 1   Scour depth calculated from the equation given by various 
authors and the present equation

Author d
s
 (m)

Melville and Coleman (2000) 5.65
HEC-18 (Richardson and Davis 2001) 2.2
Present equation
p = 1, q = 1 6.88
p = 1, q = 2 3.72
p = 2, q = 1 3.72
p = 2, q = 2 2.93
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HEC‑18

For a circular pier, ks = 1

For L
b
= 4 and � = 150 , k� = 1.5

Assuming small dunal bed form and Froude number, 
Fr =

2
√

9.8×5
= 0.28 , kbed = 1.1

For d50 < 2 mm , ka = 1

Now, scour depth
ds = bksk�kbedka

(

h

b

)0.35

F0.43
r

= 2.2 m

Present equation

Considering one-sixth power law, (m = 6)

For p = 1, q = 1

Similarly, for p = 1, q = 2

For p = 2, q = 1

For p = 2, q = 2
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Abstract
In spite of enormous investment for water harvesting in Maharashtra, the issue of water deficiency persist. Therefore, with 
the proper understanding of recent (1975–2014) hydrometeorological characteristics in the semiarid region of Maharashtra, 
the study endeavored to suggest management strategies to optimize the water resources. To understand the inherent charac-
teristics of rainfall, runoff, dam storages and groundwater, statistical techniques including descriptive statistics, correlation, 
regression and Student’s t test were applied. The monsoon rainfall has notable control over the water resources. As the study 
region characterized by significantly low water availability with high variability which is accountable for higher frequency 
and intensity of drought, it should be prioritized while formulating a judicial plan for water management. The major rivers of 
Maharashtra follow the unimodal pattern of rainfall. Whereas the study area displays a peculiar character of the bimodal and 
unimodal regimes of rainfall and runoff, respectively, this highlights the role of hydrological losses. However, it also indicates 
that there is a wide scope to harvest surface water, particularly during the months of September and October. Interestingly, 
the inter-annual variability in the extreme rainfall and runoff events over the study basins is observed to be higher in India. 
Most of the water (> 50%) received during flashy rainfall events drains out through flashy discharges. The impoundment of 
this water and modified irrigation schedule by considering the recent hydrological characteristics may diminish the variability 
and deficiency of surface and subsurface water. Furthermore, for the precise forecast of water availability in the study area, 
ENSO condition needs to incorporate, as it has a significant connection with rainfall and runoff.

Keywords  Maharashtra · Semiarid region · Rainfall · Runoff · Groundwater · ENSO · Water management

Introduction

Scientific understanding of hydrometeorological character-
istics of a region plays a crucial role in the management of 
water resources, particularly for the semiarid regions. The 
regional hydrological tendencies chiefly determine an allo-
cation of water resources to the agricultural, hydropower 
generation, industrial and domestic sectors (Wang et al. 
2003). In the areas where the agricultural practices are 
rain dependent, the availability of water resources dictates 
the cropping pattern (Sethi et al. 2006; Khot and Sabanna 
2018). Therefore, the water resource planners emphasize the 

inherent character of meteorological and hydrological vari-
ables to cope with disasters such as flood (Sanyal and Lu 
2004), drought and famine.

The hydrology of Maharashtra is primarily depending on 
the monsoon rainfall received during the monsoon season 
(June to October). As about 83% of the land area of the state 
fall under the semiarid climate, water scarcity is a major 
concern (Kale et al. 2014), especially from the agricultural 
and domestic viewpoint. Although after the severe drought 
of 1972, the Drought-Prone Area Programme (DPAP) and 
Watershed Development Programme (WDP) were started 
with the objective of solving the agricultural problems of 
rainfed areas in Maharashtra (Kalamkar 2011), it has lim-
ited success (Kale et al. 2014) in the semiarid region, which 
has been reflected from the experience of severe droughts 
during the last few decades. The recent droughts in Maha-
rashtra have occurred mainly due to mismanagement of 
available water resources (Purandare 2013) which is one of 

 *	 Rahul S. Todmal 
	 todmalrahul@gmail.com

1	 Department of Geography, Vidya Pratishthan’s ASC College 
Baramati, Pune 413 133, India

http://orcid.org/0000-0002-0612-2370
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00386-z&domain=pdf


190	 Acta Geophysica (2020) 68:189–206

1 3

the reasons for the agrarian distress and suicides of ~ 15,000 
farmer since 1994 (Mishra 2006; Udmale et al. 2014; Suresh 
2015). Apart from this, the World Bank (2008) and TERI 
(2012) have reported that the drought event in 2003 has col-
lapsed the economic budget for irrigation, agriculture and 
rural development of Maharashtra for the period between 
2002 and 2007. Negligence toward the appraisal of water 
resources in the scarcity zone of Maharashtra is noticea-
ble from the limited scientific studies on the groundwater 
resource which irrigate > 50% of agricultural land (Pathak 
et al. 1999; GoM 2014). Israel (with < 500 mm rainfall) and 
two outstanding examples (Hiware Bazar and Ralegan Sid-
dhi) from the drought-prone area of Maharashtra (Mehta 
and Satpathy 2011) have proved that the water crises can be 
overcome with the application of recent water management 
techniques by considering the recent regional hydro-climatic 
characteristics.

Generally, the water resources and irrigation management 
is based on the assumption of stationarity of hydrological 
variables (Milly et al. 2008). However, the climatic changes 
play a crucial role in violating this assumption (Pahl-Wostl, 
2007; Milly et al. 2008). Under the recent warming scenario 
(since 1970), climatic changes over the semiarid region of 
Maharashtra are evident (Todmal and Kale 2016), which 
may have altered the regional hydrology. The seasonal-
ity (Guhathakurta and Saji 2013) and variability (Todmal 
and Kale 2016) of rainfall in this region are observed to be 
increasing, which may exacerbate the future water manage-
ment challenge. Additionally, the groundwater in the Upper 
Bhima Basin cannot buffer the water scarcity during the 
rainfall drought of two or more consecutive years, as it has 
been overexploited during the last few years (Surinaidu et al. 
2013; Pavelic et al. 2012).

Under such circumstances, it is time to shed the current 
approaches of water resources management in the water-
scarce region of Maharashtra (Todmal and Kale 2016) and 
formulate a judicial plan. For this, it is worth necessary 
understanding the inherent and recent (post-1980) charac-
teristics of the precipitation, surface and subsurface water 
resources. In the present investigation, therefore, an attempt 
has been made to decipher the spatiotemporal, seasonal and 
intra-seasonal characteristics of rainfall, runoff, dam stor-
age and groundwater levels in the five semiarid river basins. 
The study also endeavors to understand the interrelation-
ships between water resources as well as their dependence 
on ENSO (El Niño–Southern Oscillation). Additionally, 
the potential implications of findings emerged from the pre-
sent investigation for the water resources management are 
discussed.

The semiarid region of Maharashtra

In the present study, five river basins, namely the Sina, 
Man, Karha, Yerala and Agrani, which drain the rain 
shadow zone of Maharashtra, are considered. All the five 
basins are situated between 16° 45″ and 19° 25″ N lati-
tude and 73° 45″ and 76° 25″ E longitude (Fig. 1). The 
Sina, Karha and Man Basins form a part of the Bhima 
River which is the largest tributary of the Krishna River 
in Maharashtra. The Agrani and Yerala Rivers directly 
drain into the Krishna River. The selected basins cover 
about 32% area of the scarcity zone (agro-climatic zone) 
of Maharashtra. Among them, the Sina and Karha are the 
largest and smallest basins, respectively (Fig. 1).

The study basins are characterized by the semiarid trop-
ical (Bsh) type of climate (IMD 2005). Agro-climatologi-
cally these basins are the part of scarcity zone (Deosthali 
2002; Kalamkar 2011), where the annual water deficiency 
is between 900 and 1100  mm (Dikshit 1983; Todmal 
2019). The mean daily temperature is generally above 
22 °C, except during winter (18–22 °C). The mean maxi-
mum temperature varies between 30 and 40 °C from May 
to October but is generally below 32 °C in the remain-
ing months of the year. The annual maximum tempera-
ture (> 40 °C) is normally recorded in the month of May 
(IMD 2005). The hydrology of the study area completely 
depends upon the monsoon rainfall (received from June 
to October). The study basins are underlain by erosion-
resistant rock, which limits the base flow contribution to 
the river discharge. The lower- and middle-order streams 
completely become dry for about 8 months, and the flows 
in the higher-order streams become discontinuous (Kale 
et al. 2014). Therefore, for irrigation and drinking pur-
poses, a large number of water storage structures have 
been constructed in the study basins during the last three 
decades (GoM 1999).

Methodology

In the present investigation, four types of hydrometeoro-
logical data including monsoon rainfall, monsoon runoff, 
dam storage and groundwater levels (pre- and post-mon-
soon) are used. Details of the data collection and locations 
of the selected stations are given in Table 1 and Fig. 1, 
respectively. The daily rainfall data of 40 well-distributed 
rain gauge stations were collected from the India Mete-
orological Department (IMD) and the Hydrological Data 
Users Group (HDUG) for about the last three decades. 
As the semiarid region of Maharashtra receives about 
85–90% of annual precipitation during the monsoon 
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months (Gadgil 2002), the present study has considered 
yearwise daily rainfall data for the monsoon period. The 
daily discharge data of six gauge discharge sites were 
obtained from HDUG for the period between 1981 and 
2010. In each of the selected river basin, except the Sina, 
only one discharge gauging site was available. As the sem-
iarid rivers flow during the monsoon period (1 June to 31 
October), the discharge data during this period are con-
sidered. The discharge gives the volume of water passing 
through a point in a given unit of time at a cross section 
(Muthreja 1986). The daily runoff values are calculated as 

a product of daily discharge and the number of seconds in 
a day. In order to understand the role of surface water stor-
ages in determining the characteristics of monsoon runoff, 
the daily dam storage and spillway discharge data were 
acquired from the Irrigation Department of Maharashtra 
State (IDMS) for the available period (1981–2014). For 
this, five dams (one from each basin) on the trunk stream 
were selected (Fig. 1). The groundwater level data of 205 
groundwater observations sites (GOS) for which the data 
were available for both the pre- and post-monsoon sea-
sons were acquired from the Groundwater Survey and 

(b)(a)

Fig. 1   a Location map of study basins and b distribution of selected hydrometeorological stations in the study area. Base map of Maharashtra 
State after Kale et al. (2014)

Table 1   Details of data used in 
the present study

Variables Selected 
stations

Length of records Source Missing 
records 
filled

Monsoon rainfall 40 1981–2013
(33 years)

IMD, HDUG 8%

Monsoon discharge 6 1981–2010
(30 years)

HDUG 0%

Dam storage and spillway discharge 5 1981–2014
(34 years)

IDMS 0%

Post- and pre-monsoon groundwater levels 205 1975–2014 (40 years) GSDA 7%
Satellite images Landsat TM-5 for 1998 (wet year) in the month of Novem-

ber and December (post-monsoon season)
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Development Agency (GSDA). Such data were avail-
able for variable durations between 1975 and 2014. The 
missing values in the rainfall and groundwater level data 
(Table 1) were filled by the linear regression interpolation. 
The average basin rainfall over each of the selected basin 
was calculated by using the Thiessen polygon method. As 
the available discharge gauging sites in the Yerala and 
Agrani Basin are located at the middle of the basins, in 
such cases the basin area behind discharge gauging site is 
treated as upper (U) basin (domain). Similarly, in the case 
of Sina Basin, the basin areas behind Rosa and Bandalgi 
(downstream) stations are labeled as Sina (U) and Sina 
(Dw), respectively (Fig. 1).

To identify the hydrometeorological characteristics, 
parameters of central tendency and dispersion were obtained 
from the descriptive statistical analysis. By using these 
parameters, the coefficient of variation (CV) and normalized 
departures (Z score values) were calculated for all variables. 
In order to understand the rainfall and runoff regime in the 
study basins, the daily data series were derived by averaging 
the rainfall as well as runoff data of each day of the monsoon 
period for the gauge period (about three decades). These 
newly derived data series were used to construct the mean 
monsoon hydrographs, which represents the average rainfall 
and runoff characteristics during the monsoon season.

To understand the variability in high-magnitude events 
over the study basins, the FFMI, which is the standard devia-
tion of annual peak discharges on the log scale, calculated 
for the selected discharge gauging sites. Based on the same 
methodology, to evaluate the annual variability in mon-
soon 1-day maximum rainfall events, the Monsoon Rainfall 
Magnitude Index (MRMI) developed by Kale (2012) was 
applied. With the use of linear regression technique, the rela-
tionship between FFMI and MRMI was established. To com-
pare the rainfall and runoff over the study basins with other 
river basins in Maharashtra, Student’s t test was applied. 
With the application of the same technique, stationwise 
pre- and post-monsoon groundwater levels were compared 
to understand the role of monsoon rainfall in recharging the 
groundwater. To explain the spatial variations in ground-
water levels, surface water bodies were identified by using 
freely available satellite images for 1998 (wet monsoon 
year) (Fig. 1). For this, the Normalized Difference Vegeta-
tion Index (NDVI) values were calculated. Generally, the 
NDVI values between 0 and − 0.40 represent surface water 
bodies. For the assessment of rainfall–runoff–groundwater 
relationship, the bivariate linear relationships between all 
the combinations of selected variables (Table 1) were devel-
oped. Additionally, the connection between hydrometeoro-
logical variables and the Southern Oscillation Index (SOI) 
were assessed. The annual average SOI values were obtained 
from the Web site of National Oceanic and Atmospheric 
Administration Published by New Zealand’s Environment 

Reporting Series. The data obtained from the same source 
were used to calculate the average yearly SOI values for the 
monsoon period.

Results

Rainfall distribution and variability

Figure 2 shows that all the basins under investigation receive 
monsoon rainfall between 293 and 864 mm, which is very 
scanty as compared to the rivers heading in the Western 
Ghats (Krishna, Koyna, Nira, Bhima, etc.). On account of 
the rain shadow effect of the Western Ghats, noteworthy 
variations in monsoon rainfall can be observed from east 
to west direction. Therefore, the western part of the Yerala 
and Karha Basins receives comparatively higher rainfall 
amount (> 750 mm). The remaining parts of the basins 
receive rainfall < 400 mm that results in higher spatial vari-
ability (~ 300–850 mm). Similarly, toward the eastern side 
of the Sina Basin, the monsoon rainfall gradually increases 
(ranging between 500 and 850 mm). The zone of minimum 
rainfall with maximum variability covers parts of the Karha, 
Man and Agrani River Basins. In this zone, the average mon-
soon rainfall and its variability are observed to be < 510 mm 
and > 35%, respectively (Fig. 2). In the lower part of the 
Agrani Basin, rainfall is observed between 300 and 450 mm 
with the highest inter-annual variability (35–55%). More or 
less, a similar pattern can be observed in most of the Karha 
and Man Basins.

The box and whisker plot given in Fig. 3a reveals that 
almost all the basins and their upper parts receive average 
monsoon rainfall between 450 and 600 mm, with the soli-
tary exception of the Agrani Basin. The lowest amount of 
monsoon rainfall is recorded in the Agrani Basin, followed 
by the Man Basin (313 and 453 mm, respectively). On the 
other hand, the Sina Basin experiences comparatively higher 
monsoon rainfall total (584 mm), followed by the Yerala and 
Karha Basins (502 and 490 mm, respectively). As mentioned 
earlier, the annual variation in the monsoon rainfall is the 
inherent character of this region. All the study basins reveal 
highly erratic behavior of annual monsoon rainfall, which 
varies between 151 and 1007 mm (Fig. 3a). The highest 
range of monsoon rainfall was observed in the Upper Agrani 
Basin (200–865 mm), followed by the Sina (353–1007 mm) 
and Karha (177–808 mm) Basins. This fact is also supported 
by the high coefficient of variation for the Upper Agrani, 
Sina and Karha Basins (31, 28 and 33%, respectively).

Notable intra-basin monsoon rainfall variation can 
be observed in the Agrani Basin, where the entire basin 
exhibits the lower average monsoon rainfall (313 mm) 
as compared to the upper domain (490 mm). It can be 
inferred from this fact that the lower Agrani Basin receives 
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monsoon rainfall < 313 mm. The upper domain of the 
basin depicts high year-to-year variations in the monsoon 
rainfall (between 200 and 865 mm) as compared to the 
entire basin (Fig. 3a). Owing to this reason, the Upper 

Agrani Basin is characterized by higher rainfall variability 
(31%) than the entire basin (29%). In comparison, the Sina 
and Yerala Basins exhibit modest intra-basin variations 
(Fig. 3a).

76° E74° E

19° N

17° N Monsoon rainfall 
in mm

293 - 450

450 - 511

511 - 560

560 - 608

608 - 668

668 - 864

0 50 km

Ahmednagar

Pune

Satara

Basin boundaries
Coefficient of variation
River

Fig. 2   Spatial distribution of monsoon rainfall and coefficient of variation over the selected study basins. Monsoon rainfall classes are based on 
natural breaks
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Rainfall regime

The southwest monsoon arrives over western Maharashtra 
by the end of first week of June. During the second and 
third weeks of June, the monsoon spreads over western and 
central Maharashtra including the study area. Figure 4 (left 
panel) depicts the bimodal distribution of monsoon rainfall 
over the study basins. The first and second peaks in mon-
soon rainfall are experienced during the months of June and 
September–October, respectively. It is evident that at the 
beginning of the monsoon season (second and third dectad 
of June), each of the selected basins receive about 3–5 mm/
day rainfall. Further, the monsoon rainfall pattern shows a 
remarkable reduction in daily rainfall amounts during July 

and August. This is possibly due to the absence of wide-
spread wet spells. In comparison with other basins, the 
Yerala and Karha Basins display a noteworthy increase in 
the average rainfall during the month of July. At the end of 
August, all the basins, except Man, in the study area experi-
ence a phase of lowest rainfall during the monsoon period. 
There is a slight difference in the time of occurrence of this 
phase, which is characterized by < 2 mm daily average basin 
rainfall. However, in the Sina and Man Basins, during the 
second and fourth weeks of August, rainfall events with daily 
rainfall between 3 and 4 mm are observed. From the second 
dectad of September, the peak period of monsoon rainfall 
is experienced in all the study basins (Fig. 4). This mon-
soon period is characterized by daily average basin rainfall 

Fig. 3   Box–whisker plot show-
ing within- and inter-basin 
variations in a monsoon rainfall, 
b monsoon runoff and c water 
available at dam sites. Black 
dots denote the mean value, 
U = upper domain of basin, 
Max and Min denote maximum 
and minimum, MCM = million 
cubic meters. Sina N = Sina 
Nimgaon Dam, Sian Dw = Sina 
Basin upstream of the Bandalgi 
discharge gauging site; spillway 
discharges are not considered 
for the Siddhewadi Dam site
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between 4 and 8 mm. This phase terminates by the second 
dectad of October with the gradual reduction in the rainfall. 
In general, the drought-prone area of Maharashtra receives 
about 50% of the total monsoon rainfall during these days. 
The monsoon ends with a marginal contribution of rainfall 
during the last two dectad of October.

Surface water distribution and variability

Figure 3 shows that there are remarkable spatial variations 
in the surface water availability over the study area. The 
hydrological losses (through evaporation) are, by and large, 
uniform over the semiarid region of western Maharash-
tra. Therefore, the basin area and rainfall distribution are 
the chief determinants for the surface runoff volume. This 
can be observed in the case of the Sina and Man Basins, 
which reveal higher average water availability (878 and 
238 MCM, respectively) as compared to the Karha, Agrani 
and Yerala Basins (66, 40 and 34 MCM, respectively) 
(Fig. 3b). It can also be noticed that the study basins are 

characterized by the dominance of below average runoff 
events (mean > median) during the gauge period. An almost 
similar picture is observed in the case of dam site water 
availability. Due to non-availability of spillway records, this 
fact cannot be ascertained for the Siddhewadi Dam (Fig. 3c). 
Being smaller in areal extent, the Agrani and Karha Basins 
exhibit a pronounced effect of the surface storages on the 
downstream average monsoon runoff. Therefore, these two 
basins recorded zero runoff events for about > 25% of the 
gauge period (Fig. 3b). However, such completely dry events 
are almost absent at the Nazare and Siddhewadi Dam sites 
(Fig. 3c).

In order to compare the inter-basin variations in the mon-
soon runoff over the study basins, the average runoff vol-
umes were converted into per unit monsoon runoff volume 
(thousand cubic meters or TCM)/km2 (Table 2). The Sina 
Basin receives > 550 mm monsoon rainfall, thereby exhib-
iting the highest average monsoon runoff per unit area (71 
TCM/km2), followed by the Agrani (U) and Karha Basins 
(64 and 58 TCM/km2, respectively). The lowest monsoon 
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runoff volume is observed over the upper Sina and the Yer-
ala Basins (45 and 44 TCM/km2, respectively). It is mainly 
due to the fact that in the Yerala Basin, about 95% of the 
basin area above the discharge gauging site constitutes the 
catchment area of the Yeralwadi Dam. Therefore, the actual 
runoff availability of the Yerala Basin is observed over the 
Yeralwadi Dam catchment, which is around 158 TCM/km2. 
Although the upper Sina Basin receives a higher amount 
of rainfall (576 mm), due to a large number of watershed 
management structures, the majority of runoff gets trapped. 
In addition to this, in the upper Sina Basin, about 25% of 
the basin area above the discharge gauging site (Rosa) forms 
the catchment area of the Sina Nimgaon Dam, which has a 
storage capacity of 65 MCM.

In the Sina, Karha and Man Basins, it is possible to exam-
ine the intra-basin runoff variations by considering the data 
of water volume at the dam site or another upstream dis-
charge gauging station (Table 2). The larger per unit runoff 
volume can be noticed over the dam catchments of Yeral-
wadi and Nazare Dams (158 and 101 TCM/km2, respec-
tively) in comparison with the entire river basin. However, 
marginal runoff over the Sina Nimgaon and Mhaswad Dams 
is observed, which possibly indicates the impact of water-
shed management practices adopted within the upstream 
domain of the dam site.

Similar to the rainfall, the highest monsoon runoff vari-
ability (207%) is observed over the Agrani Basin, followed 
by the Man Basin (180%) (Table 2). It is important to men-
tion here that these basins fall in the high-rainfall-varia-
bility (> 35%) zone. The annual runoff in the Sina Basin 
is observed with the least variability (112%). Being a part 

of high-variability and low-rainfall zone, the Mhaswad 
and Yeralwadi Dam catchment areas show highly variable 
runoff (130 and 121%, respectively). On the other hand, 
the Sina Nimgaon and Nazare Dams depict considerably 
lower annual variations (about 88%) in the surface runoff 
(Table 2).

Runoff regime

Figure 4 shows that, although the monsoon rainfall displays 
a bimodal distribution, the monsoon runoff shows a uni-
modal pattern. The runoff generation begins with the onset 
of the monsoon season (Fig. 4) (right panel). Although the 
month of June contributes about 20% of the total monsoon 
rainfall, marginal surface runoff (< 5%) is generated over 
the study basins during this period. The similar situation 
prevails during July and August. The Sina, Karha and Yer-
ala Basins display slightly higher runoff values during the 
month of August. The months of September and October 
contribute to the maximum amount of rainfall. As a result 
of this, the same period is characterized by peak monsoon 
runoff (between 300 and 1500 m3/km2 per day). However, 
the time of the rise in the runoff (peak runoff) shows slight 
inter-basin variations.

About > 70% of the monsoon runoff in the study basins 
is observed in the last 2 months of the monsoon season. 
Particularly, in the case of the Agrani Basin, about 95% 
of the runoff occurs mainly during this period (Fig. 4). In 
other words, this basin remains almost dry during the early 
monsoon (June to August) period. Therefore, among the 
study basins, the Agrani Basin exhibits high intra-seasonal 

Table 2   Basinwise surface water characteristics

U upper domain of the basin, Dw basin area behind the downstream gauge discharge site. CV coefficient of variation in percent. TCM thousand 
cubic meters and MCM million cubic meters. Values in parentheses are the ratio of maximum (rainfall/runoff) during the gauge period to the 
average maximum (rainfall/runoff). Names of dam are given in parentheses. No dam on the trunk stream at downstream Sina River. Sina N Sina 
Nimgaon
a Denotes the figures calculated without considering the spillway discharges

Basin Basin area (km2) MRMI (rainfall) FFMI (runoff) Average monsoon 
runoff in TCM/km2

CV of 
monsoon 
runoff

Average available water 
at dam site in TCM/km2

CV of water 
availability at 
dam site

Yerala U 774 0.21
(2.82)

0.70
(5.6)

44 127 158
(Yeralwadi)

121

Agrani U 622 0.18
(1.74)

0.76
(10)

64 207 40a

(Siddhewadi)
47a

Sina U 5654 0.16
(2.10)

0.43
(3)

45 115 50
(Sina N)

88

Sina Dw 12,365 0.15
(1.67)

0.47
(3.1)

71 112 – –

Karha 1141 0.17
(2.03)

0.57
(5.4)

58 179 101
(Nazare)

87

Man 4626 0.17
(2.22)

0.48
(3.3)

51 180 52
(Mhaswad)

130
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variations in the average daily monsoon runoff. The abrupt 
rise in the daily runoff (during the first dectad of September) 
can be noticed over the Karha and Agrani Basins. Another 
interesting fact that can be observed is that the Yerala and 
Karha Basins reveal comparatively high runoff formation in 
the first two dectad of the month of October. As a result of 
this, in the Yerala Basin, the highest amount (about 55%) 
of the total runoff is observed during the month of October. 
An examination of the peaks in the monsoon hydrographs in 
Fig. 4 (right panel) provides some interesting facts. During 
the last two dectad of the October month, the retreat of the 
monsoon season is reflected by the falling limb. The daily 
average runoff amount during this period sharply decline, 
particularly in the Karha and Agrani Basins.

Variability of extreme rainfall and runoff

The basinwise MRMI and FFMI values are given in Table 2. 
The higher year-to-year variations in 1-day maximum rain-
fall are observed in the Yerala (U) Basin (0.21), followed 
by the Agrani Basin (0.18). The Karha, Man and the Sina 
(U) Basins exhibit comparable magnitudes of 1-day maxi-
mum rainfall events. However, over the entire Sina Basin, 
the maximum rainfall events are observed to be the low-
est. This is perhaps due to the averaging effect on the 1-day 
heavy rainfall events for the comparatively larger basin. It 
is clear from the statistical analysis that the MRMI and the 
ratio of heaviest 1-day rainfall to the mean maximum rainfall 
are significantly associated (at 95% confidence level).

Similarly, annual variations in the peak monsoon runoff 
are reflected from the FFMI. The higher FFMI values over 
the Agrani, Yerala and Karha Basins (0.76, 0.70 and 0.57, 
respectively) indicate higher inter-annual variations in peak 
runoff volume. On the other hand, the larger basins (Sina and 
Man) depict comparatively lower values of FFMI. Here it is 
pertinent to mention that the obtained FFMI values for the 
study basins are higher than the world average (Kale 2002). 
It is evident that the FFMI values are positively associated 
with the ratio of 1-day maximum runoff over the gauge 
period to the mean peak runoff volume. This relationship is 
statistically significant at 95% confidence level.

Distribution and variability of seasonal 
groundwater levels

Figure 5a shows that the average post-monsoon GW level 
depths, which vary between 1 and 11 m from the ground 
surface, do not reveal any systematic spatial pattern over 
the study area. The eastern part of the Sina Basin, which 
receives the comparatively higher amount of rainfall, is 
characterized by GW closer to the ground surface (< 4 m 
bgl). It can be noticed that the same domain of the Sina 
Basin depicts higher annual variability of groundwater 

depths during the post-monsoon season (Fig. 5b). Although 
the Karha and Yerala Basins receive a reasonably adequate 
amount of rainfall (> 490 and > 502 mm, respectively), they 
are characterized by higher post-monsoon groundwater level 
(between 5 and 11 m bgl). Another observation that could 
be made from Fig. 5b is that a very small area in the Yerala 
and Agrani Basins is characterized by highly variable GW 
resource during the post-monsoon season. There are some 
pockets in the Man, Yerala and Karha Basins that exhibit 
higher annual variations in the post-monsoon GW levels, 
which perhaps are linked to the meteorological chronic to 
severe drought-prone zone (where rainfall is < 510 mm and 
CV of rainfall varies between 35 and 50%). The pockets 
of distinctly high and low post-monsoon GW depths (with 
lower and higher variability, respectively) indicate a notable 
role of surface water management practices (Fig. 5a, b).

Figure 5c, d shows the distribution of average pre-mon-
soon GW depths and its annual variability in the study 
basins, respectively. The spatial variation in the pre-mon-
soon GW levels almost mimics the post-monsoon pattern 
of GW levels. Figure 5 shows that in the areas where the 
post-monsoon GW level is observed to be higher (4–11 m 
bgl), the same pockets are observed with higher ground-
water depths (8–18 m bgl) during the pre-monsoon sea-
son. The Sina Basin receives comparatively higher rain-
fall (> 550 mm). This explains why about 70% area of this 
basin exhibits GW depth < 9 m even during the pre-monsoon 
season (Fig. 5c). In spite of receiving an adequate amount 
of rainfall in the upper Karha and western Yerala Basins, 
the pre-monsoon GW levels are observed to be far deeper 
(between 8 and 18 m bgl). Figure 5 shows that the pre-mon-
soon GW level depths have lower inter-annual variations 
(CV < 63%) as compared to the variations in post-monsoon 
GW level. Among all the study basins, the Upper Karha 
and eastern side of the Sina Basin exhibit the highest inter-
annual variation (CV 34–76%) in the pre-monsoon GW level 
depths. Although a large part of the Man, Yerala and Agrani 
Basins fall in the low-rainfall zone, these basins reveal mar-
ginal annual variability (< 45%) in the pre-monsoon GW 
tables.

Seasonal fluctuations in the groundwater depths

In the study area, the groundwater recharge is primarily 
determined by the monsoon rainfall. Therefore, the results 
obtained from the Student’s t test suggest about 80% of the 
selected dug wells reveal a statistically significant decrease 
in the depth of the water table (that is, a rise in the water 
table) at the end of the monsoon season.

Figure 6 exhibits the spatial variation in the average rise 
in water table after the monsoon season (at the end of Octo-
ber), which rises by about nine meters. Figure 6 shows that 
the pattern of groundwater table rise broadly follows the 
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spatial pattern of monsoon rainfall over the study basins 
(see Fig. 2). The middle domains of the Man, Yerala and 
Agrani Basins exhibit minimum rise in the GW table during 
the gauge period. These domains fall in meteorologically 
chronic to severe drought-prone zone. Similarly, almost half 
of the Sina Basins (western part) exhibits a marginal rise in 
the water table (by < 4 m), whereas the eastern part recorded 
average rise in water table by 4–9 m (Fig. 6). Apart from 
this, in the Karha, Yerala, Man and Agrani Basins, pockets 
are observed with the seasonal average rise of groundwater 
levels by 4–9 meters.

In order to ascertain the role of water impounding struc-
tures on the fluctuations in the water table, the water bodies 
present in the area were identified from the Landsat images 
(for the year 1998) via NDVI values. The identified water 
bodies are presented in Fig. 6. From the map, it can be noted 

that where the rise in water table after monsoons is modest 
(< 3.2 m), there are fewer water bodies.

Temporal variations in rainfall, runoff 
and groundwater levels

Figure 7 shows that the synchronized temporal variations 
in the monsoon rainfall and post-monsoon groundwater 
level were observed over the study basins between 1980 
and 2013. This can be observed from 1993 to 1999, from 
2002 to 2004 and between 2008 and 2013. On the contrary, 
the temporal variations in monsoon runoff display consist-
ency only during the extreme monsoon years, particularly 
in 1985, 1986, 1994, 1998 and 2003. Among these years, 
1985–86, 2003 and 2012 were the widespread drought 
years when the notable decline in all the water resources in 

Fig. 6   Sitewise average differ-
ence in the GW table depths at 
the end of the monsoon season. 
Classes based on natural breaks. 
Results are based on the data of 
variable duration between 1975 
and 2014. The pre-2000 water 
bodies derived from NDVI 
analysis of Landsat images are 
shown in black
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the study basins was experienced (Fig. 7). As 1998 was the 
wettest monsoon year, the monsoon runoff and groundwa-
ter table observed significantly higher. 1992, 1994, 1997, 
2002, 2003 and 2012 years are observed with region-wide 
low monsoon runoff. Some of these are observed with no 
discharge in the rivers. Among all the study basins, the 
Karha Basin displays anomalous behavior of rainfall (CV 
33%), runoff and groundwater level as well.

In the study area, only a few widespread low-rainfall 
years are associated with the El Niño events (Fig. 7). There 
are studies that indicate that the all-India monsoon rainfall 
is weakly associated with the El Niño events during the 
recent decades (Kumar et al. 1999; Shewale and Kumar, 
2005). However, the study carried out by Todmal and Kale 
(2016) observed that about 65% of the negative departures 
in rainfall over the Karha Basin are observed in El Niño 
years. Similarly, the post-monsoon groundwater level in 
the study basins has a weak relationship with the El Niño 
events. In the case of monsoon runoff, about 33% occasion 
the study basins are dry during the El Niño years.

Discussion

The results given in the previous section highlight inherent 
nature of monsoon rainfall, runoff and groundwater levels 
in the semiarid region of Maharashtra. The selected river 
basins receive the lowest amount of rainfall in the state. 
The statistically significant result of the Student’s t test 
supports this fact (Fig. 8a). Due to limited rainfall, these 
basins are characterized by higher annual water deficiency 
(800–1100 mm) (Dikshit 1983). As the Western Ghats is 
the predominant physical factor that determines the dis-
tribution of rainfall, the leeward side of Western Ghats 
exhibits a notable decline in the monsoon rainfall toward 
the east (Gadgil 2002). Therefore, the eastern parts of the 
Yerala and Karha Basins located in the vicinity of Western 
Ghats receive comparatively higher rainfall. The zone of 
minimum rainfall (< 510 mm) with maximum variabil-
ity (CV > 35%) covers the Agrani Basin and parts of the 
Karha, Yerala and Man Basins. Therefore, among the study 

Fig. 7   Basinwise temporal 
variations in a monsoon rainfall, 
b monsoon runoff and c post-
monsoon groundwater table 
over the study area. Negative 
values of PMGW denote fall in 
the water table and vice versa. 
Dashed gray lines represent 
synchronized and region-wide 
hydrological events. Graphs are 
based on the basinwise available 
data between 1980 and 2014
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basins, the lowest monsoon rainfall (313 mm) with high 
variability is observed over the Agrani Basin, followed by 
the Man Basin (453 mm). In the previous studies (Chowd-
hury and Abhyankar 1984; GoM 1999; Deosthali 2002; 
Gadgil 2002), the same area was recognized as chronic to 
severe drought-prone zone where the drought probabil-
ity is more than 30%. Based on the assured rainfall, in 
India, there are three pockets (observed in Gujarat–Punjab, 
Maharashtra and Karnataka States) with the lowest crop 
potential (Biswas and Nayar 1984). The observed chronic 
to severe water scarcity zone in the present study is one of 
them. Furthermore, the monsoon rainfall over the semiarid 
basins has another characteristic that the average rainfall 
has a significant inverse relation with CV (Fig. 9a). It 

means that the places with lower rainfall are associated 
with the higher CV and vice versa. Under the scenario of 
climate change, it has been reported that the water scarcity 
in such semiarid regions is very likely to aggravate (IPCC 
2013; TERI 2014). Therefore, the present study area seeks 
special attention to water resources management. 

As the monsoon runoff mimics the spatial pattern of mon-
soon rainfall, the highest monsoon runoff variability (207%) 
is observed over the Agrani Basin, followed by the Man 
Basin. It is important to mention here that these basins fall 
in the high-rainfall-variability (> 35%) zone. The annual 
runoff in the Sina Basin is observed with the least variabil-
ity (Table 2). These differences in CV could be ascribed 
to the basin rainfall characteristics and the basin area. The 

Fig. 8   Comparison of a mon-
soon rainfall and b runoff over 
the semiarid river basins with 
the major river basins in Maha-
rashtra. (K) and (G) denote 
tributary of the Krishna and 
Godavari Rivers, respectively. 
Areas of other than semiarid 
basins in figure a and b are not 
comparable. c Percentage share 
of monthly rainfall in the major 
river basins within Maharashtra 
vis-à-vis the semiarid basins 
under review. Monthly rainfall 
data for Bhima, Godavari and 
Krishna Basins from IMD 
(2005). Runoff data for major 
river basins in Maharashtra 
from Kale et al. (2014) and Sub-
ramanian (2004)
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same fact is observed in the case of dams located within 
(Mhaswad and Yeralwadi) and outside (Sina Nimgaon and 
Nazare) of the low-rainfall (and high-variability) zone. The 
Karha and Agrani Basins are the part of chronic to sever 
drought-prone zone; therefore, these rivers were observed 
dry for about > 25% of gauge period (Fig. 3). Similarly, 
among the selected dams, the catchment area of Mhaswad 
Dam completely falls in the low-rainfall zone. Therefore, the 
lowest amount of average monsoon runoff (52 TCM/km2) 
is observed at this dam site. The rainfall distribution has 
pronounced effect on the surface water availability in Maha-
rashtra. The result obtained from Student’s t test suggests 
that the surface runoff (daily runoff TMC/km2) generated 
in the semiarid basins is remarkably low as compared to the 
other river basins in Maharashtra (Fig. 8b). In a nutshell, the 
ripple effect of rainfall on the surface water hydrology over 
the semiarid region is noticeable in a pattern of spatial dis-
tribution and character as well. The significant relationship 
between extreme (1-day maximum) rainfall (MRMI) and 
peak runoff events (FFMI) also supports this fact (Fig. 9d). 
The MRMI and FFMI for the major Indian rivers range 
from 0.05 to 0.11 and from 0.05 to 0.3, respectively (Kale 

2003, 2012). The higher range of MRMI and FFMI values 
(0.15–0.21 and 0.4–0.8, respectively) for the study basins 
indicates the inherent character of higher inter-annual vari-
ations in extreme rainfall and flood discharges as compared 
to the Indian rivers from different climatic zones. It suggests 
need to adopt the measures which can restrain the flashy 
character of surface water and increase its availability.

As the monsoon rainfall over the study area is primary 
source to recharge the groundwater table, rise in GW level 
during post-monsoon season mimics the spatial pattern 
of rainfall. Broadly, the areas with deeper post-monsoon 
groundwater level are experiencing the deepest groundwater 
table during pre-monsoon season of the next calendar year. 
The parts of study basins fall in the rainfall deficiency zone 
display marginal rise (< 4 m) in GW table after monsoon 
season (Fig. 6). The pockets of distinctively higher ground-
water table are very likely associated with surface water 
management practices. The areas with dense surface storage 
structures have a considerably higher rise (> 4 m) in water 
table (Fig. 6). It clears that the intensification of surface 
harvesting is the most appropriate strategy to improve the 
groundwater resource. Figure 8b and 8c shows statistically 
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significant negative relationships between sitewise ground-
water depths (pre- and post-monsoon, respectively) and val-
ues of coefficient of variation (CV). This implies that places 
with lower GW level depths are associated with higher 
annual variability and vice versa. It appears that such places 
are influenced by either the inherent variability in the mon-
soon rainfall or the watershed management practices and/or 
local hydrogeology. Another fact that could be noted here 
is that while obtaining the GW level records when the dug 
well is completely dry, the Groundwater Survey and Devel-
opment Agency (GSDA) has considered the pre-monsoon 
reading same as the depth of dug well (Gokhale and Sohani 
2015). This could be another possible reason behind the 
lower inter-annual variations (CV) for the higher GW levels, 
especially during the pre-monsoon season. It is obvious to 
reflect the character of rainfall variability in the subsequent 
water resource. However, it is feasible to minimize the intra-
seasonal and inter-annual variability in surface and subsur-
face water resources.

Based on the assured rainfall, the basins under investiga-
tion have lower crop potential (Biswas and Nayar 1984). 
It is, therefore, important to understand the intra-seasonal 
pattern of monsoon rainfall to plan the rainfed agricultural 
crops. The monsoon rainfall over the study basins shows a 
bimodal distribution. The first and second peaks in monsoon 
rainfall are observed in the month of June and September, 
respectively. In between two rainfall peaks, there is a lean 
period (July to August). This is a peculiar characteristic 
of the semiarid basins, whereas the major river basins in 
Maharashtra (Godavari, Krishna, Tapi and Narmada) exhibit 
a unimodal distribution of rainfall (IMD 2005) during the 
monsoon period (Fig. 8c). This inherent nature of semiarid 
region needs to be considered separately in the planning 
of available water resources. Although most of the rainfall 
characteristics in the study area are reflected in the surface 
and subsurface water resources, the pattern of runoff regime 
reveals an exceptional behavior. The monsoon runoff has 
unimodal distribution. The only peak in runoff is observed 
in the month of September and October. The early monsoon 
months (June to August) contribute a marginal amount of 
runoff (< 20%). It is probably due to the marginal rainfall 

(< 40% of total monsoon rainfall), higher hydrological losses 
and storage during the early monsoon season. Secondly, to 
facilitate irrigation during the post-monsoon season, many 
medium-scale dams (command area between 2000 and 
10,000 hectares) have been constructed in the study region, 
particularly after 1980 (Biggs et al. 2007; Samal and Gedam 
2012; GoM 2014). The runoff during early monsoon days 
is stored in such structures. Therefore, most of the runoff 
during June to August cannot reach the downstream reaches 
of the rivers. The effect of surface storages is remarkable in 
the small river basin such as Agrani Basin, where about 5% 
of runoff is generated during the early monsoon months. 
Furthermore, the abrupt rise in daily runoff (during the first 
dectad of September) over the Karha and Agrani Basins 
indicates control of surface storages on the monsoon runoff 
formation during the early monsoon period, particularly in 
the smaller catchments (Fig. 4b). It is pertinent to mention 
here that the previous studies (Biggs et al. 2007; Todmal 
et al. 2018) have observed significantly declining monsoon 
runoff within the Krishna Basin due to the increase in sur-
face storage structures. Apart from this, the gradual fall in 
the peak runoff is an indication of base flow contribution 
(Deodhar 2000), and the sharp decline in the falling limb of 
the peak runoff phase in the Karha and Agrani Basins sug-
gests that there is very little contribution of base flow to the 
daily discharges (Fig. 4b). Needless to say, such moderate-
sized rivers become dry immediately after the termination 
of the monsoon season.

The spatial and temporal consistency in rainfall, runoff 
and post-monsoon GW level can be noticed over the study 
basins (Fig. 7), particularly during the dry (1985–86, 2003 
and 2012) and wet (1998) years. In order to understand the 
broad picture about interrelationships in hydrometeorologi-
cal variables over the semiarid region of Maharashtra, the 
average data series of rainfall (in mm), runoff (in TCM/day/
km2) and post-monsoon GW level (in meters) were derived 
for the entire study area (average for study basins) for the 
period between 1980 and 2014. Table 3 shows that the mon-
soon rainfall is the primary source of water in the semiarid 
hydrology, as it significantly determines the surface and 
groundwater resources.

Table 3   Correlation (r) between 
hydrometeorological variables 
over the study area

a Denote statistically significant relationship at 95% confidence level. blg below ground level. Decrease in 
groundwater level imply rise in water table and vice versa. Negative values in SOI data series used repre-
sent weak to strong El Niño conditions

Variables Monsoon rainfall Monsoon runoff Post-monsoon 
GW level (bgl)

SOI SOI (monsoon)

Monsoon rainfall 1 0.71a − 0.47a 0.24 0.53a

Monsoon runoff 0.71a 1 − 0.31 0.42a 0.64a

Post-monsoon GW level − 0.47a − 0.31 1 − 0.15 − 0.18
SOI (annual) 0.24 0.42a − 0.15 1 0.80a

SOI (monsoon months) 0.53a 0.64a − 0.18 0.80a 1
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Relationship between ENSO and water resources

The relationship between El Niño events and monsoon rain-
fall at all-India level has become weaker in recent decades 
(Kumar et al. 1999; Shewale and Kumar 2005); almost the 
same fact is observed for the present study area (Table 3). 
However, the monsoon rainfall has a significant connection 
with the average SOI for monsoon period. The study con-
ducted by Todmal and Kale (2016) corroborates the same 
results. It suggests that the El Niño events (or negative SOI 
during June to October) cause retard of monsoon over the 
semiarid region of Maharashtra. The insignificant relation-
ship between monsoon runoff and post-monsoon groundwa-
ter level indicates that the groundwater resource in selected 
basins depends on the monsoon rainfall and surface storages 
rather than river discharges. Therefore, there is a significant 
correlation between monsoon rainfall and post-monsoon 
GW level. Moreover, the surface water storages and ante-
cedent moisture availability also affect the GW level in the 
post-monsoon season. Very likely due to this reason, in spite 
of strong association with monsoon rainfall, the PMGW 
level does not show a considerable connection with SOI (El 
Niño). The hydrology of Indian rivers is linked with the SOI 
and El Niño/La Niño events (Kale 2005). At the regional 
level also, the monsoon runoff in the semiarid region has 
good agreement with SOI, which is statistically significant. 
As the monsoon runoff directly depends on the monsoon 
rainfall, it is obvious to observe no or low discharges in the 
years with negative SOI (El Niño years).

Implications for water resource management

The present study basins in the semiarid region of Maha-
rashtra are characterized by low water availability with 
higher variability. On account of this characteristic of the 
study basins, higher frequency and intensity of droughts is 
observed during the last century (Gore and Sinha Ray 2002). 
In order to cope with regional water scarcity and reduce the 
agrarian distress, findings from the present investigation may 
improve the water management strategies as follows:

•	 The areas with low rainfall (< 500) and high variability 
(> 35%) (Agrani Basin and parts of the Karha, Yerala and 
Man Basins) are the most sensitive in Maharashtra, as the 
estimated rise in temperature (by 1.02 °C) very likely to 
aggravate the water deficiency and augment the agricul-
tural water demand (Todmal et al. 2018). Therefore, the 
state government should give priority to such domains in 
water and irrigation management, particularly to improve 
the crop potential.

•	 In order to minimize the effect of intra-seasonal vari-
ability in rainfall and surface water resource, a sufficient 
number of surface impoundment structures should be 

constructed which can trap the rainwater, particularly 
during the second peak of monsoon. Thus, the collected 
water during the early monsoon period can be used to 
irrigate the monsoon crops (Kharif) and such reservoirs 
can be refilled during the late monsoon peak which may 
facilitate irrigation to the post-monsoon crops (Rabbi).

•	 The knowledge of the bimodal and unimodal distribution 
of monsoon rainfall and runoff, respectively, emerged 
from this investigation can be useful for agricultural 
planning and scheduling the regional crop calendar.

•	 Every year about 7687 Million Cubic Meters (MCM) 
(from Fig. 8a) water drains out from the study area, 
mostly during the flashy rainfall and discharge events. 
It suggests a wide scope for surface water impoundment 
which has the potential to irrigate > 100,000 ha of agri-
cultural land.

•	 The marginal base flow contribution to the river dis-
charges indicates limited recharge of the groundwater 
resource. As it is clear from the present study that the 
areas with dense surface water storages show a higher 
rise in the water table, the extension of surface water 
harvesting practice will definitely maintain the ground-
water table throughout the year and helps to diminish the 
intra-seasonal and inter-annual variability.

•	 As the ENSO considerably determines the availability of 
water resources in the study region, this finding can be 
implicated in forecasting of water resources and irriga-
tion planning.

•	 The government should compel and heavily subsidize the 
water-saving technologies for agriculture and industries 
in the study area.

Conclusion

The present investigation confirmed that the semiarid region 
of Maharashtra is characterized by deficient water resources 
with higher variability. The variability in rainfall resulted 
due to natural and climatic change has created a great chal-
lenge for water resource managers. Although the observed 
inherent nature of rainfall cannot be modified, it is neces-
sary to alter the agricultural cropping pattern and irriga-
tion schedule to optimize the available rainwater. Although 
the study highlights the effect on surface and groundwater 
resources, a substantial volume of water which drains out 
(~ 7687 MCM/per year) from the study area exhibits hydro-
logical potential and seeks judicial water management. With 
the consideration of runoff and groundwater characteristics, 
the availability of water resources can be enhanced with the 
extension of surface and subsurface water harvesting which 
may also diminish the inter-annual variability in available 
water and obviously improves the regional crop potential. 
The government and non-government agencies should 
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priorities such sensitive but potent regions while defining 
the strategies for water management and implementation of 
water-saving technologies. Apart from this, for the precise 
forecast of regional water availability in the semiarid region 
of Maharashtra it is indispensable to consider the ENSO 
predictions.
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Abstract
Soil compaction has contrasting effect on soil strength (i.e., positive) and vegetation growth (i.e., negative), respectively. 
Biochar has been utilized mostly in combination with soils in both agricultural fields (i.e., loose soils) and geo-structures (i.e., 
dense soil slopes, landfill cover) for improving water retention due to its microporous structure. Biochar is also found to be 
useful to reduce gas permeability in compacted soil recently. However, the efficiency of biochar in reducing gas permeability 
in loose and dense soils is rarely understood. The objective of this study is to analyze effects of compaction on gas perme-
ability in soil at different degrees of compaction (i.e., 65%, 80% and 95%) and also different biochar amendment contents (0%, 
5% and 10%). Another aim is to identify relative significance of parameters (soil suction, water content, biochar content and 
compaction) in affecting gas permeability. Experiments were conducted before applying k-nearest neighbor (KNN) modeling 
technique for identifying relative significance of parameters. Biochar was synthesized from a coastal invasive species (water 
hyacinth), which has relatively no influence on food chain (as unlike in biochar produced from biomass such as rice husk, 
straw, peanut shell). Based on measurements and KNN modeling, it was found that gas permeability of biochar-amended soil 
is relatively lower than that of soil without amendment. It was found from KNN model that for denser soils, higher amount 
of soil suction is mobilized for a significant increase in gas permeability as compared to loose soils. Among all parameters, 
soil suction is found to be most influential in affecting gas permeability followed by water content and compaction.

Keywords  KNN modeling · Biochar-amended soil · Coastal species · Compaction · Suction

Introduction

Biochar, a carbon rich material, which is usually generated 
form pyrolysis of biomass has been utilized for both agri-
cultural soil (i.e., loose soil for crop growth; Kavitha et al. 
2018) and dense soil (i.e., in landfill covers; Bordoloi et al. 
2018) applications. Addition of biochar helps to improve soil 
water retention which is important for crop growth fertility 
(Lehmann and Joseph 2015) and also reduces infiltration 
(Gopal et al. 2019) in slopes. However, the interaction of 
biochar, however, in both loose and dense soils has not been 
systematically compared and analyzed. Soils in agriculture 
are generally compacted at 65% degree of compaction (Garg 
and Ng 2015), whereas in geo-environmental infrastructure, 
it may vary between 80 and 95% degree of compaction (Jien 
and Wang 2013).

Soils used in landfills are required to have low perme-
ability toward water infiltration as well as gas permeation 
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to minimize leakage of greenhouse gases (Mohareb et al. 
2011; Mateus et al. 2012). Gas permeability depends on the 
void space or degree of compaction (Joseph et al. 2019). 
Generally, application of BC has been found to reduce gas 
permeability of dense soil (Garg et al. 2019). This is because 
of retention of higher amount of water in soil and biochar 
pores. However, the interaction of biochar in loose soil can 
be different from that of dense soil depending on the com-
position of biochar content. This is because there is porosity 
of biochar itself may compete with highly porous loose soil, 
which needs further investigation. Further, organic content 
in biochar can further enhance the bonding between large 
particles (Liu et al. 2012). As far as authors are aware, there 
is a lack of comprehensive study that investigates the effects 
of degree of compaction on gas permeability of biochar-
amended soil. Further, there is a need to interpret the sig-
nificance of soil suction and water content (due to complex 
soil and biochar porous structure) on gas permeability and 
possibly explores their relationship. Empirical modeling 
using k-nearest neighbor (KNN) has been adopted widely 
for establishing relationship. Analysis of predictability of 
soil load-bearing capacity can be done by machine learning 
by the use of data sets consisting of the data collected from 
the field measurements. Good predictions were recorded 
up to 200 m from the closest point with the known bear-
ing capacity (Pohjankukka et al. 2016). The effects of the 
microbial activity on the permeability of the compacted clay 
soils were analyzed, and the data obtained were applied to 
the KNN for prediction of permeability of soils in the sites 
of landfill (Ozcoban et al. 2018). In another study, KNN has 
been used for derivation of pedotransfer functions (PTF) 
for the soil properties (Jagtap et al. 2004). KNN is used for 
the prediction of soil series and provides a suitable crop 
yield suggestion for a specific type of soil (Zaminur Rah-
man et al. 2018). For the estimation of the water content 

present in the soil, KNN was used and the correlations were 
shown in terms of R2 value (Nemes et al. 2006). A KNN 
algorithm, nonparametric approach, was developed for pre-
diction of cation exchange capacity from the measured soil 
properties by considering two parameters which were opti-
mized before implementation (Zolfaghari et al. 2016). Such 
model development would help to improve understanding of 
soil–BC–water interactions in loose and dense soils, which 
are commonly found in agriculture and engineering applica-
tions, respectively.

The major objective of this study is to develop a model 
for computing gas permeability with respect to soil suc-
tion, water content and temperature for different degrees of 
compaction of soil. Further, the relative significance of soil 
suction, water content and temperature has been analyzed. 
Three different degrees of compaction (i.e., 65%, 80% and 
95%) have been considered. Based on measurements of gas 
permeability as well as other soil parameters, a new empiri-
cal model using KNN technique was developed to under-
stand the mechanism of soil–BC interaction under varying 
degrees of compaction (i.e., void ratio). This study aims to 
improve understanding of soil–BC–water interaction under 
different degrees of compaction.

Materials and methods

Gas permeability and water retention property tests 
of biochar‑amended soil

All the experimental tests were conducted in the greenhouse 
established at Shantou University, China. Soil selected for 
investigation was collected from the campus of Shantou 
University, China. The particles in soil corresponding to 
size range of 1.18–2.36 mm and 2.36–4.75 mm were found 

Table 1   Properties of soil 
adopted for investigation

Properties Standard Soil BC BAS5% BAS10%

Particle size distribution ASTM D 422 – –
 2–4.75 mm 50.0 – –
 0.85–2 mm 29.7 – –
 0.425–0.8 mm 18.11 – –
 0.15–0.425 mm 1.16 100% > 0.425 mm – –
 0.075–0.15 mm 0.81 – –
 0–0.075 mm 0.22 – –

Atterberg limits ASTM D 4318
 Liquid limit (LL/%) 29.2 – –
 Plastic limit (PL/%) 18.3 – –
 Plastic index (PI/%) 10.9 – –

MDD (kN/m3) ASTM D 698 16.9 16.6 16.5
OMC (%) ASTM D 698 18.8 19.5 19.8
Specific gravity ASTM D 854 2.590 2.260 2.579 2.551
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to be 29.7% and 50%, respectively. The properties of soil 
are summarized in Table 1. Based on unified soil classifica-
tion system (USCS; ASTM D2487-17 2017), the soil can 
be categorized as SP (poorly graded sand). Three series of 
gas permeability tests were conducted including one series 
on bare soil and other two series on soil amended with 5% 
and 10% biochar content, respectively. These two different 
biochar contents were chosen owing to its improved soil 
properties as explored by Reddy et al. (2015). Soils were 
compacted at three different degrees of compaction (65%, 
80% and 95%). All these tests were conducted in 9 soil col-
umns with a diameter 300 mm and a height of 250 mm. 
These columns were manufactured (in-house) using PVC.

Biochar was also prepared in-house using water hyacinth 
collected locally. The details of the preparation of biochar 
are provided in Bordoloi et al. (2018). For understanding 
structure of biochar, FESEM and FTIR analyses were con-
ducted as shown in Fig. 1. SEM images revealed high spe-
cific surface area and porosity, while FTIR analysis indicates 

three major surface functional groups (i.e., –OH, –COOH 
and –CO; shown in Fig. 1b). These functional groups indi-
cate the biochar produced from locally collected water hya-
cinth is hydrophilic in nature.

For measuring gas permeability under different soil suction 
and water content, compacted soil columns were subjected 
to four 49-day monitoring cycle that for each cycle includes 
42-day drying period and a 7-day continuous wetting period. 
The measurement system used for monitoring is shown in 
Fig. 2b, c. Soil suction was measured using MPS-6 sensor, 
which has a range from 10 to 100,000 kPa (Decagon Devices 
2016), whereas volumetric water content was measured using 
soil water content probe EC-5 probe (Decagon Devices 2016). 
Both these sensors were inserted 100 mm into the soil from 
the top of the column. Average relative humidity of 69.9%, 
average temperature of 14.2°–38.1° and evaporation rate of 
0.28–11.07 mm/d were measured during the whole period. 
Gas apparatus as developed by Garg et al. (2019) is considered 
for investigation. CO2 gas has been considered in this study 
for its non-reactivity with soil. Based on Darcy’s law, the gas 

Fig. 1   Structure of biochar 
produced in-house from water 
hyacinth using a FESEM, b 
FTIR images
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permeability of soil column can be determined by the follow-
ing equation (Damkjaer and Korsbech 1992):

where ΔP is difference of gas pressure between the bottom 
and the top of soil column; q is the flow rate; A is the soil 
sample cross-sectional area; L is the length of the soil col-
umn; and μ is the absolute viscosity of the carbon dioxide 
gas flow ( 14.8 × 10−6 N s/m2).

(1)Gas permeability =
�qL

AΔP

KNN modeling

In the present study, KNN algorithm was implemented in 
MATLAB (version 2019A). The KNN method does not use 
any predefined mathematical functions for the prediction of 
the target variable. In this methodology, based on k-nearest 
neighbor values of the input parameters, prediction of the 
target output is carried out. Most commonly, the nearest 
neighbor distances are calculated using the Euclidean dis-
tance algorithm.

The flowchart of the KNN modeling which includes 
the training and testing steps is shown in Fig. 3. The 

Fig. 2   Test column in green-
house at Shantou University, 
China. a Greenhouse interior; b 
original diagram of soil column 
measurement system; c sche-
matic diagram of soil column 
measurement system; d climate 
conditions
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first step is to prepare the experimental data and identify 
input and output parameters. The experimental data were 
divided into the training and testing data sets. Subse-
quently, to generate the model using training date set, 
the distances from the k-nearest neighbor were calcu-
lated using Eucledian distance function 

�
∑k

i=1

�
xi − yi

�2 . 
In this distance function, the choice of k has a drastic 
impact on the prediction. In KNN modeling, the best 
selection of k depends on the data and is chosen among 

the various weighting schemes of the samples selected. 
Therefore, an arbitrary value k was initialized and R2 
and mean absolute percentage error (MAPE) were cal-
culated. The same procedure was repeated for different 
values of k until the maximum value of R2 and the mini-
mum value of MAPE were achieved. In this case, k = 2 
provided the best prediction based on R2 and MAPE. 
The model was used to predict the target output for test 
data set, and the predicted values were validated against 
the experimentally measured values. The measured and 

Fig. 3   Flowchart of KNN 
modeling
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predicted values were analyzed for its accuracy based 
on R2 and MAPE.

The error in the KNN modeling was determined by 
comparing the predicted result with the experimentally 
measured values. The mean absolute percentage error 
MAPE and R-squared (R2) were employed to assess how 
close prediction values were to the actual values, and the 
following equation was used for error analysis:

where Ti is the target value (measured experimental value), 
Pi is the predicted value, and n is the number of data. The 
value of MAPE should be minimum to ensure the accu-
racy of the prediction model. R-squared (R2) is a measure 
of closeness of the data to the fitted regression line. It is 
the percentage of the response of variable variation that 
is explained by the linear model. The higher the value of 
R-squared, the better the model fits the data. If the final data 
obtained are not satisfactory, the parameters of the model 
are changed to achieve the desired output; otherwise, the 
results are satisfactory.

Since KNN model is incapable of predicting the normal-
ized importance, random forest method (another machine 
learning algorithm) was used to predict the normalized 
importance plots. The normalized importance plot provides 
the ranking of importance of each input parameter on the 
target output.

The suction, volumetric water content, soil compaction 
and biochar, at various levels, were employed for the KNN 
training and testing phases. For training the model, data cor-
responding to 0% and 10% biochar content for all degrees of 
compaction (65%, 80% and 95%) was selected. The testing 

(2)MAPE =
100

n

n∑

i=1

|
|Ti − Pi

|
|

Ti

was done on data corresponding to 5% biochar content at 
all degrees of compaction. Similarly, in another case, data 
corresponding to 65% and 95% degrees of compaction (for 
all biochar contents) was used for training of model. The 
testing was conducted using 80% degree of compaction for 
all biochar contents. Figure 4 describes the network design 
used for the prediction of air permeability. 

Results and discussion

Air permeability versus soil suction for soil–biochar 
composites at different degrees of compaction

Figure 5a–c shows the comparison between measured and 
computed air permeability versus suction curves for dif-
ferent degrees of soil compaction. The biochar content 
of 5% was kept as constant during prediction. It can be 
observed from these figures that the prediction using KNN 
technique seems reasonable considering the fluctuation in 
measured data of air permeability as a function of soil 
suction. For different degrees of compaction, air perme-
ability generally rises with an increase in soil suction. This 
is primarily due to an increase in connectivity of pores 
(with air) with a lowering of volumetric water content. 
The observed trend is consistent with Garg et al. (2019) 
for 95% soil compaction. However, when we compare 
trends among different degrees of compaction, air perme-
ability gradually increases with suction for 65% degree 
of compaction, while it increases significantly beyond a 
certain suction (~ 450 kPa) for 95% degree of compac-
tion. This indicates that for higher degree of compaction, 
larger amount of soil suction is needed to enhance air 

Fig. 4   KNN architecture applied to air permeability prediction
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Fig. 5   KNN prediction of 5% 
biochar—air permeability 
versus suction plot on log scale 
a for 65% soil compaction, b 
80% soil compaction, c 95% 
soil compaction, d normalized 
importance of input parameters



214	 Acta Geophysica (2020) 68:207–217

1 3

permeability. For application in landfill covers located in 
subtropical regions of heavy rainfall (suctions within lower 
range of up to 400 kPa), where minimum gas permeability 
is desirable, higher degree of compaction is more suit-
able. It is also interesting to note that air permeability of 
biochar-amended soil at lower suction range (between 10 
and 350 kPa) is highest for loose soil (i.e., 65% compac-
tion) followed by 80% and 95%. However, the difference 
in air permeability between loose and dense soils becomes 
lower at higher suction ranges. This seems to imply that 
compaction may not have a huge difference in air perme-
ability of soil under very dry state. This is reasonable as 
under dry state, most of voids of soil are filled with air, 
thus providing improved connectivity for gas to flow.

In order to further interpret the soil–biochar–water–gas 
interaction, the relative importance of parameters (suction, 
volumetric water content (VWC), biochar content and com-
paction) affecting air permeability was investigated. Fig-
ure 5d shows the relative importance of parameters affect-
ing air permeability. It was found that soil suction is the 
important parameter affecting air permeability of biochar-
amended soil followed by volumetric water content, compac-
tion (i.e., void ratio) and biochar content. The result seems 
to be consistent with the theory suggested by Fredlund and 
Morgenstern (1977) that soil suction is one of the impor-
tant stress state parameters for understanding of unsaturated 
soil behavior. As per Fig. 5d, the second most important 
parameter is volumetric water content or compaction. This 
is expected that it itself has direct relationship with soil suc-
tion through soil–water characteristic curve (SWCC; Bor-
doloi et al. 2018). On the other hand, theoretical models 
proposed in the literature such as Carman–Kozeny equation 
(Carman 1956; Valdes-Parada et al. 2009) and Yang–Alpin 
equation (Yang and Aplin 2010) also suggest that depend-
ence of gas permeability on porosity (or void ratio). Such 
models, however, have been proposed for granular material 

and clay material, respectively. They further do not take into 
account directly any influence of soil suction, that itself is a 
measure of air–water interfaces in an unsaturated soil. Sai-
youri et al. (2008) investigated gas permeability on cement 
grouted soils. They observed that gas permeability reduced 
significantly due to cementation of soil (i.e., reduction in 
void ratio). However, their study was performed on saturated 
soils without taking into account variation in soil moisture. 
Table 2 summarizes the R2 values of predicted air perme-
ability and suction curves for soil amended with biochar at 
different degrees of compaction. It can be observed that the 
R2 values are greater than 0.9, suggesting reasonably good 
prediction capacity of KNN.

Air permeability versus soil suction for soil–biochar 
composites at different biochar contents

Figure 6a–c shows the plot of air permeability and suction 
for soil amended with different biochar contents such as 0, 
5% and 10%. As per figures, it can be observed that gener-
ally with the presence of biochar, there is a reduction effect 
on gas permeability, especially for biochar content of 10%. 
The observation is consistent with that observed by Wong 
et al. (2016), where they found that with an increase in bio-
char content the gas permeability reduces. However, interest-
ingly, their study found that at 80% degree of compaction, 

Fig. 5   (continued)

Table 2   Coefficient of correlation and maximum percentage error for 
5% biochar prediction using KNN

Prediction of air permeability R2 MAPE (%)

With biochar (%) Soil compaction 
(%)

5 65 0.92 8
80 0.97 9
95 0.98 8
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Fig. 6   KNN prediction of 80% 
soil compaction—air perme-
ability versus suction plot on 
log scale a for 0% biochar, b 
5% biochar, c 10% biochar, d 
normalized importance of input 
parameters
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the biochar effects are negligible. On the contrary, our study 
found that biochar content of 5% could be also impactful 
in reducing gas permeability at 65% degree of compaction. 
This variation can be due to difference in soil type (silty sand 
in our study as compared to clay in their study) as well as 
biochar type (produced from invasive weed as compared to 
commercial peanut shell in their study). Such differences can 
cause variation in packaging arrangement of soil–biochar 
particles and hence any observed gas permeability. Kumar 
et al. (2019) observed that feedstock type (animal or plant) 
from which biochar is produced can significantly influence 
erosion properties of soil. Kumar et al. (2019) observed 
that biochar produced from animal and plant waste can sig-
nificantly alter its influence on soil erosion properties. The 
reason is due to different functional groups present in ani-
mal- and plant-based biochar that can cause its structure to 
be hydrophilic or hydrophobic in nature. Further systematic 
studies are needed to consider influence of soil type and bio-
char type (animal source or plant source). Similar to Fig. 5d, 
soil suction is found to be the most significant parameter in 
influencing gas permeability of soils amended at different 
biochar contents. Volumetric water content and void ratio 
have similar importance followed by biochar content to be 
the least. Based on the second KNN predictions, it can be 

confirmed that soil suction is highly essential in governing 
gas permeability in unsaturated soils amended with biochar 
(Table 3).  

Conclusions

The study involves the investigation of gas permeability 
of biochar-amended soils at different degrees of compac-
tion. Further, KNN modeling has been applied to develop 
model and identify relative importance of parameters (soil 
suction, water content, biochar content and compaction) 
that influence gas permeability. As per study, it was found 
that biochar-amended soils have lower gas permeability as 
compared to unamended soils. Further, it was also found 
that higher degree of compaction requires larger suction 
(or drying) to enhance gas permeability. Gas permeability 
among different compacted soils (for 5% biochar content) 
was highest at lower suction range. Soil suction is found 
to be the most influential parameter for gas permeability in 
biochar-amended soils.
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Fig. 6   (continued)

Table 3   Coefficient of correlation and maximum percentage error for 
80% soil compaction using KNN

Prediction of air permeability R2 MAPE (%)

Soil compaction 
(%)

With biochar (%)

80 0 0.97 12
5 0.96 8

10 0.96 9
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Abstract
Satellite remote sensing and geographical information system (GIS) have been used successfully to monitor and assess 
the land use and land cover (LULC) dynamics and their impacts on people and the environment. LULC change detection 
is essential for studying spatiotemporal conditions and for proposing better future planning and development options. The 
current research analyzes the detection of spatiotemporal variability of spate irrigation systems using remote sensing and 
GIS in the Khirthar National Range, Sindh Province of Pakistan. We use Landsat images to study the dynamics of LULC 
using ArcGIS software and categorize five major LULC types. We obtain secondary data related to precipitation and crop 
yield from the provincial department of revenue. The maximum likelihood supervised classification (MLSC) procedure, 
augmented with secondary data, reveals a significant increase of 86.25% in settlements, 83.85% in spate irrigation systems, 
and 65% in vegetation, and a substantial negative trend of 39.50% in water bodies and 20% in barren land during the period 
from 2013 to 2018. Our study highlights an increase in settlements due to the inflow of local population for better means 
of living and an increase in spate irrigation systems, which indicates the water conservation practices for land cultivation 
and human purpose lead to the shrinkage of water bodies. The confusion matrix using Google Earth data to rectify modeled 
(classified) data, which showed an overall accuracy of 82.8%–92%, and the Kappa coefficient estimated at 0.80–0.90 shows 
the satisfactory results of the LULC classification. The study suggests the need to increase water storage potential with the 
appropriate water conservation techniques to enhance the spate irrigation system in the hilly tracts for sustainable develop‑
ments, which mitigates drought impact and reduces migration rate by providing more opportunities through agricultural 
activities in the study area.
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Introduction

Arid and semiarid regions have diverse, challenging issues 
in water management, mainly areas, which are entirely 
dependent on the rainfall pattern as a primary water source 
(Markhi et al. 2019). Land cover refers to the physical land 
type, such as the area covered by various modes of land 
cultivation and water preservation techniques. Land use 
refers to the existing activities for development, conserva‑
tion, and other practices (NOAA 2015 as cited in Chowd‑
hury et al. 2018). LULC change detection is an essential 
exploratory technique to study the temporal situations of 
land dynamics, and it is a useful tool for the planning and 
management of water resources.

There are broad collections of the literature that 
links LULC change detection with population dynam‑
ics (Autónoma et  al. 2011). Recently, remote sens‑
ing has helped to access satellite imagery data (Adolfo 
and Rosalen 2007) with cost-effective and time-saving 
techniques.

Jain Figueroa (2019) focused the future food challenges 
and cited the review of Tilman et al. 2011; he projected 
the increasing food demand by about 50% more in 2050 
globally. Jain 2019 discovered that the competition of food 
demand and the enhancement of more land under-cultiva‑
tion might adversely affect the existing ecology.

According to Rawat and Kumar (2015), the variation 
of LULCs of a particular region reveals the natural and 
socioeconomic characteristics of that territory in terms 
of time and space. For sustainable management of natural 
resources, it is critical to understand the extent, manage‑
ment, and causes of LULC dynamics. The spatial–tempo‑
ral features of the LULC provide an essential dataset for 
improved decision-making. LULC identifications are help‑
ful in many ways, such as assessment of water bodies and 
evaluation of watersheds (Butt et al. 2015) and delineation 
of flood areas through LULC classification (Chignell et al. 
2015; Fiorella and Julián 2018), and analyze the detection 
and assessment of climate impacts (Rokni et al. 2014). 
Anthropogenic activities are mainly responsible for LULC 
changes due to increasing urbanization, decreasing agri‑
culture, and forestry, which lead to a negative impact on 
the existing environment and disturb the ecosystem (Girma 
and Hassan 2014). LULC assessments help in explaining 
the extent of human influence on the natural environment 
(Chowdhury et al. 2018). The social impact on the land 
cover includes land clearing for agriculture, deforestation, 
and urban expansion for socioeconomic benefit. However, 
LULC fluctuations are generating unintended multi-direc‑
tional effects on the ecosystem (Birhanu 2018), such as 
increased surface runoff and reductions in the recharge 
of groundwater due to increases in impervious surfaces 

(Pan et al. 2011). In terms of agricultural practices, there 
is a direct relationship between LULC and the amount 
of precipitation in the catchment areas. Satellite remote 
sensing data, using GIS techniques, have been successfully 
used to monitor and assess dynamics in LULC and their 
impact on people and the environment (Aydöner and Mak‑
tav 2009). Satya et al. (2020) analyzed the effect of tem‑
porary variations of LULC concerning the rainfall runoff 
during 1995 to compare with 2005 employing Landsat TM 
satellite image. The runoff model and precipitation have 
been used as the input data, and high-resolution imagery 
data have been employed. They observed an increasing 
pattern of runoff by peak discharge due to LULC for the 
studied period.

Spatiotemporal data have been successfully employed to 
detect LULC and deterioration using a dataset from 1956 in 
a river catchment arid region of Spain (Adolfo and Rosalen 
2007). Dramatic LULC variations have been also observed 
in a peri-urban to urban areas in the case study of a semiarid 
region of Mexico, where the research conducted for water 
transfer (Autónoma et al. 2011). Dimitrios et al. (2012) 
conducted a survey to improve LULC classification results. 
They employed the TM/ETM+ images of wet and dry 
periods, rainfall, and ground spectra radiometric data and 
estimated the consequences using statistical analysis tech‑
niques, validated through various classification algorithms. 
Mohaideen and Varija (2018) experimented with detecting 
the possible and appropriate variables for the estimation of 
the infiltration rate. They employed the hydrological mod‑
eling approach and ran various hydrological components 
under two LULC classification scenarios for 2000 and 2010 
in the upper Bhima Catchment of India. Vogels et al. (2019) 
researched to monitor the agricultural activities adopted by 
stakeholders of Africa based on spatial and temporal con‑
figurations using object-based image analysis and Sentinel-2 
imagery in Africa. The results revealed that the farming field 
irrigated artificially within the controlled conditions, while 
the precipitation influences are uncontrolled. Besides, LULC 
thematic maps developed every month have been produced 
from September 2016 to August 2017 at 10 × 10 m resolu‑
tion on the farm level. Three collections of thresholds are 
employed to define the vegetative enhancement of crop ger‑
mination separately on the artificial application of irriga‑
tion practices and rainfall patterns. The land irrigated ranges 
from 27.96 to 37.13 million hectares (MH), which 2.8 to 3.7 
times exceeds the current higher assessments. Developed, 
thematic maps globally at 1000 × 1000 m resolution, and 
1.2 to 1.7 exceeding from the map of Asia (2000–2010) and 
Africa (2010) by inducing the irrigated and rainwater har‑
vesting area. The exposed mapping has vast information for 
the future development of Africa.

It is most important to estimate the LULC precisely 
to understand the actual situation and to plan for future 
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management (Mahmood et al. 2010). The RS and GIS are 
possibly used to detect the climate change impacts on the 
LULC, as Mercy (2015) elaborated similar results in the 
current study. She revealed significant losses in forestry and 
agriculture and documented the impact of the increase in 
barren land and mountain cover (Mercy 2015). Nayak and 
Mandal (2012) experimented using Landsat imagery data 
over 37 years (1973–2009) of temperature. Their results dis‑
close that temperature imposes an adverse effect on LULC 
of forestry with a significant reduction in agriculture lands. 
The dynamics of LULC impose substantial impacts on water 
resources.

Most of the researchers, including El Bastawesy (2014), 
El Bastawesy et al. (2013), and Diwan and Varija (2018), 
have strongly recommended the application of remote sens‑
ing (RS) for the successful detection of LULC. Betru et al. 
(2019) and Milanova and Telnova (2007) described the 
application of RS and GIS might be improved with ground 
validation and physical surveys, which play an essential role 
in identifying the dynamics in LULC. The current study 
focused on the spate irrigation system, which is the indig‑
enous practice of agricultural activities in the study area and 
LULC detections concerning precipitation patterns.

The spate irrigation system is a floodwater harvesting and 
management system. It is the oldest system of its kind—
about 70 centuries earlier—and relied on about 13 million 
people in 20 countries (Mehari et al. 2011). The primary 
objective of the study is “Spatiotemporal variability in Spate 
Irrigation Systems in Khirthar National Range, Sindh, Paki‑
stan (Case Study).”

The study provides recommendations to stakeholders, 
mainly to use the best water resources applications for 
agricultural and livelihood practices and adopt appropriate 
indigenous water conservation techniques to mitigate the 
drought impacts. Our research focuses on the following areas 
of concern:

1.	 Types of land use and land cover and their covered areas
2.	 Influence of precipitation on land use and land cover 

change
3.	 Effect of settlement on water bodies

Study area

According to Pakistan’s Bureau of Census (2017), the study 
area—Tehsil Thana Bula Khan—is inhabited by 155,000 
people and lies between longitude 67° 16′ 16.49″ to 67° 
56′ 30.98″ east to east and latitudes 24° 58′ 7.7″ to 26° 6′ 
59.36″ north to north. The area located in the southwest 
mountainous range of Khirthar National Park along the main 
pathway of the China–Pakistan Economic Corridor (CPEC). 
The project stretches over an area of 5273 km2 in the district 
Jamshoro of Sindh Province in Pakistan, extending to the 

coastal belt and metropolitan city of Karachi (Fig. 1). The 
climate of the study area falls in the arid to semiarid region, 
which depends on the precipitation for its agriculture and 
groundwater recharge.

The annual average precipitation in the region ranges 
from 170 to 190 mm, with an evaporation rate varying from 
2000 to 2100 mm. The study area is comprised of many 
watersheds, which are divided into several sub-basins and 
streams. However, a canal irrigation system does not exist in 
the study area due to its high elevation. A torrential rainfall 
causes floods, especially during the monsoon (July to Octo‑
ber) of each year. The flooding supplies water to sub-basins 
and streams. Local farmers use the traditional practice of 
diverting floodwater through earthen or solid structures for 
harvesting using a torrential network (Mehari et al. 2007). In 
the study area, the spate irrigation system is locally known 
as “Nai” (Ephemeral River, transit streams). The people are 
also engaged in rearing livestock to earn a livelihood. The 
temperature varies between 6 °C to almost 48 °C during the 
winter and summer seasons. From the observation of mete‑
orological data, the wind direction is mostly southwards, and 
velocity varies between 8 and 12 km/h.

Materials and methods

The data used in this research are comprised of Landsat 5 
TM and Landsat 08 OLI satellite images (L05_TM, 2010 
and LC08_OLI, 2013, 2014, 2015, 2016, 2017, and 2018), 
at a resolution of 30 × 30 m, only for September of each 
year. The study area depends on the precipitation as a pri‑
mary water source, so the images acquired are for the wet 
season immediately after the monsoon for the detection of 
LULC variability. The spatial–temporal images covering the 
study area, “Path 152-153 and Row 42-43,” are downloaded 
from the USGS Earth Explorer website (www.earth​explo​
rer.usgs.gov). We use Environmental Systems Research 
Institute, Inc. (Esri), ArcGIS software for the processing of 
satellite images. Satellite imagery for the respective tem‑
poral period is executed to produce false color composite 
(FCC) images using an image analysis Maximum Likeli‑
hood tool in ArcGIS software. Ground truth data are col‑
lected using GARMIN Global Positioning System (GPS), 
Model MAP64 s during the monsoon seasons for the year 
2010, and between the years 2015 and 2018 for the general 
assessment of LULC classification consequences. A severe 
flooding event is evident in the clear sky Landsat 5 The‑
matic Mapper (TM) satellite image captured on September 
4, 2010. However, the mean precipitation in the study area 
is depicted in Table 1.

Similarly, the data that have validated, we scrutinized 
the classified data of ArcGIS for each year and verified 
by overlaying it on Google temporal earth images for the 

http://www.earthexplorer.usgs.gov
http://www.earthexplorer.usgs.gov
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same years. However, displaying the image in Google Earth 
Pro, we used a high-resolution temporal image for each 
year to extract the classified values of the random points, 
and we generated a ground truth populated table through 
ArcGIS. Finally, we classified images of the study area 
obtained using image change detection and classification 
tools. We reexamined the reliability of the spatial–temporal 

dataset reexamined the confusion matrix tool to generate a 
table to assess the accuracy of the satellite-derived LULC 
classification.

Data analysis

For 2010 and between the years 2013 and 2018, totaling 
7 years, we obtained change detection areas in percentages, 
whereas, and we retrieved feature classes for the studied area 
in square kilometers (km2). We used the maximum likeli‑
hood classification (MLC) technique, which uses the spec‑
tral signatures obtained from the training sample to classify 
images. According to Rawat and Kumar (2015), MLC is a 
standard supervised classification algorithm used to clas‑
sify satellite images into thematic maps. To acquire thematic 
maps of the study area, from Landsat images, we applied the 
MLC tool available in the Spatial Analyst extension toolbar 
of ArcGIS 10.3.1 software, resulting in the segmentation 
of the study area into five classes. We used the maximum 

Fig. 1   Map of the study area

Table 1   Mean precipitation (mm) in the study area

Year Precipitation (mm) Remarks

2010 664.94 High flood
2013 111.59 Less precipitation
2014 115.02 Less precipitation
2015 130.09 Less precipitation
2016 155.85 Normal precipitation
2017 150.83 Normal precipitation
2018 167.16 Normal precipitation
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likelihood classifier to calculate each category based on 
its highest probability of the cell belonging to that class, 
given its attribute values. The five types of LULC in the 
investigated region are barren land, settlements, vegetation, 
water bodies, and spate irrigation systems. Spate irrigation 
systems are indigenous (rainwater harvesting) practices 
that divert runoff to agricultural drylands. The vegetation 
class represents crop cultivation, while the water body class 
represents reservoirs and ponds. We used thematic change 
detection to analyze land use and land cover change, defor‑
estation, urbanization, agricultural expansion, and water 
variability, among others. To assess the change detection 
in percentages for the study period of 2010 and from 2013 
to 2018, we cross-tabulated comparative results from the 
regions obtained from the classified image pairs. The statis‑
tical approach is built in the ArcGIS to automate the spatial 
analysis to LULC as conducted experiments by Bonato et al. 
(2019), Olaoye et al. (2019) and Haack and Mahabir (2019).

Results and discussion

After processing and analyzing the Landsat images for the 
years 2010 and 2013–2018, we produced detailed maps of 
LULCC, as shown in Fig. 2 for the study area. We recog‑
nized five land use categories, delineating them as observed 
in Fig. 2 using a maximum likelihood classification tech‑
nique in ArcGIS 10.3.1 software. The five types are bar‑
ren land, settlements, vegetation, water bodies, and spate 
irrigation systems. The detailed analysis and interpretation 
of land use formation, as observed in Table 2, break land 
use formation into km2. Tables 3, 4 and 5 show LULCC 
during low- and average-precipitation events compared to 
a high-rainfall event. The analysis showed the land cover 
classification of the study area for the last wet year of 2010, 
observed as the massive flood year of the last 81 years. In 
2010, heavy rainfall resulted in flooding, causing inundation 
of low-lying areas, sufficiently recharging the groundwater, 
filling surface water bodies for crop irrigation.

Furthermore, Table 3 represents changes in land cover 
classes for the years 2013–2015 due to below-average-
precipitation events, which caused areas covered through 
surface water bodies, vegetation, and lands under spate 

Fig. 2   LULC classification, 2010 and 2013–2018
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irrigation systems to shrink. On the contrary, barren lands 
increased due to less surface and subsurface water avail‑
ability for agricultural practices. Table 3 shows precipita‑
tion pattern between the years 2016 and 2018; water scar‑
city reversed again due to average rainfall replenishing 
sources of surface and subsurface water bodies, increasing 

lands under spate irrigation systems, and the ground cov‑
ered under vegetation.

The detailed results of our study area presented in 
Tables 2, 3, and 4 elaborated that five land cover classes 
for 2010 explained the barren land covers 56.08%, i.e., 
an area of 2957 km2, and settlements cover 0.31%, i.e., 

Table 2   Overall land use LULCC during the study period

Type of land use/cover Year Observed change

2010 2013 2014 2015 2016 2017 2018 2010–2018

(km2)

Barren land 2957.20 5041.85 5079.48 4782.59 4832.66 4427.36 3875.43 918
Settlement 16.17 34.68 39.00 49.25 53.90 111.92 117.80 102
Vegetation 867.38 76.03 58.88 110.47 283.63 314.80 807.41 − 60
Water bodies 180.15 19.87 29.56 27.72 28.52 30.47 1.23 − 169
Spate irrigation system 1252.35 100.81 66.32 303.20 74.54 388.70 461.37 − 791

Table 3   LULC during 
periods of lower-than-average 
precipitation years

Type of class (%) Years of less rain Average Years of high rain Difference Remarks

2013 2014 2015 2010

Barren land 95.61 96.33 90.70 94.21 56.08 38.13 Positive
Settlements 0.66 0.74 0.93 0.78 0.31 0.47 Positive
Vegetation 1.44 1.12 2.10 1.55 16.45 − 15.00 Negative
Water bodies 0.38 0.56 0.53 0.50 3.42 − 2.92 Negative
Spate irrigation system 1.91 1.26 5.76 2.98 23.75 − 20.77 Negative

Table 4   LULCC during periods 
of normal and high precipitation

Type of class (%) Years of normal to high 
precipitation

Average Years of high rain Difference Remarks

2016 2017 2018 2010

Barren land 91.64 83.96 73.49 83.03 56.08 26.95 Positive
Settlements 1.02 2.12 2.23 1.79 0.31 1.48 Positive
Vegetation 5.38 5.97 15.31 8.89 16.45 − 7.56 Negative
Water bodies 0.54 0.58 0.21 0.44 3.42 − 2.98 Negative
Spate irrigation system 1.41 7.37 8.75 5.84 23.75 − 17.91 Negative

Table 5   Dynamics of LULC 
during less and normal 
precipitation events 2013–2018

Type of land use/cover Year Observed change Remarks

2013 2014 2015 2016 2017 2018 2013–2018

(%)

Barren land 95.61 96.33 90.70 91.64 83.96 73.63 − 21.98 Negative
Settlement 0.66 0.74 0.93 1.02 2.12 2.24 1.58 Positive
Vegetation 1.44 1.12 2.09 5.38 5.97 15.34 13.90 Positive
Water bodies 0.38 0.56 0.53 0.54 0.58 0.02 − 0.35 Negative
Spate irrigation system 1.91 1.26 5.75 1.41 7.37 8.77 6.85 Positive



225Acta Geophysica (2020) 68:219–228	

1 3

an area of 16 km2. Vegetation covers 16.45%, equiva‑
lent to 867 km2, water bodies cover 3.42%, equivalent to 
180 km2, and spate-irrigated lands cover 23.75%, amount‑
ing to 1250 km2. Table 3 shows percentagewise land cover 
classes from 2013 to 2018. However, when we com‑
pare 2018 to 2010, we observe a remarkable decreasing 
trend overall in LULC changes in terms of water bodies 
(− 2.98% or 169 km2), spate-irrigated lands (− 17.91% or 
791 km2), and vegetation cover (− 7.56% or 60 km2). Con‑
versely, we observe a substantial increasing in barren land 
(26.95% or 918 km2) and settlements (1.48% or 102 km2).

Tables 2, 3 and 4 indicate the positive and negative 
trends in certain land cover types by comparing years 
of high, less, and normal event precipitation rates. That 
showed a variable trend of change in barren land, with 
increases from 56.08% (2957.20 km2) in 2010 to 95.61% 
(5041.85  km2) in 2013 and 96.33% (5079.48  km2) in 
2014, decreasing to 90.70% (4782.59 km2) in 2015 due 
to less precipitation. Barren land decreased from 91.64% 
(4832.66 km2) in 2016 to 83.96% (4427.36 km2) in 2017 
to 73.49% (3875.43 km2) in 2018 due to normal precipita‑
tion. Our analysis of barren land cover change highlights 
the dependence of vegetation vigor and agricultural prac‑
tices on the rate of precipitation received in the study area.

Likewise, a straight positive trend is shown in settle‑
ments during the study period, i.e., 0.31% (16.17 km2) 
in 2010, 0.66% (34.68 km2) in 2013, 0.74% (39.0 km2) 
in 2014, 0.93% (49.25 km2) in 2015, 1.02% (53.90 km2) 
in 2016, 2.12% (111.92  km2) in 2017, and 2.23% 
(117.80 km2) in 2018. The results reveal that the popula‑
tion (settlement) almost doubled in a single year (between 
2016 and 2017), which is indicative of better means of 
livelihood in the study area.

In line with settlement land cover change, Tables 2, 3 
and 4 depict dynamics in vegetative land cover during the 
study period. The highest vegetative land cover (16.45% or 
867.38 km2) was observed due to historic heavy precipita‑
tion in 2010, which dropped to 1.44% (76.03 km2) in 2013 
and to 1.12% (58.88 km2) in 2014 due to low precipita‑
tion and then steadily recovered from 2.10% (110.47 km2), 
5.38% (283.63 km2), 5.97% (314.80 km2), and 15.31% 
(807.41 km2) in 2015, 2016, 2017, and 2018. Vegetation 
land cover jumped above 50%, i.e., 283.63 km2 in 2016 to 
314.80 km2 in 2017. Nevertheless, vegetation land cover 
in 2018 was 807.41 km2, which indicates the next wet year 
after 2010.

The analysis highlights the change in water bodies’ land 
cover. Water bodies land cover was 3.42% (180.15 km2) 
in 2010, which suddenly dropped to 0.38% (19.87 km2) in 
2013 and then slightly varied between 0.56% (29.56 km2), 
0.53% (27.72  km2), 0.54% (28.52  km2), and 0.58% 
(30.47  km2) in 2014–2017 before dropping further to 

0.21% (1.23 km2) in 2018. The decrease in water bodies 
is virtually 89% between 2010 and 2013.

Also, the tables show that cultivation practices under 
spate irrigation systems covered 23.75% (1252.35 km2) in 
2010, withering to 1.91% (100.81 km2) in 2013—a decrease 
of 92%, equivalent to 1152 km2—and further dropping to 
1.26% (66.32 km2) in 2014 before increasing to 8.75% 
(461.37 km2) in 2018.

Table 5 reflects the LULC scenario of the last 6 years 
(2013–2018) in the study area and elaborates the fact and 
figures of each class during less and normal precipitation 
events. The barren land occupied 95.61%, 96.33%, 90.70%, 
91.64%, 83.96%, and 73.63 followed by the year 2013, 
2014, 2015, 2016, 2017, and 2018. The increased values 
showed the scenario during the fewer precipitation events 
and the highest trend of barren land recorded during the 
normal precipitation events—a negative trend of barren land 
of − 21.98% shown during 2018 in the above comparison.

Settlement in the study area has gradually increased: 
0.66%, 0.74%, 0.93%, 1.02%, 2.12% and 2.24% in 2013, 
2014, 2015, 2016, 2017, and 2018, respectively, shown in 
the figures. A positive trend of + 1.58% is shown during the 
year of 2018 shown in Table 4. The increasing trend might 
be the result of the recent development in the study area 
because the study area is situated at the main super highway 
redeveloped and promoted as a smart motorway; this con‑
nected with the mega metropolitan city of Karachi is a major 
traveling source of China–Pakistan Economic Corridor.

The vegetation class showed a positive trend from 2013 
to 2018, except for a slight decrease of 0.32% between the 
years 2013–2014. The vegetation in the study area revealed 
the trend of 1.44%, 1.12%, 2.09%, 5.38%, 5.97, and 15.37% 
in the year 2013, 2014, 2015, 2016, 2017, and 2018, respec‑
tively. An increase in the vegetation of + 13.90% is shown 
in the year of 2018. The vegetation trend of the study area 
represents the indigenous practice of spate irrigation systems 
in the study area.

The classification of water bodies shows a fluctuated 
trend in the study area. A decreasing trend of 0.38% and 
0.02% is shown during the year of 2013 and 2018. How‑
ever, an increased trend has been revealed as 0.56%, 0.53%, 
0.54%, and 0.58% in the year of 2014, 2015, 2016, and 2017, 
respectively. Actually, the LULC has developed through the 
Landsat images of September for each year. So it might be 
possible that the reduced trend happened due to percolation 
and contribution in the groundwater and utilized for spate 
irrigation system due to earlier events of precipitation in the 
month of July and August during the year of 2018. That is 
why the increasing trend of vegetation shows 13.90% in the 
study area. The overall scenario showed a negative value of 
− 0.35% in the water bodies trend.

The classification of the spate irrigation system in the study 
area shows a positive trend of 6.85% as compared to the year 
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of 2013 and 2018. The trend has shown minimum 1.91%, 
1.26%, and 1.41% practice of the spate irrigation system car‑
ried out during the year of 2013, 2014, and 2016 due to less 
precipitation in the year of 2013 and 2014, while there are 
mismanagement practices during the year of 2016. However, 
the trend of spate irrigation of 5.75%, 7.37%, and 8.77% during 
the year of 2015, 2017, and 2018 showed an increase in the 
spate irrigation system.

The confusion matrix shows 82.8%–92% overall accuracy, 
while the Kappa coefficient was 0.80–0.90 with acceptable 
results of LULC classifications, as detailed in Table 6.

In the current study, the significant influence of precipita‑
tion observed in LULC changes. As the discussions in the first 
section of this paper indicate, anthropogenic activities change 
the environment for centuries such as gradual increases in pop‑
ulation, various livelihood activities, migration rates, and the 
atmospheric temperature impacts on the environment. Envi‑
ronmental changes have seen at the local, regional, national, 
and international levels in atmospheric temperature, precipi‑
tation, general LULC, and climate change impacts. Various 
researchers have elaborated on the significant implications 
(e.g., Chase et al. 2000; Kalnay and Cai 2003; Cai and Kalnay 
2004; Trenberth 2004; Vose et al. 2004; Feddema et al. 2005; 
Christy et al. 2006; Mahmood et al. 2006; Ezber et al. 2007; 
Nuñez et al. 2008). The arid and semiarid regions are depend‑
ing on precipitation as a primary source of water resources; 
climate change is the essential variable for such vulnerable 
areas to maintain the ecosystem. These regions are critical to 
monitoring the LULC and climate change impact on water 
resources. Yin et al. (2017) researched this issue in the Jinghe 
River Basin of about more than 45,000 km2, located in the 
semiarid region of northwest China. Their study emphasized 
the impact of LULC and climate change on surface water 
resources. The investigation found multiple effects of LULC 
and climate change: runoff increased with the higher trend of 
the precipitation from 1970 to 1980, while the runoff reduced 
due to the increasing impact of LULC dynamics from 1980 to 
1990, which contributed to 44% of runoff changes.

Locally, detailed analyses of spate irrigation systems reveal 
a scarcity of surface water bodies, which in turn severely 
affects the reserves of groundwater. Moreover, deficiency 
raises an alarm of drought conditions due to less occurrence 
of the precipitation in the study area. Djuma et al. (2017) high‑
lighted the same issue in the context of the Peristerona Water‑
shed—a semiarid region of Cyprus. Their study aimed to esti‑
mate the groundwater recharge by focusing on the assessment 
of recharge in spates (natural streams or ephemeral rivers) with 

and without check dams. The current study disclosed that the 
hydraulic structures contributing to the potential water conser‑
vation practices in the study area, which mitigate the drought 
impacts by capturing the runoff.

The discussions revealed that the physiographic conditions 
of the study area are more appropriate to develop potential 
storage sites. Evapotranspiration has much importance to man‑
age water resources in the study area and focused the return 
period for 10 to 1 years of rainfall, and the selection of crop‑
ping patterns would influence accordingly. The options of 
change in crops rendering the evapotranspiration lead to reduc‑
tion in the climate change impact for sustainable development.

Conclusion

In this study, we estimate the dynamics of spate irrigation 
(indigenous rainwater harvesting) systems by focusing on five 
categories of LULC—barren land, settlements, spate irriga‑
tion, vegetation, and water bodies—and its drivers through 
the study of the Khirthar National Range, Sindh, Pakistan. The 
results show a strong relationship between precipitation and 
LULC in 2010 and from 2013 to 2018. During wet years, we 
observe an increase in land cover of water bodies and vegeta‑
tion and a reduction in the barren land. Other direct observa‑
tions reveal the enormous expansion of 86.25% in settlement 
land cover from 16.17 km2 in 2010 to 117.80 km2 in 2018, 
which almost doubled in a single year from 53.90 km2 in 2016 
to 111.92 km2 in 2017. The overall accuracy and the Kappa 
coefficient show satisfactory results of the LULC classifica‑
tion. The spatiotemporal variability in spate irrigation systems 
showed discrepancy and dependence on precipitation patterns. 
The indigenous practice of harvesting through spate irrigation 
systems is under direct threat due to precipitation shortfalls 
and prevailing dry periods in the study area. Investigating the 
potential harvesting sites and arrangement of appropriate water 
conservation practices may reduce drought impacts from the 
region. LULC is a popular technique for sustainable develop‑
ment through future planning and management.
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Abstract
Bridge failure, due to local scour at bridge pier foundations, has become a critical issue in river and bridge engineering, 
which might lead to transportation disruption, loss of lives and economic problems. A practical solution to prevent bridge 
collapses is the implementation of scour mitigation methods around bridge foundations. Based on an experimental perspec-
tive, this study is focused on the influence of the size and position of circular collars from the sediment bed on scour depth 
at two tandem piers. To meet this end, long-lasting experiments are performed under clear-water conditions using uniform 
sand for bed materials. Compared to the adjacent position of the collar on the bed, placing the collars below the bed would 
increase the delay time of scour at the piers up to four times. However, regardless of the delay time, the observations indicate 
that locating the collars on the initial bed surface results in maximum reduction in scour depths around the piers. It was found 
that diminishing the flow intensity has a dramatic impact on the scour reduction at the piers, so that maximum reduction in 
scour depths at piers increased on average from 20 to 70% with the reduction in the flow intensity from 0.95 to 0.9.

Keywords  Bridge foundation · Collar · Countermeasure · Horseshoe vortex · Scour depth reduction

List of symbols
B	� Width of the channel
D	� Pier diameter
D∗	� Equivalent pier width
Dproj	� Sum of the non-overlapping projected width 

of the piers onto a plane normal to the flow 
direction

ds	� Depth of scour
dse	� Equilibrium depth of scour
ds(ext)	� Extrapolated depth of scour to an infinite 

time
d50	� Median sediment grain size
g	� Acceleration of gravity
h	� Upstream flow depth
Hc	� Collar height from the sediment bed

Km	� Number of aligned rows factor
Ksp	� Factor for the distance between the piers
R	� Reduction in scour depth
Ru	� Reduction in scour depth at the upstream 

pier
Rd	� Reduction in scour depth at the downstream 

pier
Rp = UD∕�	� Pier Reynolds number
s	� Center-to-center spacing of the piers
U	� Mean upstream flow velocity
Uc	� Mean threshold velocity
u∗
c
	� Shear critical velocity

T 	� Dimensionless time of scour
t	� Time of scour
tc	� Thickness of the collar
td	� Delay time of scour
te	� Equilibrium time of scour
wc	� Width of the collar
Z	� Dimensionless scour depth
Δ = ��

s
∕�	� Relative submerged sediment density

�	� Fluid kinematic viscosity
�	� Density of fluid
�s	� Sediment grain density
�′
s
	� Submerged sediment density
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�g	� Geometric standard deviation of the sedi-
ment grain size distribution

�	� Function

Introduction

Local scour at bridge foundations (piers and abutments) can 
be a significant hazard causing instability or collapse of such 
vital infrastructures. Pier scour is described as an erosion 
that undermines the bridge foundations. The erosive effect 
of flowing water forms bridge scour by the excavation and 
removal of sediment grains from around the abutments and 
piers of the bridges. Prediction of the depth of scour around 
bridge foundations is a fundamental part of designing safe 
bridges. Scour monitoring at bridges is performed regu-
larly to maintain bridge safety against scour-induce failure 
(Ettema et al. 2006). In order to better understand the scour 
at the piers, it is of paramount importance to understand the 
flow pattern and performance of the large-scale coherent 
structures that are formed around the piers. In Fig. 1a, pier 
scour is depicted around two tandem piers. The approach 
flow velocity accelerates at the upstream of the piers and the 
flow is directed toward the sediment bed on the front face 
of the piers, which is called downflow. Where the down-
flow reaches the sediment bed, the horseshoe vortices are 
formed. Generally, scour begins at the flanks of the pier. 
Once the scour area extends as a hole around the pier, the 

downflow and horseshoe vortices are strengthened, result-
ing in the development of the scour hole around the pier. 
By separating the approach flow from the sides of the piers, 
vortex shedding is generated in the piers’ wake (Raudkivi 
1986; Arneson et al. 2012 (HEC-18); Guo et al. 2012). In 
the case of two tandem piers, the existence of the upstream 
pier causes a reduction in the amount of the approach flow 
velocity toward the downstream pier. Thus, the rate of 
scour around the downstream pier is less than that around 
the upstream pier. When the scour holes around the piers 
overlap, the movement of sediment particles from upstream 
is facilitated, leading to increasing the depth of scour at the 
upstream pier (Hannah 1978; Lança et al. 2013). The vari-
ables Pu and Pd indicate the upstream and downstream piers, 
respectively. 

Scour at bridge piers may occur under clear-water or 
live-bed scour conditions. According to Melville (1984) and 
Chiew (1984), the scour depth achieves two peaks depend-
ing on flow intensity. The first peak is called clear-water 
threshold peak and the second peak is termed as the live-
bed peak. Under clear-water conditions and with uniform 
sediments, the scour depth increases approximately linearly 
with flow intensity and achieves its maximum value at the 
onset of sediment movement (at threshold velocity). The 
maximum scour depth is called threshold peak. Once the 
mean upstream flow velocity exceeds the threshold veloc-
ity, the scour depth reduces in the relatively small conver-
sion of flow intensity and, then, increases again reaching the 

Fig. 1   Schema of the flow field 
and scour holes around two tan-
dem piers: a without collars; b 
with collars above the sediment 
bed, ( ds scour depth, h upstream 
flow depth, Hc collar height 
from the sediment bed, wc width 
of the collar, tc thickness of the 
collar, s center-to-center spacing 
of the piers, D diameter of the 
pier)
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live-bed peak, leading to the formation of bedforms. Bed-
forms transport into the scour hole periodically, resulting 
in the periodic variation of maximum scour depth. In clear-
water scour conditions, no upcoming sediment grain enters 
the scour hole (Shen et al. 1966; Ettema 1980; Melville and 
Chiew 1999; Sheppard and Miller (2006)).

Several methods have been examined for scour depth esti-
mation at bridge piers by many investigators (Dey 1997a, 
b; Oliveto and Hager 2002, 2005; Zounemat-Kermani et al. 
2009; Arneson et al. 2012; Sheppard et al. 2013; Pang et al. 
2016). Many efforts have been made by researchers to 
reduce the dimensions of scour holes around the piers using 
several scour countermeasures. The choice of a proper pier 
countermeasure for a particular bridge is based on the flow 
conditions and features of the nearby channel (Johnson et al. 
2002). There are two different types of scour countermeas-
ures. Countermeasures such as bed sill, submerged vane and 
collar deflect the approach flow and minimize the power of 
the system of vortices around the pier, resulting in the reduc-
tion in scour depth. Other scour countermeasures are placed 
on the sediment bed to protect it from erosive and hydrau-
lic forces consisting of riprap stones, cable-tied blocks and 
geobags (Tafarojnoruz et al. 2012; Khaple et al. 2017a).

Collars are thin horizontal disks that are attached 
around a pier (see Fig. 1). The collars protect the sedi-
ment bed from erosion caused by the downflow and 
horseshoe vortices. Thus, they reduce the scour potential 
around the pier. The effect of collars on scour depth at 
isolated bridge piers has been studied by several investiga-
tors (Kumar et al. 1999; Zarrati et al. 2004; Moncada-M 
et al. 2009; Masjedi et al. 2010; Tafarojnoruz et al. 2012; 

Zokaei et al. 2013; Khodashenas et al. 2018; Karimaei 
Tabarestani and Zarrati, 2019). However, limited research 
has reported the influence of collars on scour reduction 
around the pier groups. Zarrati et al. (2006) examined the 
effect of the collars placed on the sediment bed on scour 
depths at two side-by-side and tandem piers. Heidarpour 
et al. (2010) studied the influence of collars on scour depth 
reduction at two and three tandem piers when the col-
lars were set on the original bed. Figure 1b schematically 
illustrates scour holes around two tandem piers equipped 
with collars. Parameters ds1 and ds2 refer to scour depth at 
the upstream and downstream piers, respectively. Table 1 
presents a summary of the essential experimental studies 
on the effect of collars on scour at the piers along with the 
obtained percentage reduction at scour depth in each study 
(the last column). 

The effect of collars on scour depth at bridge piers is 
assessed based on the width of collar wc and the collar 
height from sediment bed Hc . According to Table 1, the 
collar’s effectiveness in reducing the scour depth around 
the pier increases with increasing the width of the collar. 
However, a collar that is wider than three times of the pier 
diameter is not applicable in practice (Zarrati et al. 2006). 
In addition, the optimal height of collars that results in 
maximum scour depth reduction around the piers depends 
on different factors of experimental condition, pier skew-
ness and pier shape.

Furthermore, in most of the previous studies, the exper-
iments have been performed for short durations of scour 
(e.g., 7 h), in which the equilibrium depth of scour has 
not been achieved. Given that the scour at bridge piers 

Table 1   Experimental studies using collars against scouring at bridge piers ( wc width of the collar, D pier width or diameter, Hc collar height 
from the sediment bed, h upstream flow depth)

a Note The negative values of Hc/h are corresponding to the collar height below the sediment bed

Authors No. piers Pier shape Collar shape wc∕D Hc∕h Maximum reduction in 
scour depth (%)

Zarrati et al. (2004) 1 Rectangular 
rounded 
nose

Rectangular rounded 
nose

2, 3 From 0.4D to −0.8Da 74 for: wc∕D = 3

(on the sediment bed)

Zarrati et al. (2006) 2 Circular Circular independent 
and continues

3 0 30 (first pier)
75 (second pier)

Moncada-M et al. 
(2009)

1 Circular Circular 2, 3 0,± 3,± 6,± 9 100 (for: wc∕D = 3 , on 
the sediment bed)

96 (for: wc∕D = 2 , on 
the sediment bed)

Masjedi et al. (2010) 1 Oblong Oblong 1, 1.5, 2, 2.5, 3 0, −0.1D, −0.5D, −1D 92 (for: wc∕D = 3 and 
Hc∕D = −0.1)

Heidarpour et al. 
(2010)

2, 3 Circular Circular 2, 3 0 45 (third pier of three 
tandem piers)

44 (second pier of two 
tandem piers)

Tafarojnoruz et al. 
(2012)

1 Circular Circular 3 0 28.7

Chen et al. (2018) 1 Circular Hooked 1.25 0, 0.25 42 (on the sediment bed)
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increases over time until the equilibrium condition is 
achieved, it is necessary to assess the effect of collars on 
scour reduction at the equilibrium time.

Zarrati et al. (2004) showed that the maximum scour 
depth reduction at a rectangular nose pier was obtained 
when the collar was placed on the sediment bed. In con-
tract Kumar et al. (1999) found that lowering the collar 
below the bed led to less scour at the pier, followed by 
increasing the dimensions of the scour hole compared to 
the case where the collar was positioned on the bed. Mas-
jedi et al. (2010) indicated that, at an oblong pier situ-
ated in a 180° channel bend, locating the collar under the 
sediment bed at the height of 0.1 times of the pier width 
caused the maximum scour depth reduction around the 
pier. The results obtained by Moreno et al. (2015) revealed 
that the maximum reduction in scour depth at a complex 
bridge pier occurred when its pile cap was partly placed 
below the sediment bed. As the collar installation height 
increased above the sediment bed, more flow could pass 
under the collar. Therefore, the influence of the collar on 
reducing the scour around the pier was diminished (Tan-
aka and Yano 1967; Zarrati et al. 2004; Moncada-M et al. 
2009).

Scour around two tandem piers has been investigated 
in several experimental and numerical studies (Hannah 
1978; Selamoglu et al. 2014; Wang et al. 2016; Khaple 
et al. 2017b; Memar et al. 2018; Amini and Asadi Parto 
2017; Keshavarzi et al. 2018). Ataie-Ashtiani and Beheshti 
(2006) demonstrated that scour depth around two tandem 
piers reached its maximum value at the center-to-center 
spacing of the piers of s = 3D , where D is the pier diameter. 
Numerical simulations were performed by Kim et al. (2014) 
to estimate the scour depth at two piers with the different 
center-to-center spacing of the piers. The results obtained 
from the above-cited studies indicated that the scour depth at 
two piers was highly influenced by the center-to-center spac-
ing of the piers. Increasing the center-to-center spacing of 
the piers increased the scour depth, reaching the maximum 
values at s = 3D − 3.5D.

The experiments in this study were designed twofold. On 
the one hand, few studies have addressed the influence of 
collars on scour depth reduction at two tandem piers, for 
which the effect of collar height from the sediment bed has 
not been investigated (see Table 1). Thus, in the present 
study, this gap of knowledge was systematically studied 
by varying the width and height of collars from the sedi-
ment bed. Consequently, the best height of collars from the 
sediment bed, leading to the maximum scour depth reduc-
tion around the two tandem piers, was determined. On the 
other hand, in previous studies, the experiments have been 
conducted for a limited time (e.g., 7 h) without achiev-
ing the equilibrium scour depth. In this work, most of the 
experiments were performed for long durations (2–10 days), 

reaching the equilibrium scour conditions. The effect of time 
on the performance of collars was examined.

Methods and materials

Dimensional analysis

The equilibrium depth of scour, dse , at two cylindrical tan-
dem piers protected by circular collars inserted in a wide rec-
tangular channel with a movable bed consisting of uniform 
nonripple-forming quartz sand in clear-water conditions and 
uniform flow depends on the following: sediment features 
(submerged sediment density ��

s
=
(

�s − �
)

 , sediment grain 
density �s , median sediment grain size D50 , geometric stand-
ard deviation of the sediment grain size distribution �g ), fluid 
features (density of fluid � , fluid kinematic viscosity � ), flow 
(mean upstream flow velocity U , upstream flow depth h ), 
collar (countermeasure) features (width of collar wc , collar 
height from sediment bed Hc , thickness of collar tc ), pier 
diameter D , width of channel B , mean threshold velocity 
Uc , which is defined as mean flow velocity for the onset of 
sediment movement (threshold condition), and the center-to-
center spacing of piers s . Considering variables D , U and � 
as the repeaters and applying the Buckingham theorem lead 
to the following dimensionless relationship:

where � stands for the unknown function.
The effect of dimensionless parameters in Eq. (1) has 

been previously examined by researchers. To attain the 
equilibrium depth of scour in clear-water conditions, flow 
intensity 

(

U∕Uc

)

 is adjusted near the threshold of sedi-
ment movement to a range of 0.9 ≤ U∕Uc ≤ 1 . The uni-
form nonripple-forming quartz sand is characterized by 
D50 ≥ 0.6mm , �s ≈ 2650  (kg/m3) and 𝜎g < 1.4 , as rec-
ommended by Dey et al. (1995). Moreover, the effect of 
sediment size (coarseness effect), flow depth (shallowness 
effect), viscosity and walls of the channel (wall effect) needs 
to be eliminated. In order to do so, the following conditions 
recommended by different researchers were applied to the 
experiments.

The effect of flow depth on local scouring was over-
looked by using the criterion of Melville and Sutherland 
(1988), which is defined as h∕D ≥ 2.6 . An upstream flow 
depth of h = 0.165mm was kept constant for all the experi-
ments. The influence of sediment grain size on scour can 
be negligible if D∕D50 ≈ 25–130 (Tafarojnoruz et  al. 
2010). In the case of wide channels, the wall effect on 
scour process associated with the existence of the piers in 
the channel was ignored considering B∕D ≥ 10 (Melville 
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and Chiew 1999). The pier Reynolds number Rp = UD∕� 
was greater than 7000 to avoid the impact of viscosity 
on the scour depth (Monti 1994). Table 2 also shows the 
conditions applied to the experiments.

Taking the experimental conditions of the study by 
Khaple et al. (2017b) into consideration, the center-to-
center spacing of the piers was selected as three times of 
the pier diameter. The authors showed that the maximum 
depths of scour at two tandem piers could occur at the 
center-to-center spacing of the piers equal to three or two 
times of the pier diameter; for both spacings, the scour 
depth was approximately identical. The thickness of col-
lar tc was selected 3 mm to avoid influencing the scour 
development. Assuming the submerged sediment specific 
gravity (��

s
∕�) almost invariant for sand and gravel (≈ 1.65) 

(Tafarojnoruz et al. 2012), Eq. (1) becomes:

In this study, the influences of collar height and the 
width of the collar on scour depth at two tandem piers 
with different flow intensities were examined. Table 3 
presents the experimental conditions and dimensionless 
parameters.

(2)
dse

D
= �

(

U

Uc

,
wc

D
,
Hc

h

)

Experimental installation

Laboratory experiments were performed in a straight part of 
a curved rectangular cross-section channel with 9 m length, 
1.3 m width and 0.6 m depth at Laboratory of Hydraulic 
Constructions (LCH-EPFL), Lausanne, Switzerland. The 
channel included the experiment section (recess box) located 
4 m downstream from the inlet of the channel with 0.25 m 
depth and 5 m length in the streamwise direction. The sedi-
ment utilized in this study was quartz sand of the median 
diameter D50 = 1.78mm and the geometric standard devia-
tion of the sediment grain size distribution �g = 1.23 . This 
sediment is considered nonripple forming and non-cohesive. 
The model piers were provided using circular transparent 
PVC tubes with the diameter of 0.063 m and located at 7 m 
from the channel inlet, where a fully developed flow was 
established. The water was delivered to the channel by an 
automatically operated pump and the discharge was meas-
ured by an electromagnetic discharge meter. A gate that 
was positioned at the end of the channel regulated the water 
depth (h). The water and sediment bed levels were measured 
with a digital point gauge having the precision of 0.1 mm. 
To generate a uniform flow distribution, a metal net and a fil-
ter sponge were placed at the inlet of the channel. Periscopes 
were fixed inside the piers to read the time development of 

Table 2   Conditions applied to the experiments and consequent interpretation

Dimen-
sionless 
parameter

Theoretical range Suggested by Effect Calculated 
values in this 
study

Resulted in the following conditions

D∕D50 D∕D50 ≈ 25–130 Tafarojnoruz et al. (2010) Coarseness 35.4 The coarseness does not influence the 
scour depth

h∕D h∕D ≥ 2.6 Melville and Sutherland (1988) Shallowness 2.6 Flow depth is not considered to be 
shallow (even though it is at the 
lowest margin for being shallow)

B∕D B∕D ≥ 10 Melville and Chiew (1999) Wall 20.6 The scour depth is not influenced by 
the width of the channel

Rp Rp > 7000 Monti (1994) Viscosity (22,680, 23,814) Flow is fully turbulent
�g 𝜎g < 1.4 Dey et al. (1995) Uniform sediment 1.23 Sediment grains can be assumed 

uniform

Table 3   Experimental conditions and dimensionless parameters ( Q 
discharge, D diameter of the pier, U mean upstream flow velocity, 
U∕UC flow intensity, UC mean threshold velocity, h upstream flow 
depth, B width of the channel, D50 median sediment grain size, Hc 

collar height from the sediment bed, wc width of the collar, s center-
to-center spacing of the piers, Rp pier Reynolds number, F

r
 Froude 

number)

Experiment series Q (l/s) D (m) U (m/s) U∕UC h (m) B (m) D50 (m) Hc/h wc/D s/D Rp F
r

I (reference) 77, 81 0.063 0.36 0.9,0.95 0.165 1.3 0.00178 – – 3 22,680 0.283
23,814 0.297

II 77 0.063 0.36 0.9 0.165 1.3 0.00178 0, − 0.1 3 3 22,680 0.283
III 77 0.063 0.378 0.9 0.165 1.3 0.00178 0, − 0.1 2 3 23,814 0.297
IV 81 0.063 0.378 0.95 0.165 1.3 0.00178 0, − 0.1 2 3 23,814 0.297
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scour depth in front of the piers from the ruler papers glued 
to the piers. A Go Pro camera was installed on the wall of the 
channel under the water to take pictures and record videos of 
the scouring process around the piers. A 3D laser Baumer, 
OADM 13I7480/S35A, mapped the topography of the scour 
holes around the piers at the end of the experiments.

The critical shear velocity u∗
c
 was initially determined 

through the method presented by Lança et al. (2015), which 
is u∗

c
=
√

ΔgD50�
∗
c
≈ 0.032 and the critical shear stress is 

�c = �u∗2
c

 . Parameter �∗
c
 is the critical value of the shields 

p a r a m e t e r  t h a t  i s  d e f i n e d  a s : 
�∗
c
= 0.24∕d∗ + 0.055

[

1 − exp
(

−d∗1.05∕58
)]

 , where d∗ is 
3

√

gΔD3
50
∕�2 . The mean threshold velocity Uc was estimated 

using different relationships suggested by Shamov (1952) 
[cited in Dey (2014)], Melville and Sutherland (1988), Shep-
pard et al. (2013) and Lança et al. (2015). Then, its value 
was determined by conducting some experiments without 
locating the piers and countermeasures in the channel. The 
results were in good agreement with the relationship recom-
mended by Shamov (1952) [cited in Dey (2014)]. In the 
present work, most of the experiments were performed for a 
long duration (2–10 days). To stop the experiments, the cri-
terion of Melville and Chiew (1999) was used. According to 
Melville and Chiew (1999), when the scour depth discrepan-
cies during 24 h is not more than 5% of the pier diameter, 
the equilibrium phase is reached.

Configurations of experiments

For assessing the optimal height of collars from the sedi-
ment bed results in the minimum scour depth at the piers’ 
front, the collars were positioned: (1) on the sediment bed 
Hc = 0 and (2) beneath the sediment bed at Hc = −0.1h (in 
which h is upstream flow depth), under two different flow 
intensities of 0.9 (experiment series II and III) and 0.95 
(experiment series IV) (see Table 3). It has to be clarified 
that, in the present work, the collars were not placed above 
the sediment bed. Given the outcomes presented by Tanaka 
and Yano (1967) and Zarrati et al. (2004), as the collars’ 

installation height above the sediment bed was increased, 
the flow could pass more easily under the collar. As a con-
sequence, the protective effect of the collar on scour depth 
at the pier was reduced. Two different circular collars (made 
from PVC transparent sheets) of width wc = 2D, 3D (where 
D is the pier diameter) were employed. The schematic plan 
of two tandem piers equipped with the circular collars with 
different width is shown in Fig. 2. Figure 3 shows the con-
figurations of two tandem piers without and with the collars.

Results and discussion

Experimental observations

The results are shown in Table 4. Subscripts “u” and “d” 
refer to upstream and downstream piers. In the case of the 
experiments without collars (experiments A1 and A2), scour 
began at the front and sides of the piers, extended toward 
both downstream and upstream of them. By installing the 
collars around the piers, scour started from the downstream 
of the collars, then developed around the collars’ edge and 
reached the piers’ front after a time duration. Thus, the col-
lars delayed the start of scour in front of the piers. The time 
from the beginning of the experiment to when the scour 
started at the piers’ front is referred to as delay time and is 
shown by td in Table 4. Parameters tdu and tdd indicate the 
delay time of scour at the upstream and downstream piers, 
respectively. In experiment C1, the rear of both collars was 
initially eroded. The scour began at the downstream pier’s 
front after 1.5 h from the beginning of the experiment, while 
it reached the upstream pier’s front later at tdu = 2.5 h . How-
ever, in the other cases (experiments C2, D1, D2), the delay 
time of scour at the upstream pier was greater than that at the 
downstream pier (tdu > tdd) (see Table 4). This is due to the 
lower rate of scouring in experiment C1 than the other cases.

In the experiment series II, the broader collars wc = 3D 
caused maximum reduction in scour depth of about 100% at the 
collar height of Hc = 0 and the average of 82% at Hc = −0.1h 
in front of the piers (at t ≈ 250min) , where h stands for 

Fig. 2   Schematic plan of two 
tandem piers equipped with col-
lars ( wc width of the collar, D 
diameter of the pier, s center-to-
center spacing of the piers)
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upstream flow depth. It was observed that approximately 5 min 
after the experiments began, sediments on the collars scoured. 
Collars covered the sediment bed around the piers and between 
them; therefore, scour occurred at the flank and downstream of 
collars with no upstream erosion (see Fig. 4).

Time development of scour depth in front of the two tan-
dem piers (experiments A1 and A2) is represented in Fig. 5 
on a logarithmic scale. The equilibrium depth of scour at 
upstream piers was on average 30% greater than their values 
for the downstream piers. The existence of the upstream pier 
led to flow velocity reduction toward the downstream pier. 
Thus, the power of downflow and horseshoe vortices around 
the downstream pier was weakened. In consequence, the 
rate of scouring at the upstream pier was higher than that at 
the downstream pier. Parameters Pu and Pd symbolize the 
upstream and downstream piers, respectively.

Influence of collar height on scour depth

Dimensionless time development of scour depth at two tan-
dem piers equipped with the collars with width wc = 2D for 
different collar height can be compared, as shown in Fig. 6, 
with the coordinates of Oliveto and Hager (2002, 2005) and 
characterized as follows:

where Fd = U∕
(

Δgd50
)1∕2 is densiometric particle Froude 

number, D50 is median sediment size, Δg =
[(

�s − �
)

∕�
]

g , � 
is fluid density, �s is sediment grain density, g is acceleration 

(3)Z =
ds

zR
, zR =

(

hD∗2
)1∕3

(4)T =
t

tR
, tR =

zR

�1∕3
(

ΔgD50

)1∕2

(5)D∗ = Dproj ∗ Ksp ∗ Km

Fig. 3   Configurations of studied experiments: a two tandem piers, 
b two tandem piers equipped with collars of widths wc = 2D , 
located on the sediment bed (Hc = 0) and beneath the sediment bed 
(Hc = −0.1 h) , c two tandem piers equipped with collars of widths 
wc = 3D , located on the sediment bed (Hc = 0) and beneath the 
sediment bed (Hc = −0.1h) ( s center-to-center spacing of the piers, 
D diameter of the pier, Hc collar height from the sediment bed, h 
upstream flow depth)

Table 4   Dimensionless 
parameters, experiment duration 
(time of scour) t  , delay time 
td , scour depth at the front of 
the piers ds , extrapolated scour 
depth at the front of the piers at 
infinite time ds(exp)

Subscripts u and d refer to the first and second piers, respectively
a Equilibrium condition

Series Experiment U∕Uc wc∕D Hc∕h t

 (h)
tdu

 (h)
tdd

 (h)
dsu

 (m)
dsd

 (m)
dsu(exp)

 (m)
dsd(exp)

 (m)

I (reference) A1a 0.9 _ _ 62.5 _ _ 0.105 0.081 0.116 0.088
A2a 0.95 _ _ 120 _ _ 0.129 0.096 0.145 0.106

II B1 0.9 3 0 250 _ _ 0 0 _ _
B2 0.9 3 − 0.1 240 _ _ 0.0165 0.0165 _ _

III C1a 0.9 2 0 72 2.5 1.5 0.024 0.0135 0.03 0.025
C2 0.9 2 − 0.1 41 11 13 0.055 0.0315 0.103 0.043

IV D1a 0.95 2 0 144 2 3 0.106 0.065 0.122 0.08
D2 0.95 2 − 0.1 44 9 11.5 0.09 0.045 0.124 0.084
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of gravity, Z is dimensionless scour depth, T  is dimension-
less time of scour, ds is the maximum depth of scour, t  is 
time of scour, �g is geometric standard deviation of the sedi-
ment grain size distribution and h is upstream flow depth. 
To consider the piers interaction effect on scour depth, the 
effective width of an equivalent full depth pier (D∗) , recom-
mended by FHWA (HEC-18), was replaced with the pier 
diameter. Thus, Dproj is the sum of the non-overlapping 
projected widths of the piers, Ksp is center-to-center spac-
ing factor and Km is the number of aligned rows factor (see 
Arneson et al. 2012).

Results indicated that locating the collars beneath the sedi-
ment bed increased delay time td compared to the case that 
the collars were set on the bed. However, greater scour depth 

occurred at the front of the piers (see also Table 4). In the case 
of Hc = −0.1h , the obtained delay times were on average 4 
and 5.5 times larger than the case of Hc = 0 at the upstream 
and downstream piers, respectively. After time td , the collars 
on the sediment bed can more efficiently slow down the scour-
ing rates than the collars under the bed. This is proved by 
the slopes of the scour development curves in Fig. 6. There-
fore, the optimal height of collars from the sediment bed, for 
which the maximum reduction of scour depth around the piers 
occurred, was Hc = 0 (on the original sediment bed).

Effect of time of scour on the collar’s effectiveness

As already mentioned, the dimensions of the scour hole 
around a bridge pier are increasing until the equilibrium 
scour condition is achieved. Conversely, some authors 
claim that the scour process may carry on even if the scour 
topography seems to attain an equilibrium state (Oliveto 
and Hager 2002, 2005). Given these points, it is essential to 
assess the effect of collars on scour depth around the piers 
in the equilibrium condition. Additionally, assuming that 
the equilibrium phase is attained asymptotically (Chabert 
and Engeldinger 1956; Ettema 1980), the measured depth 
of scour at the end of the experiments was extrapolated to 
the infinite time (t = ∞) using the equation recommended 
by Lança et al. (2010). The extrapolated depth of scour is 
presented by ds(exp) in Table 4. The values of scour depth 
reduction R are calculated using Eq. (6):

where subscript 0 indicates the experiments without collars. 
In Table 5, the scour depth reduction values for different 
times of the experiments and for the infinite time (for the 

(6)R(%) =
ds0 − ds

ds0
∗ 100

Fig. 4   The scour around two tandem piers equipped with collars of width wc = 3D located on the sediment bed: a side view and b view from 
downstream in the upstream direction ( t > 200 h , under the water)

Fig. 5   The scour depth development at the front of two tandem piers 
at different flow intensities, in logarithmic scale ( dse equilibrium 
depth of scour, D diameter of the pier, t  time of scour)



237Acta Geophysica (2020) 68:229–242	

1 3

extrapolated scour depths) are given. Parameters Ru and Rd 
represent the scour depth reduction in front of the upstream 
and downstream piers. The results showed that the effective-
ness of collars was a time-dependent parameter. Comparing 
the scour depth reduction at both collar heights revealed 
that, when the collars were placed on the bed, the maximum 
efficiency for them was obtained.

As can be observed in Fig. 7, when the collars were 
installed on the bed (experiments C1 and D1), the effect of 
the collar was decreased over time at the upstream pier. At 
the downstream pier, the scouring process was influenced 
by the upstream sediment transport. The moving sediment 
grains from upstream were continuously entering and leav-
ing the scour hole around the downstream pier until the 
region between the piers was flattened. The minimum reduc-
tion in scour depth was related to the final state (extrapolated 
depth of scour). For Hc = −0.1h , the scour depth reduction 
was depicted after the delay time td.

Additionally, in experiments C1 and D1, as the flow 
intensity enhanced from 0.9 to 0.95, the maximum 

reduction in scour depth was decreased from the average 
of 70–20% at the piers. The equilibrium time of scour 
under the flow intensity of 0.95 (experiment D1) was 
nearly two times of its value under the flow intensity of 
0.9 (experiment C1). As mentioned before, after the scour 
reached the piers’ front, the rate of scour around the piers 
under the flow intensity of 0.95 was higher than under the 
flow intensity of 0.9, as evident by the slopes of scouring 
curves in Fig. 6. According to Melville and Chiew (1999) 
under clear-water conditions, scour depth enhances with 
flow intensity (which is determined as the relative mean 
flow velocity (U) to the mean threshold velocity 

(

Uc

)

 ), 
reaching a maximum amount at the flow intensity equal 
to 1. Generally, increasing the flow intensity increases the 
erosive effect of the flowing water, as the bed-shear stress 
enhances. As the consequence, the scouring rate around 
the piers enhances. The process of sediment grains erosion 
is consistent with prevailing bed-shear stress, which can 
be defined from the measured velocity profile (Houwing 
and Van Rijn 1998).

Fig. 6   Dimensionless development of the scour depths at the front 
of two tandem piers protected by collars for collar heights of Hc = 0 
and Hc = −0.1 h , at different flow intensities, with the coordinates of 
Oliveto and Hager (2002, 2005), in logarithmic scale ( Z dimension-

less scour depth, T  dimensionless time of scour, �g geometric stand-
ard deviation of the sediment grain size distribution, Fd densiometric 
particle Froude number, h upstream flow depth (also see Fig. 3b)

Table 5   Percent reduction in 
scour depth at different times t  , 
at the front of the first pier Ru 
and the second pier Rd ( Hc∕h 
collar height from sediment 
bed to the upstream flow depth, 
U∕Uc flow intensity)

a Infinite time

Series Experiment Hc∕h U∕Uc Ru (%) Rd (%)

t = 24 h t = 40 h t = ∞a
t = 24 h t = 40 h t = ∞

II C1 0 0.9 83.3 82 74.13 86.6 86.5 71.5
C2 − 0.1 0.9 64.5 52 11.2 63.3 63 51.13

IV D1 0 0.95 67 34 16 87 88 24.5
D2 − 0.1 0.95 28.3 15.1 14.4 40 43 20.1
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Given the results explained above, at the piers protected 
by collars, the flow intensity makes a significant contribu-
tion to scour phenomena at the pier’s site. The results are in 
line with those found by Karimaei Tabarestani and Zarrati 
(2019). The authors indicated that the flow intensity was a 

dominant variable affecting the effectiveness of the collar in 
scour depth reduction around the pier. In Fig. 6, the equilib-
rium times are shown by the dotted lines.

Figure 8 shows the column diagram of the scour depth 
reduction at different times of the experiments. The eroded 
sediment beds at the end of experiments C1 and D1 are dem-
onstrated in Fig. 9. The equilibrium depth of scour in front 
of two tandem piers protected by the collars is demonstrated 
with contour lines in Fig. 10. Recall that experiments C1 and 
D1 were performed until the equilibrium scour condition 
was achieved.

Conclusions

In this experimental work, the effect of the collar width 
and collar height from the sediment bed on the reduction 
in scour depths at two tandem piers was investigated. The 
following conclusions were made:

1.	 The optimal height of the collars from the bed, for 
which the maximum scour reductions around the piers 
was obtained, was the height of the initial sediment bed 
(collars situated on the sediment bed).

2.	 The flow intensity significantly influenced the scour 
depth at the piers equipped with collars. Generally, 
under clear-water conditions, by increasing the flow 
intensity, the scour depth at piers enhances. Herein, 
reducing the flow intensity from 0.95 to 0.9 increased 
the maximum reduction in scour depth from the average 
of 20–70% (for the collars placed on the bed).

3.	 For the collars set underneath the sediment bed, scour 
reached the piers’ front at the much longer time than the 
condition, in which the collars were on the sediment 
bed. However, greater scour depth occurred in front of 
the piers. To put it another way, the delay time (the time 
from starting the experiment to when the scour started 
at the front of the piers) was increased for the average of 
4 and 5.5 times at the upstream and downstream piers, 
correspondingly.

4.	 The collar’s performance depended on time and 
decreased over time.

Fig. 7   Reduction in scour depth over time t  (experiments C1 and 
D1): a at the front of the first pier Ru , b at the front of the second pier 
Rd , at different flow intensities U∕Uc
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Fig. 8   Column diagram of 
the scour depth reduction for 
different time durations of the 
experiments at different flow 
intensities U∕Uc ( Ru reduction 
in scour depth for the first pier, 
Rd reduction in scour depth for 
the second pier, t  time of scour)
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Abstract
Upstream damming greatly altered the flow and sediment regime entering downstream reaches in the Middle Yangtze River, 
and the bed material in a sand–gravel bed reach coarsened continuously, which had a significant influence on the sediment 
transport and bed evolution. In order to study the riverbed armoring, the sediment exchange process (SEP) among bed mate-
rial, bed load and suspended load in a sand–gravel bed river is firstly clarified, and then, the three-state transition probability 
model (Markov chain) is proposed in this study, with the hiding-exposure effect of non-uniform sediment being considered. 
Finally, the equilibrium equation of sediment quantity in an active layer is presented to calculate the grain size distribution 
of bed material. In this model, the influences of flow and sediment conditions, riverbed erosion and deposition on the SEP 
are discussed. The results show that the composition of surface bed material at the Zhicheng station became obviously 
coarse, and the median grain size (d50) of surface bed material increased from 0.230 to 0.424 mm in 2003–2017, with an 
upward increasing trend. The proposed probabilistic model was validated against field measurements of bed material, and 
calculated results show reasonable agreement with the measured data at Zhicheng. Accordingly, the probabilistic model 
can be used to predict the riverbed armoring and to investigate the non-equilibrium transport of non-uniform sediment in a 
sand–gravel bed river.

Keywords  Riverbed armoring · Sediment exchange process · Markov chain · Sand–gravel bed · Three Gorges Project

Introduction

The flow and sediment regime entering downstream reaches 
was greatly altered due to the operation of the Three Gorges 
Project (TGP), which led to significant channel degrada-
tion and corresponding riverbed coarsening. Especially in 
sand–gravel bed reaches, channel adjustments were more 
complicated owing to a remarkable bed material coarsen-
ing process (Xia et al. 2017; Zhou et al. 2018). In addition, 
it also caused a more complicated sediment exchange pro-
cess (SEP) and a more random distribution among grains. 
Therefore, it is necessary to study the internal mechanism 
of riverbed armoring and sediment exchange processes in a 
sand–gravel bed river.

Recently, studies in the relevant literature have been clas-
sified into two major groups: riverbed armoring process, 
interactions among bed material, bed load and suspended 
load (SEP). Studies on riverbed armoring are based on the 
exchange process between bed material and bed load, con-
sidering the influence of riverbed erosion or deposition. 
On the basis of previous models (Gessler 1965; Little and 
Mayer 1972; Shen and Lu 1983), Ettema (1984) defined the 
rough layer thickness as R = Ad95 (A is a constant; d95 is a 
characteristic grain size of surface bed material, with 95% 
of the sample being finer than this value) and proposed the 
probabilistic volume method, which was verified against 
flume experimental measurements and field observations. 
Other studies (Xu et al. 1999; Sun and Sun 2000) proposed 
the sediment motion probabilities considering the hiding-
exposure effect and then established a multi-step model for 
calculating the grain size distribution (GSD) of the armor-
ing layer, which can also be used to predict the bed scour 
depth simultaneously. However, studies of Xu et al. (1999) 
showed that the active layer thickness E varied with the 
exchange of bed material during the coarsening process. For 
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the sand–gravel bed, the active layer thickness E is equal 
to d95, and E increases continuously with the bed material 
coarsening. The multi-step model developed by Sun and 
Sun (2000) did not refer to the effects of sediment suspen-
sion and deposition on the SEP, assuming that the active 
layer thickness E is a constant during the process of bed 
coarsening, and only changed the GSD of the surface bed 
material and the corresponding riverbed elevation. In addi-
tion, a three-state continuous-time Markov chain model for 
the mixed-size sediment transport was investigated using 
different methods (Christina and Yang 2013; Christina and 
Lai 2014). For the evolution of bed material in natural rivers, 
Clayton and Pitlick (2008) presented a clear field evidence 
for the existence of coarse surface layer in a gravel bed river; 
several researchers (Lisle 1995; Powell et al. 2001; Singh 
et al. 2012; Guerit et al. 2018; Sziło and Bialik 2018; Peirce 
et al. 2019) observed the evolution of bed material mobility 
and the GSD of bed load under a range of discharges in a 
gravel bed river.

In terms of the SEP, earlier studies were primarily based 
on the two-state or three-state transition probability matrix 
(interactions among bed material, bed load or suspended 
load layer). However, the applications of three-state transi-
tion probability in sediment transport were seldom investi-
gated in recent studies. Since the threshold probability of a 
single particle is the component of two-state or three-state 
transition probability, the rolling and suspension prob-
abilities of uniform sediment were developed from differ-
ent aspects based on forces analysis which worked out by 
many scholars (Cheng and Chiew 1999; Wu and Chou 2003; 
Elhaheem et al. 2017). Other scholars further considered 
the influence of hiding exposure on sediment motion and 
established the rolling and lifting probabilities of mixed-
size sediment particles (Wu and Yang 2004; Bose and Dey 
2013), and the results were verified against flume experi-
mental data. Subsequently, Sun and Donahue (2000) pro-
posed the two-state transition probability matrix and state 
occupancy probability of non-uniform sediment based on 
the Komogorov differential equation and the Markov theo-
rem, and then, the fractional sediment transport formula was 
derived. Yang et al. (2010) developed a probabilistic model 

for riverbed armoring depending on the birth–death and 
immigration–emigration Markov process and then obtained 
the piecewise function between bed load transport and 
scouring duration. The transition probability and exchange 
intensity among the four sediment motion states (static, 
rolling, lifting and suspension) were systematically summa-
rized by Han (2018), and then, six probabilities of sediment 
exchange on the bed surface were presented; Furthermore, 
sediment transport formulas were established based on 12 
exchange intensities of sediment motion, which are different 
from two common kinds of formulas (bed load transport and 
suspended sediment transport).

According to the analysis above, the probabilistic model 
is rarely used to study the SEP in a sand–gravel bed river. 
In this study, based on the Markov chain and inter-granular 
effect, the probabilistic model of SEP and riverbed armoring 
is developed by the approaches of mechanical analysis and 
probability statistics. In addition, the influences of flow and 
sediment regime, bed erosion and deposition on SEP have 
been discussed. The inter-annual bed coarsening and annual 
SEP are compared with the measured data from 2003 to 
2009 at the Zhicheng station.

Study area

As shown in Fig. 1a, the Jingjiang Reach (JR) is located at 
about 102 km downstream of the TGP in the Middle Yangtze 
River, China, with a length of 347 km (Yu and Lu 2008; Xia 
et al. 2017). With the boundary at Ouchikou, the total JR is 
usually divided into the Upper JR, with a length of 172 km, 
and the Lower JR, with a length of 175 km (Xia et al. 2016). 
The Upper JR consists of six bends, such as Zhicheng, Jiang-
kou and Shashi. The river upstream of Jiangkou is composed 
of sand–gravel bed, with the surface bed being composed 
mainly of sand and gravel. In this study, the measured data 
are collected from the Zhicheng station, including hydro-
graphs of discharge and suspended sediment concentration, 
transport rate of bed load, grain size distribution (GSD) of 
bed material (CWRC 2018), and the composition of bed 

(a)
Study area

(b)

Fig. 1   Sketch of the Jingjiang Reach in the Middle Yangtze River
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material at this station is mainly characterized by sand and 
gravel.

In order to investigate the process of bed erosion and dep-
osition in the downstream reaches below the Three Gorges 
Dam (TGD), the natural flow and sediment regime enter-
ing the Middle Yangtze River should be analyzed in detail. 
The temporal variations in water volume and sediment load 
during flood seasons and hydrological years at Zhicheng in 
1994–2017 are presented in Fig. 2a, b (Zhou et al. 2018; 
CWRC 2018). In terms of flood seasons, the average annual 
water volume (after the TGP operation) was 3030 × 108 m3/a, 
with a reduction of 10.2%, as compared with the average 
value of 3375 × 108 m3/a during the period 1994–2002. 
However, the average sediment load had a remarkable reduc-
tion of 88.2%, as compared with the value before the TGP 
operation. In addition, the average sediment load also had 
a remarkable reduction of 88.4% after the TGP operation 
during hydrological years.

Figure 3a, b shows the evolution of bed elevation at two 
sections of a local reach of Zhicheng during the period 
2002–2017. As shown in Fig. 1b, Jing3 and Jing4 sections 
in the local reach of Zhicheng are located 101.8 km and 
103.6 km downstream of the TGD, respectively. Figure 3 
indicates that bed scour occurred because of the remark-
able reduction in sediment load entering the Middle Yangtze 
River after the TGP operation, and the composition of bed 
material was continuously coarsening, especially in the local 
reach of Zhicheng (Zhang et al. 2017). The measured GSD 

and median diameter (d50) for the bed material at Zhicheng 
from 2003 to 2017 are shown in Fig. 4a, b. In general, the 
median grain size at Zhicheng increased gradually, and the 
range in grain size became wider, but the mutation occurred 
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in 2007 due to a remarkable variation in water volume and 
sediment load.

As can be seen from Fig. 4a, the original grain size range 
of surface bed material at Zhicheng was 0.002–41 mm 
in 2003, with d50 = 0.230 mm; however, the particle size 
range of bed material was 0.031–86 mm in 2017, with 
d50 = 0.424 mm. Figure 4 confirms that the median diam-
eter of bed material generally showed an increasing trend 
during the period 2003–2017, but it fluctuated slightly after 
2010. Meanwhile, the coarsening rate of bed material in 
2010–2017 was slower than that in 2003–2009.

Probabilistic model for SEP

Transition probabilities for the three‑state model

As shown in Fig. 5a, b, three states (1—bed material; —bed 
load; and 3—suspended load) of sediment motion can be 
exchanged from each other under steady or unsteady flow 
and sediment parameters, and it is usually called the Markov 
stochastic process or the Markov chain.

In the literature, only the interaction between bed material 
and bed load or suspended load layer was generally considered, 
namely the two-state model (Lisle 1995; Cheng and Chiew 

1999; Wu and Chou 2003; Wu and Yang 2004; Bose and Dey 
2013; Li et al. 2018). Nevertheless, the two-state model is only 
suitable for flume experiments, uniform sediment and equilib-
rium sediment transport, and it has limitations when applied 
to natural rivers. Therefore, a three-state model needs to be 
developed, which includes the transition probabilities among 
bed material, bed load and suspended load comprehensively. It 
is assumed that both saltation and rolling of sediment motion 
are regarded as the same state 3 (Han and He 1999), and then, 
the three-state transition probability matrix of non-uniform 
sediment can be expressed as follows:

in which the subscript “i” refers to the size fraction of non-
uniform sediment; �n

i
 = the transition matrix of different 

sediment motion states for the nth step; �n
xyi

 = the transition 
probability, which represents a single-step probability for a 
particle to move from the state x to the state y. Among them, 
x = 1, 2 or 3 and y = 1, 2 or 3. “1,” “2” and “3,” respectively, 
represents the bed material, bed load and suspended load. 
For example, �n

1yi
= �n

11i
+ �n

12i
+ �n

13i
.

Kuai and Tsai (2016) assumed that the transition prob-
ability �n

23i
 for a particle to move from the state 2 to the state 

3 is approximately equal to the suspension probability Pn
Si

 
(Cheng and Chiew 1999), and the transition probability �n

31i
 

for a particle to move from the state 3 to the state 1 is equal 
to 0. Hence, the three-state transition probability matrix �n

i
 

for the ith size fraction in Eq. (1) is given as:

where Pn
Ti

 = the total probability of sediment motion, and 
Pn
Ti
= Pn

Ri
+ Pn

Li
 ; Pn

Li
 = lifting probability; and � = �n

32i
∕�n

21i
.

However, Kuai and Tsai (2016) believed that the prob-
ability for a particle to move from the state 3 to the state 1 
might not be zero at any time, and Kuai’s model in Eq. (2) 
was not verified against field measurements. Accordingly, 
the modified model based on the inter-granular effect of non-
uniform sediment can be written as follows:

where Pn
Ri

 = the rolling probability of sediment motion; 
Pn
Si

 = suspension probability, and according to the assump-
tion above, Pn

Si
= Pn

Li
 ; 1 − Pn

2i
 = the probability to stop mov-

ing from rolling state; 1 − Pn
3i

 = the probability to stop sus-
pension. In Eq. (3), the diagonal values ( �n

11i
, �n

22i
, �n

33i
 ) are 

(1)�n
i
=

⎡
⎢⎢⎣

�n
11i

�n
12i

�n
13i

�n
21i

�n
22i

�n
23i

�n
31i

�n
32i

�n
33i

⎤
⎥⎥⎦
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Fig. 5   Sediment exchange process and three-state transition probabil-
ity in a sand–gravel bed
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first determined, and the transition probabilities ( �n
21i
, �n

31i
 ) 

in the first column are then derived. In Eq. (3), the sum of 
each row of the transition probability matrix equals 1, and 
other values can be determined according to this premise.

Threshold probabilities of sediment motion

For non-uniform sediment, the suspension probability is 
independent with the rolling probability due to the hid-
ing-exposure effect among non-uniform sediment (Bia-
lik et al. 2015). As indicated by Han and He (1999), the 
velocity for stopping motion (Ui) for the ith size fraction 
was generally smaller than the moving velocity U, and 
Ui = aU ≈ 6.725d0.5

i
 . Accordingly, the probability to stop 

moving from rolling state can be written as follows (Li et al. 
2019):

where di is the diameter for the ith size fraction and u∗ is the 
shear velocity.

M o r e o v e r ,  t h e  r e l a t i o n s h i p  b e t w e e n (
1 − Pn

Ri

)
,
(
1 − Pn

Si

)
,
(
1 − Pn

2i

)
 and 

(
1 − Pn

3i

)
 can be described 

as:

According to the studies of Han and He (1999), the rela-
tionship between 

(
1 − Pn

2i

)
 and 

(
1 − Pn

3i

)
 can be obtained as 

follows:

Furthermore, Eq. (6) can be simplified as:

In addition, as indicated by Li et al. (2018), the rolling and 
lifting probabilities of non-uniform sediment based on the 
hiding-exposure effect can be written as:

(4)1 − Pn
2i
=

1√
2�

∫
Ui

2u∗
−2.7

−
Ui

2u∗
−2.7

e−
t2

2 dt

(5)
{

1 − Pn
Ri
≠ 1 − Pn

2i

1 − Pn
Si
≠ 1 − Pn

3i

⇒

{
Pn
Ri
≠ Pn

2i

Pn
Si
≠ Pn

3i

(6)1 − Pn
3i
= (1 − Pn

Si
)(1 − Pn

2i
)

(7)Pn
3i
= Pn

2i
+ (1 − Pn

2i
)Pn

Si

(8)

P
n

Ri
=

1

2

⎧
⎪⎨⎪⎩

0.21 − A

�0.21 − A�

�
1 − exp

�
−
�
0.46

A
− 2.2

�2
�

−
0.135 − A

�0.135 − A�

�
1 − exp

�
−
�
0.295

A
− 2.2

�2
�⎫⎪⎬⎪⎭

In Eqs.  (8)–(9), A is the comprehensive coefficient, and 
A =

√
�i�iCL ; �i = the hiding-exposure factor of non-uni-

form sediment, and �i = �0.25
g

(di∕dm)
0.5, �g =

√
d84.1

/
d15.9 , 

dm = arithmetic mean diameter of the surface bed material; 
�i = fractional mobility parameter or dimensionless shear 
stress for the ith size friction, and �i = �u2

∗

/
[(�s − �)di] ; ρ 

is the density of water; γ and γs are the specific weight of 
water and sediment, respectively; CL = coefficient of uplift 
force, generally CL = 0.1 (Li et al. 2019).

Probabilistic model for the GSD of bed material

As indicated by the relevant studies (Xu et al. 1999; Sun and 
Sun 2000), the equilibrium equation of sediment quantity in 
the active layer can be expressed by:

However, the proposed model in Eq. (10) was based on the 
two-state continuous-time Markov chain (the interaction 
between bed material and bed load) and neglected the influ-
ence of suspended load. Furthermore, the thickness of the 
active layer E continuously increased with the bed scour 
process, and this model assumed that the amount of sedi-
ment scouring from the active layer was supplemented by 
the original bed material in the subsurface layer (Xu et al. 
1999; Sun and Sun 2000). Thus, Eq. (10) is not suitable for 
predicting the armoring process in natural rivers (Armanini 
1995; Church and Haschenburger 2017), and the modified 
probabilistic model becomes:

where En = active layer thickness of surface bed material, 
and for the sand–gravel bed, it is related to the maximum 
size of sediment motion 

(
dn
cmax

)
 ; Pn

ai
 = GSD of the surface 

bed material; Pn
bi

 = GSD of the bed load; Pn
si
 = GSD of the 

suspended load layer; Pn
ai
,Pn

bi
 and Pn

si
 represent the corre-

sponding percentages finer than di; ΔHn = total thickness 
of bed scour and deposition; P0i = GSD of the original bed 
material, and P0

ai
= P0i.

In the proposed model, it is assumed that the amount of 
suspended load layer for the nth step is composed of three 
contributions: the remaining surface bed material, bed load 
transferred from the suspended load layer and surface bed 
material, as shown in Fig. 5. Therefore, regarding the surface 

(9)

Pn
Li
=

1

2

⎧
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1 −

0.21 − A

�0.21 − A�

�
1 − exp

�
−
�
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− 2.2
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�⎫⎪⎬⎪⎭

(10)EPn−1
ai

− ΔHnPn
bi
+ ΔHnP0i = EPn

ai

(11)
EnPn−1

ai
− ΔHn

1
[Pn

bi
+ Pn

si
] + ΔHn

2
[Pn−1

bi
�n
21i

+ Pn−1
si

�n
31i
] = EnPn

ai
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bed material, bed load and suspended load layers as a whole, 
the GSD of bed load layer Pn

bi
 for the nth step can be written as:

Similarly, the grain size gradation of suspended load layer 
Pn
si
 for the nth step is:

Thickness of bed scour and deposition

According to the previous mentioned studies (Xu et al. 1999; 
Sun and Sun 2000), the riverbed scour depth ( ΔHn

1
 ) for the 

nth step in a sand–gravel bed river can be derived as follows:

Similarly, the deposition thickness ( ΔHn
2
 ) for the nth step is 

determined by:

where En
1
 = the active layer thickness of surface bed for 

the nth step, and TnEn
1
= En in Eq. (14); Tn = the relative 

time interval of one exchange process for the nth step, 
and Tn = ΔT∕Δt ; ΔT is the time interval of one exchange 
process, and Δt is the time interval of single-step motion; 
and En

2
 = the coefficient of bed deposition thickness, with 

En
2
= En.
In this study, if the bed scouring occurs in the SEP, then 

ΔHn
1
> 0 ; otherwise, if the bed deposition occurs in the SEP, 

(12)Pn
bi
= Pn−1

ai
�n
12i

+ Pn−1
bi

�n
22i

+ Pn−1
si

�n
32i

(13)Pn
si
= Pn−1

ai
�n
13i

+ Pn−1
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�n
23i

+ Pn−1
si

�n
33i
.

(14)ΔHn
1
= TnEn

1

(
max∑
i=1

Pn−1
ai

�n
13i

+

max∑
i=1

Pn−1
ai

�n
12i

)

(15)ΔHn
2
= En

2

(
max∑
i=1

Pn−1
si

�n
31i

+

max∑
i=1

Pn−1
bi

�n
21i

)

then ΔHn
2
< 0 . Therefore, based on Eqs. (14) and (15), the 

total thickness of riverbed scour and deposition can be deter-
mined by:

In conclusion, substituting Eqs. (12)–(15) into Eq. (11), the 
probabilistic model based on the hiding-exposure effect for 
calculating GSD in a sand–gravel bed river can be expressed 
by:

w h e r e  Nn
1
=
∑max

i=1
Pn−1
ai

�n
13i

+
∑max

i=1
Pn−1
ai

�n
12i

 a n d 
Nn
2
=
∑max

i=1
Pn−1
si

�n
31i

+
∑max

i=1
Pn−1
bi

�n
21i

.

Validation and discussion

Figure 6 presents the calculation procedures and key ele-
ments of the probabilistic model based on the three-state 
Markov chain, and the proposed model is validated against 
the field measurements of grain size distribution (GSD) of 
bed material and bed load, annual SEP, inter-annual bed 
armoring process at the Zhicheng station of the Middle 
Yangtze River, China.

Annual SEP

Analysis of the SEP

Water and sediment conditions are changeable in the Middle 
Yangtze River, and the flood season is generally referred to 
as the period from May to October (Yu and Lu 2008; Xia 
et al. 2017), which leads to the SEP more complicated. In 

(16)ΔHn = ΔHn
1
+ ΔHn

2

(17)Pn
ai
= Pn−1

ai
− N1[P

n
bi
+ Pn

si
] + N2[P

n−1
bi

�n
21i

+ Pn−1
si

�n
31i
]

Fig. 6   Flowchart of the 
proposed model based on the 
three-state Markov chain
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order to investigate the SEP in sand–gravel bed rivers, meas-
ured data of surface bed material at Zhicheng from 2003 to 
2009 were collected (the field measurements of GSD of bed 
load and suspended load at Zhicheng from 2010 to 2017 
were incomplete in CWRC), and the temporal variation in 
mean monthly median particle size (d50) was analyzed (the 
mean monthly d50 is the average value of several measure-
ments in a given month), as shown in Fig. 7a–c. Through 
statistical analysis, the change process of the mean monthly 
median particle size can be normally divided into three 
major categories (Fig. 7): (i) equilibrium state–bed material 
coarsening, before the end of flood season, the SEP was in 
an approximate equilibrium state and then gradually coars-
ened with the temporal variation in the water and sediment 
regime after the flood season; (ii) equilibrium state–bed 
material fining–bed material coarsening, the SEP was in an 

approximate equilibrium state from January to April, and 
then, the sediment deposition occurred rapidly from April 
to May, and finally, the bed material coarsened from May to 
December; (iii) bed material fining–bed material coarsen-
ing–bed material fining–bed material coarsening, this pro-
cess was complicated, and the changing features of each year 
are quite different, no specific analysis is made.

Validation of the SEP Model

Figure 8a, b shows the comparison between the measured 
GSD of surface bed material at Zhicheng in 2007 and 2009 
and the results calculated using the probabilistic model (OM 
original bed material, PM present model, MD measured 
data). As shown in Fig. 8a, the SEP in 2007 approximately 
obey the process (ii), and the surface bed material gradation 
on 21 March was similar to the original bed material in 18 
January (equilibrium state). The sediment deposition pro-
cess was completed until the beginning of the flood season, 
and then, the bed material coarsened gradually, as shown 
in Fig. 7b. Similarly, in Fig. 8b, the SEP in 2009 approxi-
mately obeys the process (iii), and the first process of sedi-
ment deposition was completed at the beginning of the flood 
season. Then, the surface bed material gradually coarsened 
and completed at the end of the flood season, as shown in 
Fig. 7c.

In addition, in order to illustrate the temporal variations 
in median grain size (d50) using the probabilistic model in 
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this study, the calculated results from 2003 to 2009 are com-
pared with the measured data, as shown in Fig. 9a–f, and the 
beginning time of each year is marked in figures; other time 
nodes can be calculated according to the beginning time. As 
can be seen from Fig. 9, the annual SEP at Zhicheng was 
complicated in 2003–2009, and the bed erosion and depo-
sition processes occurred alternately, especially in 2007; 
in 2003–2009, the calculated maximum grain size (dmax) 
was about 0.253, 0.336, 0.356, 0.710, 0.381, 0.382 mm, 
respectively, and slightly different from the measured dmax 
of 0.260, 0.301, 0.359, 0.709, 0.381, 0.383 mm; in addition, 
comparisons between the calculated and measured minimum 
grain size (dmin) also had a similar result. The above analysis 
confirms that the annual SEP at Zhicheng responded well to 
the altered flow and sediment regime. Overall, the variation 

trend in Fig. 9 is consistent well with the field measurements 
from 2003 to 2009 at Zhicheng, and the proposed model 
can well predicts the annual exchange process of surface 
bed material.

Inter‑annual riverbed armoring

The inter-annual riverbed armoring process at Zhicheng is 
compared with the measured data from 2003 to 2009, as 
shown in Fig. 10 (the annual GSD of bed material is defined 
as the arithmetic mean value of daily GSD). It can be seen 
from Fig. 10 that the grain size range of surface bed material 
increased from 0.002 to 41 mm in 2003 to 0.016 to 128 mm 
in 2007; in 2003–2009, the surface bed material coarsened 
in different degrees, the coarsening rate in 2007–2009 was 
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slower than that in 2003–2006, and the inter-annual SEP in 
sand–gravel beds can be well predicted by the probabilistic 
model in this study.

In addition, Fig. 11 shows the comparison results of 
median particle size (d50) at Zhicheng from 2003 to 2009. As 
can be seen from Fig. 11, the median particle size of surface 
bed material increased from 0.23 mm in 2003 to 0.36 mm in 
2009, but the mutation occurred in 2007; furthermore, the 
overall variation tendency of median particle size showed an 
upward increasing trend in Fig. 11, and this is the main rea-
son for the continuous coarsening in the Zhicheng reach. In 
addition, the proposed model performs well when compared 
with the field measurements, and the changing trend of bed 
material is well consistent with the observations.

Conclusions

The flow and sediment regime entering the Middle Yangtze 
River has been significantly altered as a result of the recent 
TGP operation, which leads to the riverbed coarsened drasti-
cally. Especially in gravel–sand bed reaches, channel adjust-
ments are more complicated owing to bed material coarsening 

process. In this study, based on the Markov chain and inter-
granular effect between non-uniform sediment, the probabil-
istic model of SEP and riverbed armoring is established by 
means of mechanical analysis and probability statistics. In this 
three-state model, the influences of flow and sediment regime, 
bed erosion and deposition on the SEP have all been consid-
ered, and the improved model can be used to evaluate the inter-
annual bed coarsening and annual SEP in a sand–gravel bed 
river. On this basis, the main conclusions are as follows:

1.	 Bed material composition at Zhicheng obviously coars-
ened after the TGP operation, with the GSD curves 
shifts to the left, and the value ranges of grain size 
became wider, but the mutation occurred in 2007. In 
addition, the median grain size (d50) of surface bed 
material increased from 0.23 mm in 2003 to 0.424 mm 
in 2017, and it showed an upward increasing trend in 
2003–2017. In 2003–2009, the surface bed material 
coarsened in different degrees, and the coarsening rate 
in 2007–2009 was slower than that in 2003–2006.

2.	 Through statistical analysis, the change process of the 
monthly median particle size (d50) can be normally 
divided into three major categories: (i) equilibrium 
state–bed material coarsening; (ii) equilibrium state–bed 
material fining–bed material coarsening; and (iii) bed 
material fining–bed material coarsening–bed material 
fining–bed material coarsening.

3.	 The annual SEP at Zhicheng was complicated in 2003–
2009, and the bed erosion and deposition processes 
occurred alternately, especially in 2007; in 2003–2009, 
the calculated maximum grain size (dmax) was about 
0.253, 0.336, 0.356, 0.710, 0.381, 0.382 mm, respec-
tively, and slightly different from the measured dmax; 
and comparisons between the calculated and measured 
minimum grain size (dmin) also had a similar result. The 
above analysis confirms that the annual SEP at Zhicheng 
responded well to the altered flow and sediment regime. 
Through validation, the probabilistic model proposed in 
this study agrees reasonably well with the field measure-
ments at Zhicheng station, and it can be used to predict 
the riverbed armoring and annual SEP in a sand–gravel 
bed river.
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Abstract
We present in detail the algorithm of the electrostatic–quasi-stationary–electromagnetic/MHD approximations and equiva-
lent external sources (EQUEMES method) to develop the quasi-stationary–electromagnetic models of seismo-ionospheric 
coupling. The penetration of the electromagnetic field created by near-Earth alternative currents of ULF range was simu-
lated by solving equations for the horizontal electric field components Ex, Ey of the second order with respect to the vertical 
coordinate z. This system of two second-order equations is derived from the system of Maxwell equations. The penetration 
of rather strong horizontal electric field [of order of (1–10) mV/m] to the ionospheric E and F layers has been modeled. The 
corresponding variations in the electron concentration in the E and lower F layers of the ionosphere reach a value of order 
of (1–10)%. Farther increase in these variations can be connected with the related synergetic processes. A possibility of the 
effective initiation of electron concentration perturbations in the unstable near-equatorial plasma in the F layer of the iono-
sphere by the packet of atmospheric gravity waves radiated by the near-ground source is illustrated. A good correspondence 
of the results obtained on the basis of this model to the data of satellite observations is shown.

Keywords  Quasi-stationary · Electron concentration · Seismo-ionospheric coupling · TEC · ULF

Introduction

In the present time, a new model of the electromagnetic 
channel of seismo-ionospheric coupling (Pulinets 2009; 
Pulinets et al. 2000, 2015; Rapoport et al. 2004a, b, 2009) 
is considered. This model eliminates some of the shortcom-
ings of existing models by the consequent unification of 
electrostatic, quasi-stationary and MHD approximations. 
Firstly, the rough approximation of an infinite conductivity 
in the upper ionosphere accepted in the papers (Sorokin et al. 
2001; Sorokin and Hayakawa 2013; Kuo et al. 2011) is insuf-
ficient to compute the geomagnetic field-aligned current in 
the electrostatic approximation, as was shown in Grimalsky 
et al. (1999, 2003), Rapoport et al. (2014a, b). Secondly, 
it is necessary to mention that a real field sources always, 
in proper timescale, are sources of alternative non-quasi-
stationary electromagnetic fields.

We applied earlier the electrostatic (Grimalskiy et al. 
2003; Rapoport et al. 2014b) and quasi-stationary (Gri-
malsky and Rapoport 2000) approximations for mod-
eling of the penetration of electric fields into the lower 
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ionosphere from the atmosphere and electromagnetic/
MHD approach for the penetration of the electromag-
netic field from the lithosphere through the system “litho-
sphere–atmosphere–ionosphere–magnetosphere (LAIM)” 
(Grimalsky et al. 1999).

In the present paper, the penetration into the ionosphere 
of the electromagnetic fields excited by the alternative ULF 
seismogenic current sources localized in the atmosphere is 
investigated. Generally, this needs the self-consistent solv-
ing of the Maxwell equations and the equations of motion 
of charges in the time domain. That is, the current sources 
should be determined in a self-consistent manner. Here, the 
new algorithm is proposed that makes possible to simplify 
the cumbersome problem of finding the full current sources 
for the electrodynamic problem. Namely, the current sources 
can be determined on the basis of the self-consistent solv-
ing the equation for the ULF electric field within the quasi-
stationary approximation and the equation for the density of 
the electric charge in the time domain in the atmosphere and 
the lower ionosphere. Then, the total electric current sources 
for the electromagnetic problem should be computed in the 
time domain using the distributions of ULF electric field 
in the atmosphere and lower ionosphere. The next problem 
is the penetration into the E and F layers of the electro-
magnetic fields from the already determined total current 
sources within the framework of the Maxwell equations. 
This approach is called as the method of equivalent external 
sources (EQUEMES method); it is presented in detail here.

We suppose that in distinction to Denisenko and Pomozov 
(2010), a conclusion of an effective penetration of electric 
fields into the ionosphere (Pulinets et al. 2000, 2015; Puli-
nets 2009) will be proven on the basis of the electromag-
netic approach. The proposed model could be useful for a 
comparison between theoretical and experimental results, 
obtained both on satellite and on ground observatories, and 
for better understanding of the mechanisms of seismo-ion-
ospheric coupling.

Another possibility of the effective initiation of electron 
concentration perturbations, for example in the unstable 
near-equatorial plasma in the F layer of the ionosphere, can 
be connected with the packet of atmospheric gravity waves 
(AGWs) radiated by the near-ground (seismogenic) source. 
The paper includes a demonstration of a very effective pro-
cess of the formation of the charge plasma and neutral con-
centration structures in the ionosphere. We also show a good 
correspondence of the results obtained on the basis of this 
model to the data of satellite observations. Note also that the 
packet of AGW causes, besides plasma and neutral concen-
tration perturbation/structures, electrostatic field perturba-
tions as well (Rapoport et al. 2009).

There are several reasons, albeit related, for which the syn-
ergetic aspect of the penetration of the electromagnetic field 
and the induction of plasma perturbations in the ionosphere 

must be investigated in the context of the research to which 
this article is devoted, and within the framework of appropri-
ate approximations and developed models.

1.	 On the one hand, it is already known that there are a 
number of hydrodynamic, plasma and hydrodynamic–
plasma instabilities associated with AGW and the elec-
tric field at different altitudes and in different regions 
of the atmosphere–ionosphere system. In particular, 
there are: (1) thermal instability of AGW in the lower 
atmosphere (at the altitudes 0–15 km) (Kotsarenko et al. 
1994); we note that AGWs can be connected to an elec-
tric field through the conduction of charged aerosols, 
which increase hydration (Pulinets and Boyarchuk 2005; 
Pulinets et al. 2015), which in turn is associated with a 
possible instability of AGWs. (2) Rapoport et al. (2004a, 
b) noted that it is worthwhile to consider the possibility 
of thermal instability (Gurevich 1978) in the region of 
the mesosphere (at the altitudes 55–65 km) in the pres-
ence of electric fields of seismogenic origin. Moreover, 
preliminary evaluations show that such an instability 
similar to negative differential conductivity in semicon-
ductors is possible, but we will not stay on this in the 
present paper and separate work will be dedicated to 
this question. (3) At the E region (at altitude of order of 
100 km), electric-heating AGW instability is possible 
(Sorokin et al. 1998). (4) In the ionospheric F region, 
Rayleigh–Taylor or Perkins instability, depending on 
the longitude of the ionospheric region, may lead to the 
formation of large-scale plasma bubbles.

2.	 On the other hand, as will be shown below, even with 
significant values of the surface current source of the 
order of 1 μA/m2 , the corresponding variations in the 
concentration of electrons in the F region of the iono-
sphere reach a maximum of about (1–10)%, which is 
only partly enough to explain, the observed before the 
most powerful earthquakes, TEC perturbations. The last 
in some case are in the range of 10% (Oikonomou et al. 
2016), while in other case they reach a value of order 
of tens of percent (Pulinets 2011; Pulinets et al. 2011, 
2014, 2015). For the formation of appropriate structures, 
developing plasma instabilities is necessary, for example 
Rayleigh–Taylor or Perkins instability, which can lead to 
the formation of plasma bubbles, just accompanied by 
disturbances of the plasma concentration of the value 
of order of dozens percent. However, even if there is a 
corresponding instability in the ionosphere, its devel-
opment requires the presence of a seeding factor in the 
form of an electric field of the order of a few units up to 
ten mV/m (Kuo et al. 2011) or AGW disturbances with 
speeds of the order of tens to hundred m/s.

3.	 In accordance with Oikonomou et al. (2016), the pertur-
bations with periods 20 and 2–5 min. of characteristic 
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for gravity wave branch AGW are observed in TEC few 
days before the strongest earthquakes, such as in Nepal 
(M = 7.8) and Chile (M = 8.3) in 2015. Emphasize also 
that besides the perturbations in TEC, the same strongest 
seismogenic sources can cause the disturbances in VLF 
signals propagating in or radiated from the waveguide 
“earth–ionosphere” (WGEI) as well (Stangl et al. 2011; 
Sanchez-Dulcet et al. 2015). Then, both the strongest 
seismogenic and meteorological and other geophysi-
cal sources (cyclones, typhoons, tsunamis, etc.) cause 
oscillations of the VLF signals in the range of gravity 
waves (Nina and Čadež’ 2013; Rozhnoi et al. 2014a, b, 
2015; Solovieva et al. 2015). These observable effects 
prove, again, a possible importance of AGW/gravity 
wave branch as an agent of the plasma concentration 
variations, altogether with electric/electromagnetic field.

4.	 Hypothetically, the sequence of the above (and other 
possible) hydrodynamic–photochemical-plasma insta-
bilities at different heights in the atmosphere–ionosphere 
system can form an active “synergistic” channel in the 
form of a chain of connected “active lenses” for distri-
bution over an area with powerful seismogenic or mete-
orological sources in the lower atmosphere, down to the 
ionosphere. This article does not aim to develop such a 
hypothesis, to which a special work should be devoted. 
However, we believe that a synergistic approach is 
needed to explain the observed seismogenic disturbances 
in the ionosphere, including variations of TEC of the 
order from ten to tens of percent (Pulinets 2011; Pulinets 
et al. 2011, 2014, 2015; Nenovski et al. 2015; Oikono-
mou et al. 2016), and the corresponding instabilities can 
develop at different altitudes, although such instabili-
ties should be considered, generally speaking, within the 
framework of a self-consistent approach accounting for 
an integrated plasma-hydrodynamic processes in atmos-
phere–ionosphere system. Ultimately, the corresponding 
electrodynamic perturbations can be described as ones 
excited by effective current sources, which for a real sys-
tem should be determined on the basis of an appropri-
ate integrated/self-consistent approach. Nevertheless, in 
this article, a self-consistent definition of current sources 
is not done. But we can, within the framework of the 
model of given external currents adopted in our article, 
investigate ionospheric disturbances depending on the 
altitude, where such an external current is located in 
the system “atmosphere–ionosphere.” Note also that in 
accordance with Nenovski et al. (2015), before a very 
strong earthquake, local perturbations in TEC can be 
connected with the processes occurring in the lower ion-
osphere, namely at the altitudes below 160 km. There-
fore, not only TEC as a whole, but a thin structure of the 
altitude dependence of the perturbations in plasma con-
centration is important. We do not answer the question 

in this article, how such external currents are formed, 
based on the development of the above-mentioned insta-
bilities. But we answer another question: how does the 
efficiency of penetration of the electromagnetic field into 
the ionosphere depend on the altitude localization of 
the corresponding effective current sources, presented in 
our model by external currents (Vainshtein 1988; Collin 
1991), without consideration of the processes leading to 
the formation of such currents.

Thus, the following questions are included into this paper:

1.	 Electrostatic–quasi-stationary–electromagnetic approx-
imations and equivalent external sources (EQUEMES 
method) to develop the quasi-stationary–electromag-
netic algorithms of seismo-ionospheric coupling;

2.	 The penetration of the electromagnetic field created by 
near-Earth alternative currents of ULF range ω < 10 s−1; 
a possibility of the variations in the electron concentra-
tion in the E and lower F layers of the ionosphere reach-
ing a value of order from ten to few tens of percent, as 
it follows from the data of observations (Pulinets 2011; 
Pulinets et al. 2011, 2014, 2015; Nenovski et al. 2015; 
Oikonomou et al. 2016).

3.	 The study of the dependence of the efficiency of pen-
etration of the electromagnetic field into the ionosphere 
on the altitude of the localization of the corresponding 
effective current sources, which in this context are con-
sidered as external currents.

4.	 A possibility of the initiation of electron concentration 
perturbations by means of AGW packet radiated from 
the near-ground gas/heat source; in particular, the dem-
onstration of the correspondence between the results, 
obtained using the model (Rapoport et al. 2009), and 
the data of the observations of the seismogenic struc-
tures in the unstable ionospheric F-layer plasma, initi-
ated by the AGW of the lithospheric origin, and detected 
on the board of the satellite “Atmosphere Explorer-E” 
(Fedorenko et al. 2005).

5.	 Finally, the discussion and conclusions will be pre-
sented.

Algorithms and modeling 
of the electromagnetic field penetration 
from the lithosphere/lower atmosphere 
to the ionosphere and perturbations 
in the electron concentration

The idea of the proposed approach is to extend the scope 
of the purely electrostatic method, which is currently used 
in the modeling of seismo-ionospheric coupling (Sorokin 
et al. 2001; Sorokin and Hayakawa 2013; Denisenko and 
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Pomozov 2010). The need for this and hence for the develop-
ment of a new method is connected mainly with the follow-
ing factors. (1) An increase in the conductivity with altitude 
creates negligibly small perturbations of electrostatic fields 
arising at the bottom, growing up with heights; (2) there is 
a necessity to account for the finite values of currents (in the 
directions, both longitudinal and transverse, respectively, to 
the geomagnetic field direction) for the upper ionosphere 
and even the magnetosphere, which is impossible under an 
approximation of the infinite longitudinal—along the geo-
magnetic field—conductivity (Sorokin et al. 2001; Sorokin 
and Hayakawa 2013; Denisenko and Pomozov 2010); (3) 
then the dynamic nature of real sources of fields and currents 
in the atmosphere and ionosphere should be accounted for.

Let us consider algorithms for modeling of the penetra-
tion of electromagnetic fields from the lower atmosphere or 
the lithosphere–atmosphere interface into the ionosphere.

The goal is to investigate the penetration of the elec-
tric field into the ionosphere created by the electric cur-
rent sources of ULF range at the frequencies ω = (0–10) 
s−1, localized near the Earth’s surface in the atmosphere. 
Thus, the problem is generally dynamic and needs to solve 
directly the Maxwell equations within the time domain, 
due to a wide electromagnetic spectrum. But in the time 
domain the Maxwell equations should be, generally speak-
ing, added by the differential equations for the motion of 
the complex anisotropic medium, in particular the E and F 
layers of the ionosphere, where the values of characteristic 
frequencies vary essentially. In another words, the aniso-
tropic medium possesses the frequency dispersion there and 
can be considered simpler, namely in the frequency domain. 
So, the subdivision of such a cumbersome problem into the 
sequence of simpler problems may be proposed. Such a sub-
division seems useful for a better physical interpretation of 
simulation results and also would simplify the simulations. 
Namely, in the atmosphere and lower ionosphere the 3D 
quasi-stationary problem is considered in the time domain, 
where the values of the total electric current are obtained in 
the self-consistent manner in the whole ULF range.

For a penetration of the electric fields into the ionosphere E 
and F layers at relatively low-frequency part of ULF frequency 
range, ω < 0.1 s−1, the solution of the quasi-stationary problem 
becomes important. At these frequencies, the quasi-stationary 
approximation is valid in the lower and middle atmosphere 
in the first approximation, because the corresponding electro-
magnetic wavelengths are λ > 1000 km. The quasi-stationary 
approximation is valid in this case, because all the charac-
teristic frequencies, i.e., plasma, cyclotron and collision (�i;e) 
ones both for electrons and for ions, in the lower ionosphere 
are much higher than the frequency in ULF range. Thus, the 
conductivity tensor does not depend on frequencies, i.e., the 
dispersion is absent. At the higher frequency, part of the ULF 
range dispersion is practically absent at the lower atmosphere 

and ionosphere, where 𝜔 < 𝜈i , but it is present and should 
be accounted for at the E and F regions of the ionosphere, 
where � ≥ �i (Alperovich and Fedorov 2007). In any cases, to 
determine the perturbations in the electron concentration and, 
finally, TEC, the MHD approximation or even the solution 
of the Maxwell equations could be applied as the next step/
approximation used in the EQUEMES method.

On the other hand, coming to the frequency domain, the 
obtained values of the electric currents are used as the full cur-
rent sources to solve the Maxwell equations, or the equivalent 
set of equations for the horizontal components of the variable 
electric field, to compute the electromagnetic fields in E and 
F layers of the ionosphere. This approach yields good results 
at the frequencies ω ≥ 0.1 s−1, as our simulations have shown. 
Proper Fourier components of the current sources should be 
used there. At these frequencies, the corresponding electro-
magnetic wavelengths λ are comparable or smaller than the 
typical spatial scales of the ionosphere λ < 1000 km. This 
approach gives a possibility to use the simple stable numeri-
cal algorithm called the elimination method with 3-diagonal 
matrices/matrix sweep method (Samarskii 2001; Samarskii 
and Nikolaev 1989), or the bypassing method.

Also, the problem of the penetration of the MHD wave(s) 
from the magnetosphere into the ionosphere, with the proper 
boundary conditions on the ionosphere–magnetosphere 
boundary, can be realized using the algorithm similar to the 
EQUEMES one.

EQUEMES algorithm

The proposed EQUEMES algorithm includes the following 
three consequent steps.

Step 1, Electrostatics

Initially, the atmosphere (0 < z < Li = 60 km) is character-
ized by the unperturbed conductivity �0(z) . The ionosphere 
(Li < z < Lz = 120 km) is characterized by the anisotropic 
unperturbed conductivity 𝜎̂0(z) . The determination of the 
elements of this conductivity tensor is described in “Appen-
dix 1”. In the modeling presented below, the three-compo-
nent plasma model is used.

The initial electric field φ0, E0, and the initial charge den-
sity ρ0 are calculated from:

(1a)
0 < z < Li ∶

d

dz

(

𝜎00(z) ⋅
d𝜑0

dz

)

= 0;

𝜌0 ≡ −
1

4𝜋

d
2𝜑0

dz2
; E0 ≡ −

d𝜑0

dz
;

(2)

Li < z < Lz ∶
d

dz

(

(𝜎0)33 ⋅
d𝜑0

dz

)

= 0; 𝜎00
(

Li
)

= (𝜎0)33
(

Li
)

.
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The boundary conditions are:

where the ionospheric potential, by the order of value, is 
U0 ≈ 3 × 105V ≈ 900 abs. units (Sedunov et al. 1991).

Step 2, Quasi-stationary model

Consider the following 3D problem: within the atmosphere 
(0 < z < Li = 60 km) both the perturbations of the conduc-
tivity 𝛿𝜎(r⃗) and the external (with respect to conduction) 
current density (Vainshtein 1988; Collin 1991) j⃗ext exist.

E⃗0 = E0e⃗z is the initial (unperturbed) field for unperturbed 
conductivity 𝜎̂00(z) , φ is a perturbation that should be com-
puted. For the electric field, the equation is:

Here ρ is the total density of charge. Equation for ρ is:

We use here the notation:

Therefore, the set of equations is:

Note that the system of Eqs. (6)–(9), in fact, determines 
the connection between external current source j⃗ext and the 
perturbations of the conductivity 𝛿𝜎

(

r⃗
)

 , as effective “source 
terms” on the one hand and perturbation of the charge den-
sity �� and electric potential � on the other one. Repeating 
that the initial electric potential and field φ0, E0, and the 
initial charge density ρ0 are calculated from:

As it is seen from (7), the presence of quasi-static exter-
nal current is equivalent to the presence of the external 

(3)�0(z = 0) = U0; �0

(

z = Lz
)

= 0.

(4)
E⃗grad = E⃗0 − ∇⃗𝜑;⃗j = 𝜎

(

r⃗
)

E⃗grad;

𝜎(r⃗) ≡ 𝜎00(z) + 𝛿𝜎
(

r⃗
)

.

(5)div E⃗grad = 4𝜋𝜌.

(6)
𝜕𝜌

𝜕t
+ div j⃗ + div j⃗ext = 0.

(7)
𝜕𝜌ext

𝜕t
≡ −div j⃗ext

(8)Δ� = −4�(� − �0) ≡ −4� ⋅ ��;

(9)

𝜕𝛿𝜌

𝜕t
+

𝜌

𝜏M
=

𝜕𝜌ext

𝜕t
− E⃗grad

⋅ ∇⃗𝜎; E⃗grad ≡ E⃗0 − ∇⃗𝜑; 𝜏M =
1

4𝜋𝜎
.

(1b)

d

dz

(

(𝜎0)33(z) ⋅
d𝜑0

dz

)

= 0(0 < z < Li);

𝜌0 ≡ −
1

4p

d
2𝜑0

dz2
; E0 ≡ −

d𝜑0

dz
;

non-stationary charge density. The set of Eqs. (7) and (8) is 
valid at 0 < z < Li ≈ 60 km, at the atmosphere. The effective 
source of perturbations is div j⃗ext.

Within the ionosphere Li < z < Lz = 120 km, the conductiv-
ity 𝜎̂ is anisotropic. The following equation for φ is used for 
this region in the case j⃗ext = 0 ; ��∕�t = 0;�� = 0:

𝜎̂0 ≡ 𝜎̂0(z) is anisotropic unperturbed ionospheric 
conductivity.

In the presence of the external current source, div j⃗ext ≠ 0 , 
one can get for the ionosphere, instead of (10):

In this case, the perturbations of the anisotropic conduc-
tivity 𝛿𝜎̂(r⃗) should be included into j⃗ext: j⃗ext = 𝛿𝜎̂E⃗.

The boundary conditions for the perturbation of the 
potential are:

So, the density of charge ρ is used within the atmosphere 
only, whereas Eq. (11) for the potential φ are used within 
the whole region.

Equations (8, 7), (11) for φ are solved by the double Fou-
rier transform (x, y)(∼ exp

(

−ikxx − ikyy
)

⋅Φ):

In (13), (14), kx,y are the wavenumbers of the correspond-
ing Fourier transform components, Φ is amplitude of the 
corresponding potential Fourier mode, F is the correspond-
ing amplitude of the Fourier transform of div j⃗ext . Equa-
tion (14) is equivalent in the adopted approximation to the 
following equation:

Upper index “FT” in the right hand of this equation is the 
corresponding amplitude of the Fourier transform of the cor-
responding value. The boundary conditions for the Fourier 
components are:

(10)div(𝜎̂0 ⋅ ∇⃗𝜑) = 0.

(11)div(𝜎̂0 ⋅ ∇⃗𝜑) = div j⃗ext.

(12)�(z = 0) = 0; �
(

z = Lz
)

= 0.

(13)
−

(

𝜎11k
2

x
+ 𝜎22k

2

y
− iky

d𝜎23

dz
+ ikx

d𝜎13

dz

)

Φ

− 2ikx𝜎13
dΦ

dz
+

d

dz

(

𝜎33
dΦ

dz

)

= F; (Li ≤ z < Lz);

(14)

d2Φ

dz2
−
(

k2
x
+ k2

y

)

Φ +
1

𝜎00

d𝜎00

dz
Φ =

1

𝜎00
F;

(

0 < z < Li
)

.

d2Φ

dz2
−
(

k2
x
+ k2

y

)

Φ = −4𝜋(𝛿𝜌)FT ;
(

0 < z < Li
)

(15)Φ(z = 0) = Φ
(

z = Lz
)

= 0.
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Then, Eqs. (13), (14) with z only are approximated by 
finite differences and are solved by the factorization. Equa-
tion (9) for ρ is solved by finite differences:

Note that the methods proposed in the present paper in 
this and the following paragraphs and in “Appendix 2” are 
based on the combined analytical–numerical approaches. 
Such an approach is dictated in fact by the subject of the 
investigation—electrostatic, quasi-static, and (dynamic) 
electromagnetic fields penetrating from the lower atmos-
phere/lithosphere into the magnetized ionospheric plasma 
possessing inhomogeneity and gyrotropy, and correspond-
ing perturbations in plasma concentration. The numerical 
algorithm is based on the spectrum finite-difference method 
(Samarskii 2001; Samarskii and Nikolaev 1989). This 
analytical–numerical approach including spectrum finite-
difference algorithms has proven its great effectiveness for 
different kinds of problems on the linear and nonlinear wave 
processes in the media of different physical nature with the 
characteristic time and spatial scales which differ from each 
other in many orders of values. This concerns, in particular, 
our modeling the electromagnetic (Grimalsky et al. 1999), 
electrostatic-photochemistry (Grimalsky et al. 2003; Rapo-
port et al. 2004a, 2006) and AGW (Rapoport et al. 2004b, 
2017) coupling in the LAIM system, nonlinear vortex plan-
etary electromagnetic wave perturbations in the ionosphere 
(Rapoport et al. 2012a, 2014c), and also nonlinear wave pro-
cesses in the ferrite films (Rapoport et al. 2005), controllable 
nonlinear active metamaterial gyrotropic waveguides (Rapo-
port et al. 2014b), hyperbolic layered structures (Boardman 
et al. 2017), strongly nonlinear isotropic (Rapoport et al. 
2014e) and hyperbolic (Rapoport et al. 2012c) field concen-
trators, graphene metamaterials (Boardman et al. 2019), etc. 
Note also that in all above-mentioned cases, Fourier trans-
form in the form of fast Fourier transform [in the present 
paper in particular as double complex fast Fourier transform 
(Press et al. 1997)] has been used successfully for the very 
effective spectral field presentation.

The calculated profiles of ULF electric field should be 
used to compute the total current sources for the electromag-
netic problem of the penetration of the electromagnetic field 
into the ionosphere E and F layers at the Step 3.

Step 3, Electromagnetics

As mentioned above, the solving of the general problem of 
the penetration of the electromagnetic field excited by the 
near-Earth’s current sources into the ionosphere can be sub-
divided into several sequential steps. From the mathemati-
cal point of view, this is based on a representation of the 

(16)
𝛿𝜌p+1 − 𝛿𝜌p

𝜏
+

𝜌p+1

𝜏M
= −div(⃗jext)−

(

Ez

d𝜎

dz

)p+1

.

electric field as the sum of the potential, or gradient, part, 
Eq. (4), and the solenoidal one (Vainshtein 1988; Collin 
1991): E⃗ = E⃗grad + E⃗c . This method was used for excitation 
of resonators by external current sources.

The potential electric field has been calculated at the Step 
2, from the scalar potential φ: E⃗grad = −∇⃗𝜑 . At the final 
step, it is possible to find the solenoidal electromagnetic field 
from the set of the Maxwell equations:

Here D⃗c is the electric induction associated with the 
solenoidal electric field. The equation divD⃗c = 0 is the 
condition for the separation of the solenoidal electric field 
(Vainshtein 1988; Collin 1991). It means that the sole-
noidal electric field E⃗c is excited by the total alternative 
electric current source j⃗tot (Eq. 17), while the alternative 
part of the gradient field E⃗grad is excited by the alternative 
external charge �ext (Eqs. 8, 9). The boundary conditions 
at the Earth’s surface are zero tangential components of 
the electric field: z = 0: E⃗c𝜏 = 0. At the upper boundary, 
the radiation conditions would be the most adequate ones.

It is seen from Eq. (17) that the electric current source 
for the electrodynamic problem is j⃗tot , which includes both 
the external density of the electric current and one excited 
by the quasi-stationary electric field. The value of j⃗tot has 
been computed accounting for the solution of the quasi-
stationary problem, Eqs. (4)–(12). Therefore, it is possible 
to solve the non-quasi-stationary problem with the sole-
noidal electric field E⃗c and H⃗.

The middle and upper ionosphere possesses the effec-
tive anisotropic permittivity 𝜎̂(𝜔) that depends on fre-
quency in ULF range, whereas in the lower atmosphere 
the conductivity does not depend on frequency because 
of great collision frequencies of ions compared with the 
frequency � (Sorokin et al. 2001; Sorokin and Hayakawa 
2013). The solution of the Maxwell equations can be real-
ized, in particular in the frequency domain. The expres-
sion for the electric induction D⃗c is within the frequency 
domain D⃗c = 𝜀̂(𝜔) ⋅ E⃗c, 𝜀̂(𝜔) = 1 − 4𝜋i𝜎̂(𝜔)∕𝜔; the depend-
ence of the Fourier components is ∼ exp(i�t) . Within the 
frequency domain � ≠ 0 , the dynamic equations with curls 
are important, whereas the equations with divergences 

(17)

[

∇⃗ × H⃗
]

=
1

c

𝜕E⃗c

𝜕t
+

1

c

(

𝜕E⃗grad

𝜕t
+ 4𝜋

(

j⃗ + j⃗ext
)

)

≡
1

c

𝜕D⃗c

𝜕t
+

4𝜋

c
j⃗tot;

j⃗tot ≡ j⃗ext +
1

4𝜋

𝜕D⃗grad

𝜕t
;

𝜕D⃗c

𝜕t
≡

𝜕E⃗c

𝜕t
+ 4𝜋𝜎̂E⃗c;

𝜕D⃗grad

𝜕t
≡

𝜕E⃗grad

𝜕t
+ 4𝜋𝜎̂E⃗grad;

[

∇⃗ × E⃗c

]

= −
1

c

𝜕H⃗

𝜕t
;

divD⃗c = 0; divH⃗ = 0.
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should be satisfied automatically and may be used only 
for checking the numerical results.

The radiation boundary conditions in the magne-
tosphere z = 600–800 km also are formulated in a sim-
pler manner within the spectral domain than in the time 
domain. So, the spectral components of the electric current 
source j⃗tot should be used. They have been obtained within 
the time domain from the quasi-stationary problem, Step 
2, so then the Fourier transform is used. Note that the 
transition from the dynamic Maxwell equations, � ≠ 0 , to 
the stationary case, � → 0 , is non-trivial in a media with 
the anisotropic conductivity that depends on frequency 
(Alexandrov et al. 1984).

The problem is with the upper boundary conditions 
for H⃗  , because the magnetic field penetrates highly 
z > 200 km. It is possible to use the radiation conditions at 
the magnetosphere z = Lf ≥ 600 km: at z > Lf there are the 
outgoing waves only.

Algorithm for the TEC modeling

Now we will restrict ourselves with “non-self-consistent” 
approximation for TEC modeling. In other words, TEC 
will be determined in a supposition that electric field is 
already known, in our case from the modeling based on an 
algorithm described in “EQUIMES algorithm” section. In 
case of sufficiently powerful processes, this approximation 
is expected to give a remarkable inaccuracy or even to be 
failed. It is possible to develop a self-consistent theory in 
further investigations.

Computation of TEC “in the approximation for ambipolar 
diffusion”/TEC in F2 layer

Neglecting the thermodiffusion, one can write equations of 
motions for ions and electrons in the form (Bryunelli and 
Namgaladze 1988):

where the index j = e, i corresponds to electrons and 
ions, respectively, qe,i = ∓e , k = e, i, n , index n corre-
sponds to neutral particles in the ionosphere, pj = NjkBTj , 
pj,mj, Tj, V⃗j, E⃗, H⃗, c, g⃗,Pj, Lj, e , denote a pressure, mass, 
temperature in energetic units, velocity, electric and mag-
netic fields, light speed, free-fall acceleration, production 

(18)

Njmj

dV⃗j

dt
= − ∇⃗pj + Njmjg⃗ + (qjNj)

(

E⃗ +
1

c

[

V⃗j × H⃗
])

−
∑

k(j≠k)

Njmj𝜈jk(V⃗j − V⃗k);

𝜕Nj

𝜕t
+ ∇⃗(mjNjV⃗j) = (Pj − Lj)mj;

and loss rates and charge of electron, respectively, �jk is the 
frequency of collisions between corresponding particles, and 
kB is Boltzmann constant.

For the F2 layer, what can be applied approximately in 
the range of altitudes (200–500) km (Bryunelli and Nam-
galadze 1988), the following equation could be used to 
determine Ne ≈ Ni = N:

In (19),  Da = kBTP∕(mi�in + me�en) ,  TP = Ti + Te , 
w h i l e  ( B r y u n e l l i  a n d  Na m g a l a d z e  1 9 8 8 ) 
NV⃗

||

i
= NV⃗

||

n − (Da∕2kBTi)[∇⃗(pe + pi) − Nmig⃗||]   , 
V⊥
i
= −(c∕H2)(H⃗ × E⃗) ; indices “||”, “ ⊥ ” denote components 

parallel and perpendicular to magnetic field, respectively; 
production and loss rates are equal to (Bryunelli and Nam-
galadze 1988) Q = qO, L = �N , respectively; and qO, � are 
the rate of ionization of atomic oxygen and linear coefficient 
of losses, respectively.

In the approximation of ambipolar diffusion along a field 
line and transverse electromagnetic drift and accounting for 
the vertical transport, an equation for electron concentration 
takes the form (Bryunelli and Namgaladze 1988):

In (20), w = (Vn||)Z + (Vi⊥)Z , I-magnetic field inclination, 
Hp is plasma scale high. Finally, N is integrated in the region 
Z1 ≤ Z ≤ Z2 , Z1 = 200 km, Z2 = 500 km . Corresponding to 
Eq. (20), upper and lower boundary conditions for N are pre-
sented in “Boundary conditions for electron concentration” 
section by relations (24) and (25a, 25b, 25c), respectively.

In this paper, the simplified algorithm is realized numeri-
cally for the estimations of the modulation of the electron 
concentration (see “The estimation of the modulation of the 
electron concentration: dynamic mechanism of modulation, 
Penetration of electromagnetic and electrostatic field into the 
ionosphere from the lithosphere–atmosphere boundary or 
lower atmosphere” sections). The comprehensive realization 
of the proposed new algorithm will need the special paper.

Algorithm for computation of TEC including E and F layers

We present also to show a perspective, more detailed algo-
rithm for computing TEC, with inclusion into consideration 
both E and F layers. To account for these layers altogether, 
consider the equation of motions derived from the first equa-
tions from (18) (Kendall and Pickering 1967):

(19)

𝜕N

𝜕t
=Q − L − div

(

NV⃗ ||

n

)

− div

(

NV⃗⊥
i

)

+ div

(

Da

kBTP

[

∇⃗(pe + pi) − Nmig⃗
||

]

)

.

(20)

�N

�t
=

�

�Z

(

Da sin
2 I ⋅

(

�N

�Z
+

N

TP

�TP
�Z

+
N

HP

)

− wN

)

− �N + q.
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w h e r e  J⃗ = eN(V⃗i − V⃗e)  .  U s i n g  t h e  r e l a t i o n s 
(Rapoport et  al. 2012a, 2014a see Eq.  (4) in 
t h i s  p a p e r )  J⃗ = 𝜎

||

E⃗
||

+ 𝜎PE⃗⊥ + 𝜎H(h⃗0 × E⃗⊥)  , 
(h⃗0 × J⃗) = 𝜎P(h⃗0 × E⃗⊥) − 𝜎HE⃗⊥ , h⃗0 = H⃗0∕H0 [in the linear 
approximation, used in the present model, where H⃗0 is geo-
magnetic field (Rapoport et al. 2014a)], and (20), one can 
present (19) in the form:

In accordance with Gurevich and Shvartzburg (1973), the 
relations for ion rates of production and losses, valid both for 
E and F layers of the ionosphere, are:

In (23), denotations like “ NN2
 ”, “ NNO+ ” mean concentra-

tions of corresponding neutral and ion components, the sense 
of the photochemical coefficients included into (23) is revealed 
from the following photochemical reactions and corresponding 
balance equations (Gurevich and Shvartzburg 1973):

(21)
N
(

mi𝜈in + me𝜈en
)

(

V⃗i − V⃗n

)

= −∇⃗
(

pe + pi

)

+ Nmig⃗

+
(

me𝜈en∕e
)

J⃗ + (1∕c)
(

J⃗ × H⃗

)

;

(22)

𝜕N∕𝜕t = Q − L − div

(

N ⋅

(

V⃗n + V⃗DTg + V⃗DEH

))

;

V⃗DTg = −Da

(

∇⃗N∕N + ∇⃗TP∕TP

)

+ Da

(

1∕Hi

)

g⃗0;

V⃗DEH =
1

N(mi𝜈in + me𝜈en)

(me𝜈en

e

(

𝜎
||

E⃗
||

+ 𝜎PE⃗⊥ + 𝜎H

[

h⃗0 × E⃗⊥

])

+
H0

c

(

𝜎HE⃗⊥ − 𝜎P

[

h0 × E⃗⊥

])

)

;g⃗0 =
g⃗

g
; Hi =

kBTP

mig
.

(23a)

Q = qiO2
+ qiO + qiNO; L =

(

�1NNO+ + �2NO
+
2

)

N;

N = NO+ + NO
+
2

+ NNO+ ;

NNO+ ≈
q�
iO
�1NN2

�1N
(

�1NN2
+ �2NO2

) +
q�
iNO

�1N
;

NO
+
2

≈
q�
iO2

+ q�
iO
�2NO2

(

�1NN2
+ �2NO2

)−1

�2N

(23b)q�
iO

= qiO + p1NO; q�
iO2

= q�
iO2

+ p2NO2
;

(23c)q�
iNO

= p3NO; qiO2
+ qio + qiNO = q�

iO2
+ q�

iO
q�
iNO

.

(23d)

N2 + O+
→ NO+ + N;O2 + O+

→ O+
2
+ O;

�NO+
2

�t
= q�

iO2
+ �2NO2

NO+ − �2NO+
2
N

�NO+

�t
= q�

iO
− �1NN2

NO+ − �2NO+NO2

�NNO+

�t
= q�

iNO
+ �1NN2

NO+ − �1NNO+N.

Primes with production ion rates q′
iO2,iO,iNO

 , included into 
(23b–d) correspond to the redefined effective coefficients of 
ionizations of corresponding atoms q

iO2,iO,iNO
 . In accordance 

with Gurevich (Gurevich and Shvartzburg 1973), this redefi-
nition (23c) includes fast reactions of ions N+

2
 with mole-

c u l e s  O2,O  ,  n a m e l y  N+
2
+ O → N2 + O+  , 

N+
2
+ O2 → N

2
+ O+

2
 , N+

2
+ O → N + NO+ , characterizing 

by coefficients �1,2,3 , as it is seen from the equation (Gurev-
i c h  a n d  S h v a r t z b u r g  1 9 7 3 ) 
�NN+

2
∕�t = q�

iN2
− �1NONN+

2
− �2NO

2
NN2

− �3NONN+
2
 , while 

the values p1,2,3 included into (23c) are determined as fol-
lows: pk = �kqiN2

∕[(�1 + �3)NO + �2NO2
] , k = 1, 2, 3 . Note 

that (23b) describe the steady-state solution (without 
accounting drift for) of the system (23d).

Therefore, all values included in Eq. (22) are described. 
Equation (22) determines the number of ions/electrons 
and allows to determine TEC after integration of N  in the 
range of altitudes from Z = Z1 ~ 100 km to Z = Z2 ~ 500 km 
including both E and F layers. Corresponding boundary 
conditions are described in “Boundary conditions for elec-
tron concentration” section. (Upper and lower boundary 
conditions are presented by relations (24) and (25a, 25b, 
25c), respectively).

Boundary conditions for electron concentration

In the approximation of prevailed vertical ion transport 
at upper altitude Z = Z2 ∼ 500 km of the ranges used for 
the integration of N for the determination of TEC, the fol-
lowing upper boundary condition for the electron (ion) 
concentration is formulated for a given vertical flow 
Φ|Z = [NViz]Z of ions, for Eq. (20) (Bryunelli and Nam-
galadze 1988):

In the similar way, the upper boundary condition at 
Z = Z2 ∼ 500 km for Eq. (22), in the limiting case of mag-
netized ions and electrons (Bryunelli and Namgaladze 
1988), can be used in the form (24) as well.

The lower boundary condition at Z = Z1 , for the given 
electron concentration N = N01 , has the form

For Eq.  (20), Z = Z1 = 200 km(F layer), the lower 
boundary conditions, relation (25a), accounting for the 
steady-state solution of (23d), can be presented in the form 
(Gurevich and Shvartzburg 1973):

(24)

[

�N

�Z
+

(

1

Hp

+
1

TP

�TP
�Z

−
w

Da sin
2 I

)

N

]

Z=Z2

= −
Φ

Da sin
2 I

|

|

|

|

|Z=Z2

(25a)N|Z=Z1 = N01.

(25b)
N|Z=Z1=200 km = N01 ≈ NO+ ≈

(

�1NN2
+ �2NO

2

)−1

q�
io
.
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For Eq. (22), Z = Z1 = 80 km (lower E layer), the lower 
boundary conditions, relation (25a), accounting for the 
steady-state solution of (23d), reduces to (Gurevich and 
Shvartzburg 1973):

The estimation of the modulation of the electron 
concentration: dynamic mechanism of modulation

The simplified estimation is presented of modulation of 
the electron concentration in the ionosphere plasma due to 
the penetration of the ULF electric field from below, con-
sidering the general case of the inclined geomagnetic field 
H⃗0. The continuity equations for electrons and ions are:

where ve,i are velocities of electrons and ions that depend on 
the variable electric field ̃⃗E . From (26), the following rela-
tion can be written down for the perturbation of the electron 
concentration ñ (it is assumed that |ñ| < 0.3n0 , where n0 is 
the equilibrium concentration):

The coordinate frame x′, y′, z′ is aligned along the geo-
magnetic field H⃗0 , and the relation between the coordinates 
x, y, z and x′, y′, z′ is:

Here θ is the angle between the geomagnetic field H⃗0 and 
vertical direction. In this coordinate frame, one can get:

(25c)

N|Z=Z1=80 km = N01 ≈ NO+
2

+ NNO+ ≈
{(

q�
io
∕�2

)

+
(

q�
iNo

∕�1
)

+
(

�1NN2
+ �2NO2

)−1[(

�1NN2
∕�1

)

+
(

�2NO2
∕�2

)]

q�
io

}1∕2

.

(26)

ni ≈ ne ≈ n;
𝜕n

𝜕t
+ ∇⃗ ⋅ (nv⃗e) ≈ 0;

𝜕n

𝜕t
+ ∇⃗ ⋅ (nv⃗i) ≈ 0.

(27)
1

n0

𝜕ñ

𝜕t
≈ −∇⃗ ⋅ v⃗e.

(28)x� = x cos � + z sin �; y� = y; z� = z cos � − x sin �.

(29)

∇⃗ ⋅ v⃗e ≡
𝜕vex�

𝜕x�
+

𝜕vey�

𝜕y�
+

𝜕vez�

𝜕z�
;

vex� = −
e

me

1

𝜔2
Be

+ (𝜈e + i𝜔)2

[

(𝜈e + i𝜔)Ẽx� − 𝜔BeẼy�

]

;

vey� = −
e

me

1

𝜔2
Be

+ (𝜈e + i𝜔)2

[

(𝜈e + i𝜔)Ẽy� + 𝜔BeẼx�

]

;

vez� = −
e

me(𝜈e + i𝜔)
Ẽz� ;

Ẽx� = Ẽx cos 𝜃 + Ẽz sin 𝜃; Ẽy� = Ẽy;

Ẽz� = Ẽz cos 𝜃 − Ẽx sin 𝜃; Ẽx,y,z ∼ exp(i𝜔t).

For the electrons within the ionosphere F layer, the 
following relations between the circular frequency 
ω, the collision frequency νe, and the cyclotron fre-
quency �Be ≡ eH0∕mec are valid: ω ~ 0.1  s−1 ≪ νe ~ 103 
s−1 ≪ ωBe ~ 5 × 106 s−1.

Finally, using (27)–(30), the following estimation for the 
perturbation of the concentration is:

Note that only the direct dynamic mechanism of modula-
tion of the concentration has been considered, and the stor-
age effects are not considered here, like heating of the elec-
tron–ion plasma. As shown in Bryunelli and Namgaladze 
(1988), the storage effects can strengthen the modulation of 
the electron concentration under the values of the electric 
field obtained in our simulations.

Results of modeling

Penetration of electromagnetic and electrostatic 
fields into the ionosphere from the lithosphere–
atmosphere boundary or lower atmosphere

The penetration of the electromagnetic field created by 
near-Earth alternative currents of ULF range ω ≤ 10 s−1 
was simulated in the case of the harmonic electric current 
source ~ exp(iωt) localized near the Earth’s surface.

Equation (17) can be represented as:

Then, Eq. (17a) has been rewritten as a set of equations 
for the horizontal electric field components Ex, Ey of the 
second order with respect to the vertical coordinate z (see 
Eqs. (39), (40) in “Appendix 2”). These equations have been 
solved numerically by finite differences. The Fourier trans-
form was applied with respect to the coordinates x, y. The 
solid Earth was assumed as highly conductive. Within the 
magnetosphere z = 800 km, the boundary conditions of the 
absence of wave reflection, i.e., only outgoing waves present, 
were applied (see relations (41), (42) in “Appendix 2”). This 
is equivalent to the condition that some linear combination 
between Ex,y and their derivatives dEx,y/dz is equal to zero. 
Some details of the derivation and the equations used for 
modeling as well as corresponding upper boundary condi-
tion are presented in “Appendix 2”. The exciting density of 
the total current jz is directed upwards and has the form: 

(30)
|ñ|

n0
≈

|∇⃗ ⋅ v⃗e|

𝜔
.

(17a)

[

∇⃗ × H⃗

]

=
1

c

(

i𝜔E⃗ + 4𝜋𝜎̂(𝜔, z)E⃗
)

+
4𝜋

c
j⃗
tot(x, y, z);

[

∇⃗ × E⃗

]

= −
i𝜔

c
H⃗.
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jz = j0 ⋅ exp{−((x − 0.5Lx)∕x0)
2 − ((y − 0.5Ly)∕y0)

2} ⋅ exp
{

−
[(

z − z1

)

∕z0
]2
}

, z ≥ 0.

In the electrostatic simulations, Eqs. (7), (8) for the elec-
tric potential have been applied. The boundary condition for 
the electric potential φ = 0 is given in the magnetosphere at 
Lz = 1000 km. The results change slightly when the bound-
ary condition has been applied at Lz > 120 km. The region 
of simulations in the horizontal plane is the same as for the 
dynamic simulations, i.e., Lx = Ly = 10,000 km. The exciting 
current is similar to one used in the dynamic model. The 
penetration of the electrostatic field is poor at the altitudes 
z > 80 km. The conductivity at the Earth’s surface is ~ 10−3 
s−1 without the Radon release and second order higher under 
the release.

In numerous papers, e.g., (Kuo et al. 2011), the penetra-
tion of the electrostatic field from the Earth’s surface into the 
ionosphere seems much more effective than in our simula-
tions. But in those papers the approximation of the infinite 
conductivity σ| along the magnetic field lines was used. This 
is equivalent to zero value of E| = 0. It was assumed that the 
value of the electric field potential is transferred upwards 
from the lower boundary of the ionosphere to above. But 
it is physically impossible to use the infinite values of any 
component of the conductivity and to transfer the values 
of the electric potential from one boundary to another one, 
because the correct electrostatic problem should be added 
by the boundary conditions for the electric potential at all 
the boundaries, where conductivity jumps from the finite to 
infinite values. The authors, in fact, used the problem with 
initial conditions for the electrostatics. Really the bound-
ary conditions should be used. If one formally uses the 
infinite conductivity within some region, the conditions of 
the continuity of the electric potential and the continuity of 
the normal component of the electric induction should be 
satisfied at the junction between the domains of the differ-
ent conductivities. But again the electric potential should be 
computed as a result of the solution of the new electrostatic 
problem which includes the boundary conditions, both at 
the lower boundary and at the upper one. Such a considera-
tion, as far as we know, is absent in the papers where the 
approximation of the infinite conductivity had been used, 
such as in (Kuo et al. 2011). Then in the paper (Kuo et al. 
2011), the electrostatic potential and, respectively, electric 
field are continued inside the region where conductivity is 
supposed to be infinite, what is incorrect, to our opinion. In 
distinction to this, there are also papers (Denisenko et al. 
2008, 2013; Grimalskiy et al. 2003) with exploration of the 
electrostatic approximation, where special boundary condi-
tions are derived at the boundary between the lower layer 
with a finite conductivity and upper layer (upper ionosphere/
magnetosphere) with a conductivity, which is supposed to 
be infinite. Note that in the models used in above-mentioned 

papers (Denisenko et al. 2008, 2013; Grimalskiy et al. 2003), 
(1) the electric field is determined in the region with the 
finite conductivity only and (2) neither electric field nor cur-
rent does not penetrate from the lower region, where the 
sources (of electric field or external current) are placed, 
into an upper space plasma region, where the conductiv-
ity of the ionosphere/magnetosphere is considered infinite. 
In the models presented in the papers (Grimalskiy et al. 
2003) and (Denisenko et al. 2008, 2013), the electrostatic 
potential/field is presented as a sum of Fourier modes in a 
horizontal direction(s), while only an inhomogeneity in the 
vertical direction is included for the atmosphere–ionosphere 
plasma. The amplitudes are depended on the vertical coor-
dinate. In the papers mentioned above, the upper boundary 
conditions for the Fourier amplitudes have, generally, the 
same form, namely the sum of the each amplitude and its 
vertical derivative, with proper coefficients equal to zero at 
the upper boundary of the computational region. For high 
enough upper boundary, these boundary conditions reduce, 
in fact, to the zero values of the potential (Grimalskiy et al. 
2003) or its vertical derivative (Denisenko et al. 2008, 2013). 
It is possible to say that the upper boundary conditions in 
Grimalskiy et al. (2003) and Denisenko et al. (2008, 2013) 
correspond to the minimal and maximal possible penetra-
tion of the horizontal field components into the ionosphere, 
respectively. Nevertheless, in both cases, it is supposed that 
the field/potential does not penetrate into the ionosphere at 
the altitudes, larger than one, where upper boundary condi-
tion is formulated. In our opinion, the electrostatic upper 
boundary condition is still ambiguous. In distinction to this, 
the dynamic upper boundary condition, namely the condi-
tion of a radiation, is quite unambiguous, because it is dic-
tated by the causality principle, absent unfortunately in the 
electrostatic approximation.

Therefore, from our point of view, more correct 
approach is dynamic one, with the finite conductivity in 
the ionosphere. The final goal is to estimate the induced 
variations of the electron concentrations at different alti-
tudes z ≥ 200 km. In the electrodynamics simulations, 
these variations are proportional to ω−1. Thus, at lower 
frequencies it is possible to expect to get higher variations. 
But the gap between the frequency domain simulations 
with periods T < 60 s and the quasi-stationary simulations 
with the characteristic times T > 10 min remains not to 
be filled, due to necessity to realize the electrodynamic 
simulations in the time domain. To provide this, a special 
algorithm should be realized, which is planned for the fur-
ther research.

The illustration of the ionospheric parameters used for the 
computations, results of the penetration of electromagnetic 
field, generated by the external (seismogenic) near-ground 
current source with a magnitude of maximum of order of 
1 μA/m2 (Kuo et al. 2011) and effects in the ionosphere, in 
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particular the variations in the electron concentration, are 
presented in Figs. 1, 2, 3, 4, 5, respectively.

In particular, in Fig. 1, the altitude dependences of the 
set of parameters and corresponding characteristics of the 
ionosphere are used for the modeling (Al’pert 1972; Alp-
erovich and Fedorov 2007; Kelley 2009; Schunk and Nagy 
2010; Jursa 1985).

At the altitudes z ≥ 150 km, there are two maxima of 
|Ex|, |Ey| (Figs. 2, 4, 5). This is due to the inclination of 
the geomagnetic field and is valid, in particular, for θ = 60o. 
At the frequencies ω ≤ 0.2 s−1, the estimated variations of 
n are > 10%. The results of simulations for electromag-
netic field penetration from the lower atmosphere/litho-
sphere–atmosphere boundary layer to the ionosphere depend 
weakly on the frequency ω, when the frequency is chosen 
as 0.05 s−1 < ω < 1 s−1. At smaller frequencies ω ≤ 0.05 s−1, 
the period of the oscillations is big T = 2π/ω > 120 s, and the 
simulations within the time domain seem more adequate, 
as well as estimations of the perturbations of the electron 
concentration.

Spatial distributions of the relative perturbations in the 
electron concentration |ñ|/n0 (a) and the absolute values of 
all the electromagnetic field components, |Ex|, |Ey|, |Ez| 
(mV/m), are shown in Fig. 2. The exciting density of the 
total current jz is directed upwards and has the form: 
jz = j0 ⋅ exp{−((x − 0.5Lx)∕x0)

2 − ((y − 0.5Ly)∕y0)
2} ⋅ exp

{

−
[(

z − z1

)

∕z0
]2
}

, z ≥ 0. Here 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly is the 
region of calculations in the horizontal plane. The frequency 
of the external current source is ω = 0.1 s−1. The altitude of 
the current maximum is z1 = 0. The horizontal and vertical 
scales of the spatial distributions of external current are 
x0 = y0 = 500 km and z0 = 10 km, respectively. In Fig. 3, 
dependences of (a) the maximal values of relative variations 
of the electron concentration at the three different altitudes 

in the ionosphere on the altitude of the maximum of external 
current source z1 and (b) the absolute values of the electro-
magnetic fields components on the altitude z at the iono-
sphere are shown. The frequency of the external current 
source is equal to ω = 0.1 s−1. Figure 4 illustrates spatial 
distributions of the relative perturbation of the electron con-
centration and the absolute values of the electromagnetic 
field components for the ionospheric altitude z = 200 km, 
different values of external current frequency and different 
values of the altitude of the external current maximum. 
Simulations presented in Figs. 2, 3, 4 correspond to the 
angle between the geomagnetic field direction and vertical 
axis z, equal to � = 30◦ . In Fig. 5, the special distributions 
of the relative perturbation of the electron concentration and 
the absolute values of the electromagnetic field components, 
|Ey|, are shown for the frequencies ω = 0.2 s−1, 0.1 s−1 and 
0.05 s−1 and � = 60◦.

As it is seen from the comparison of Figs. 2 and 5, for 
� = 30◦ and 60◦ , corresponding electric field components 
are of the same order of magnitude, while corresponding 
values of relative perturbations of the electron concen-
tration in the ionosphere practically coincide with each 
other. For example, for the ionospheric altitude z = 200 km 
and current source frequency ω = 0.1 s−1, this is illus-
trated by the central pictures in Fig. 2, panels b and c 
and the central picture in Fig. 5, panels b and c for the 
corresponding components |Ex| and |Ey| , and, for the rela-
tive perturbations in the electron concentration in plasma, 
by the central pictures in panel a, Fig. 2, and in panel a, 
Fig. 5, respectively. Note that, due to increasing the angle 
� between the geomagnetic field H⃗0 , which lies in the xz 
plane, and the vertical direction, from � = 30◦ to 60◦ , the 
asymmetry in the x direction in the values of |ñ|/n0, |Ex| 
and |Ez| increases, respectively, as it is follows from the 
comparison between the central pictures in the panels a 

Fig. 1   The altitude dependences of the set of parameters and corre-
sponding characteristics of the ionosphere used in the farther mod-
eling; part a is the electron concentration; part b are the absolute 
values of the elements of the conductivity tensor in the system of 
coordinates, connected with the geomagnetic field; �1,3,h are the cor-
responding diagonal components of the conductivity tensor in the 
directions, transverse and parallel to the geomagnetic field and non-

diagonal component, respectively; c are the absolute values of the 
dielectric permittivity tensor in the system of coordinates, connected 
with the geomagnetic field; �1,3,h are corresponding diagonal com-
ponents in the directions, transverse and parallel to the geomagnetic 
field and non-diagonal component, respectively. Curves 1, 2 and 3 
correspond to |�1|, |�3| and |�h| , respectively (b) and |�1|, |�3| and |�h| , 
respectively (c)
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of Figs. 2 and 5, between central pictures in panels b of 
Figs. 2 and 5, and between central pictures in panels d 
of Figs. 2 and 5, respectively. Note also that the asym-
metry in x direction in the spatial distributions of |Ex| and 
|Ez| (see panels b and d of Fig. 5, respectively) decreases 
with decreasing frequency from 0.2 to 0.05 s−1. Then, with 
increasing value of � from 30◦ to 60◦ , the relations between 
horizontal and vertical components of the electric field 
change. Namely, for � = 30◦ , for the corresponding maxi-
mum values, the relation |Ez| < |Ex,y| is fulfilled, while for 
� = 60◦ , |Ez| ∼ |Ey| > |Ex| , see panels b, c and d for the 
values |Ex|, |Ey| and |Ez| at Fig. 2 (for � = 30◦ ) and Fig. 5 
(for � = 60◦ ). For the other equal parameters, the values 
|Ex|, |Ey| and |Ez| depend only very slightly on the altitude, 
in the altitude ranges (100–400) km, see Fig. 3b, curves 1, 

2 and 3. The same effects are also illustrated by the com-
parison between the spatial field distributions, see panels 
b, c and d in Fig. 2. Note that the maximum values in the 
spatial distributions of Ex, Ey in the horizontal plane x, y 
and the modulation of the electron concentration are the 
same, by the order of value, in the range of the angles 
10° ≤ θ ≤ 60°.

Note the following drawback of the present model based 
on the concept of the external current sources. The logic of 
this concept, used in the present paper, inevitably implies the 
ignoring of any processes, such as electron and ion transport 
(drift), formation of charged aerosols, plasma and/or hydro-
dynamic instabilities, photochemical processes, etc., which 
in a real “atmosphere–ionosphere” system leads to a forma-
tion of the corresponding effective current source. Naturally, 

Fig. 2   Spatial distributions of 
the relative perturbation of the 
electron concentration |ñ|/n0 (a) 
and the absolute values of the 
electromagnetic field compo-
nents, |Ex|, |Ey|, |Ez| (mV/m) (b, 
c, d, respectively); frequency 
of the external current source is 
ω = 0.1 s−1; altitude of the cur-
rent maximum is z1 = 0; external 
current maximum value is 
j0 = 1 μA/m2 ; horizontal and 
vertical scales of the external 
current spatial distributions are 
x0 = y0 = 500 km and z0 = 10 km, 
respectively; the angle between 
the geomagnetic field and verti-
cal direction � = 30◦ ; in each 
horizontal panel, left, central 
and right figures corresponds to 
the altitude at the ionosphere, 
equal to z = 150, 200, 250 km, 
respectively
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in reality, the above-mentioned transport (plasma) processes 
and the corresponding electric field in the region(s) of such 
effective current sources are formed and therefore should be 
determined in a self-consistent manner. Naturally, because 
we ignore in the approximation adopted in the present article 
the details of the external source formation, we refuse also 
from any possibility of the adequate determination of the 
realistic electric field in the source region. We refuse from 
any pretension on the adequate determination of the electric 
field in the region of a current source location. In particular, 
by this reason it is principally senseless to show an elec-
tric field in the lower atmosphere region of the seismogenic 
source formation, in particular in the first 10 kms over the 
ground in Fig. 3b. Therefore, when we are talking about the 
generation of electric field by any hypothetical external cur-
rent sources placed at the different altitudes (z1 ~ (0–55) km, 
see Fig. 3b) in the atmosphere, we mean that an adequate 
determination of the corresponding field is possible only at 
the altitudes lying well above the regions of the location of 
the corresponding current sources, in particular in the iono-
sphere at 70–250 km (see Fig. 3b).

Let us emphasize that, with decreasing frequency of 
an external current source with a maximum placed at the 
ground (z1 = 0), from 0.2 to 0.05 s−1, for j0 = 1 μA/m2 , the 
maximum value of the relative perturbation in the electron 
concentration at the altitude z = 200 km in the ionosphere 
increases from 0.007 to 0.035 (see panel a in Fig. 5). As it 
was mentioned in Introduction, the placement (of the max-
imum) of an external current source at the different alti-
tudes z1 (Fig. 3a) mimics corresponding effective sources, 
formed hypothetically due to a possible hydrodynamic-
plasma-photochemical instability (not considered directly 

in the present paper) in the “atmosphere–ionosphere” 
system. Alternatively, a small raise in the location of an 
external current source from the ground level to an altitude 
up to, say, 10 km, may be connected with the presence of 
the convective currents (Sorokin et al. 2001). As it is seen 
from Fig. 3a, the maximum in the relative perturbations in 
the electron concentration in the range of the ionospheric 
altitudes z = (150–250) km may be reached for z1 laying 
in the ranges ~ (15–55) km, while this maximum level of 
the plasma perturbation decreases from a value larger than 
10% to a value of order of 3 × 10−3 , when the ionospheric 
altitude increases from 150 to 250 km (see curves 1, 2, 3 
in Fig. 3a). For ω = 0.1 s−1 and the values z1 = 25 km and 
z1 = 55 km, spatial distributions of the relative perturba-
tion in the electron concentration at the ionospheric altitude 
z = 200 km are presented in the first pictures in the panels a 
and b of Fig. 4. Maxima of these spatial distributions cor-
respond to the proper points in curve 2 shown in Fig. 3a. 
Emphasize also an interesting peculiarity in the shapes of 
spatial distribution of the electron concentration in the iono-
sphere. Namely, with increasing ionospheric altitude from 
z = 150 km to z = 200 km, corresponding distribution with 
two spatial maxima is replaced by the spatial distribution 
with one maximum (see first and second pictures, respec-
tively, in the panel a of Fig. 2).

The simulations with extremely high values of near-
ground external current, of order of 10 μA/m2 (Kuo et al. 
2011), give the following results < summarized below 
without including corresponding figures. These results are 
obtained for the current sources with frequencies ω = 0.1 s−1, 
ω = 0.05 s−1 and ω = 0.2 s−1. It can be seen that a correspond-
ing value of the horizontal component of the electric field 
penetrating into E and F layers of the ionosphere reaches a 
value of order of 100 mV/m. Corresponding value of rela-
tive perturbation of electron concentration reaches, at the 
altitudes from E to F layers, a value of order of (14–18) %, 
(16–30) % and up to 35% for the frequencies of the current 
source equal to ω = 0.2 s−1, ω = 0.1 s−1 and ω = 0.05 s−1, 
respectively. The electric field of order of 100 mV/m and 
corresponding perturbation of electron concentration of 
order of few dozens of percent can play a role of the ini-
tiating and seeding factors for the development of plasma 
instabilities, formation of plasma bubbles and formation of 
TEC perturbations of order of dozens of percent observed, 
in particular during the earthquake preparation processes 
(Pulinets 2011; Kuo et al. 2011).

But the volume seismogenic current density, 10 μA/m2, 
possible, in accordance with Kuo et al. (2011), is one order 
larger than the corresponding density of the stationary mag-
netospheric convection current (Lyatsky and Maltsev 1983). 
Hypothetically (and the checking of such a hypothesis will 
need a special paper and is not a subject of the present one), 
an increased current with the volume density of order of 10 

Fig. 3   Dependences of maximal values of relative variations of the 
electron concentration |ñ|/n0 at the three different altitudes in the 
ionosphere on the altitude of the maximum of external current source 
z1 external current maximum value are j0 = 1 μA/m2 ; a the abso-
lute values of the electromagnetic fields components, |Ex|, |Ey|, |Ez| 
(mV/m), on the altitude z at the ionosphere and atmosphere (b); the 
angle between the geomagnetic field and vertical direction � = 30◦ ; 
frequency of the external current source is equal to ω = 0.1  s−1; 
curves 1, 2 and 3 correspond to the ionospheric altitudes z = 150, 
200, 250 km (a) and to the x, y and z components of the electric field, 
respectively
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μA/m2 can be considered qualitatively as the effective cur-
rent source, which, as a result of the developing one of the 
possible hydrodynamic-plasma instability, has risen up to 
a level, one order larger than a value characterizing corre-
sponding sources, not supported by a possible system insta-
bilities. As a result of an increasing in magnitude of j0 maxi-
mum by one order of value with leaving all other parameters 

identical to these used for the simulation illustrated in the 
right figure in panel a of Fig. 5, the relative perturbation 
in the electron concentration would be tens of percent (in 
particular ~ 35%). Such a hypothetical value corresponds by 
the order of magnitude to the variation in a plasma concen-
tration occurred, in particular before L’Aquila (Italy) 2009 
earthquake (Stangl et al. 2011; Pulinets et al. 2011, 2014).

Fig. 4   Spatial distributions of the relative perturbation of the elec-
tron concentration |ñ|/n0 (first figure in each horizontal panel) and the 
absolute values of the electromagnetic fields components, |Ex|, |Ey|, 
|Ez| (mV/m) (second, third and fourth figures in each horizontal panel, 
respectively) for the ionospheric altitude z = 200 km, different values 

of external current frequency ω and different values of the altitude of 
the external current maximum z1; external current maximum value 
is j0 = 1 μA/m2 ; the angle between the geomagnetic field and verti-
cal direction � = 30◦ ; a for ω = 0.1 s−1, z1 = 25 km; b for ω = 0.1 s−1, 
z1 = 55 km; c for ω = 0.05 s−1, z1 = 0; d for ω = 0.2 s−1, z1 = 0



267Acta Geophysica (2020) 68:253–278	

1 3

Fig. 5   Spatial distributions of the relative perturbation of the electron 
concentration |ñ|/n0 (a) and the absolute values of the electromagnetic 
field components, |Ex|, |Ey| and |Ez|, (mV/m), (b)–(d), respectively; 
altitude of the current maximum is z1 = 0; horizontal and vertical 
scales of the external current spatial distributions are x0 = y0 = 500 km 
and z0 = 10  km, respectively; altitude at the ionosphere, equal to 

z = 200  km; external current maximum value is j0 = 1 μA/m2 ; the 
angle between the geomagnetic field and vertical direction is � = 60◦ ; 
in each horizontal panel, left, central and right figures correspond to 
the frequencies of the external current source are ω = 0.2 s−1, 0.1 s−1 
and 0.05 s−1, respectively
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As it is shown in Fig. 6, the electric field excited by 
a stationary external current source penetrates into the 
ionosphere with much lower effectiveness and the cor-
responding values of the field are much (a few orders of 
magnitude) smaller than for the dynamic external current 
sources. To see this, compare, for example, Fig. 6b with 
the central panels of Fig. 2. The same conclusion may be 
drawn also based on the comparison between the maxima 
in the spatial distributions of the stationary component 
|Ey| (Fig. 6a, b) with the corresponding (to z = 150 km and 
z = 200 km) points in the curve 2 shown in Fig. 3b. The 
results shown in Fig. 6 are obtained using Eqs. (13), (14) 
and the boundary conditions (15). This model is similar to 
one described in Grimalskiy et al. (2003).

An example of a process with one of the ionospheric 
instabilities and the seeding factor, other than electric 
field, for the developing ionospheric structures, is outlined 
briefly in the next subsection.

Evaluation of the initiation of variations in electron 
concentration by atmospheric gravity waves 
of the seismogenic origin

In addition to the initiation of perturbations in the elec-
tron concentration by the electric field penetrating into 
the ionosphere from the current source placed in the lower 
atmosphere/lithosphere, let us note a possibility of the cor-
responding seismogenic effect in the F layer of the unstable 
ionospheric plasma, initiated by AGW of the seismogenic 
origin, as a seeding factor (Bryunelli and Namgaladze 1988; 
Rapoport et al. 2004b; Fedorenko et al. 2015; 2018). This 
is the instability of the collisional plasma with the gradi-
ent of the concentration, directed oppositely to the gravity 
force and the motion of the ions in crossing electric and 
magnetic fields (Huang and Kelley 1996a, b; Huang et al. 
1994; Kelley 2009; Treumann and Baumjohann 1997). This 
instability is called the combined Rayleigh–Taylor-E × B 

instability. In particular, such a possibility, alternative, 
respectively, to the effects provided by the electromagnetic 
seismo-ionospheric coupling, will be demonstrated, based 
on the linear model (Rapoport et al. 2009) and the data of 
the observations (Fedorenko et al. 2015, 2018). We will not 
stay on all the details of this model, described in Rapoport 
et al. (2009) and partly in Rapoport et al. (2004b) and based 
on the approaches described in these papers and the refer-
ences in these papers (Huang and Kelley 1996a, b; Huang 
et al. 1994; Sekar and Raghavarao 1987 etc.), reflecting in 
particular the long story about the modeling Rayleigh–Tay-
lor instability in the ionosphere and its seeding by AGW. 
Nevertheless, we outline briefly here only some basic points 
of the model (Rapoport et al. 2009) and then present an 
example supported theoretically and experimentally, a pos-
sibility of the formation of seismogenic plasma structure in 
the ionosphere.

This model includes AGW wave packet excited by means 
of the near-ground seismogenic source of finite width (see 
also the caption to Fig. 7 with the AGW source shape speci-
fication); full spectrum of AGW with reactive modes and 
the effect of “spatial resonance under the excitation of AGW 
packet” (Rapoport et al. 2009); simplified isotropic and linear 
model of the atmosphere; linear model of the development 
of plasma structure in the equatorial plasma with combined 
Rayleigh–Taylor-E × B instability (Kelley 2009; Rapoport 
et al. 2009); accounting for AGW forcing of the combined 
Rayleigh–Taylor-E × B instability due to both vertical and 
horizontal components of AGW velocities and density. The 
model has been verified (very successfully) on the basis of 
comparison between the results of our theoretical approach 
and “Atmosphere Explorer-E” satellite measurements (Rapo-
port et al. 2009) of post-earthquake structures in the iono-
sphere and neutral component in the F layer.

A possibility of the initiation of electron and neutral iono-
spheric component’s perturbations by means of AGW packet 
radiated from the near-ground seismogenic source and the 

Fig. 6   Purely electrostatic simulations. The electric field components 
Ey (mV/m) at z = 150 km (left figure) and z = 200 km (right figure). 
External current maximum value is j0 = 1 μA/m2 . The angle between 

the geomagnetic field and vertical direction is � = 30◦ . The boundary 
condition for the electric potential φ = 0 is given in the upper iono-
sphere at Lz = 1000 km
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results of the corresponding observations of seismogenic 
effects in the near-equatorial plasma (Fedorenko et al. 2005) 
are illustrated in Fig. 7.

Dynamics of the developing of combined Rayleigh–Tay-
lor-E × B instability in the presence of spatial packet of 
AGW and stationary drift of ions (caused by correspond-
ing crossed stationary–quasi-stationary electric fields and 
geomagnetic field) is described by the system of linearized 
equations for Fourier modes of electron concentration. 
These equations have been derived, on the basis of the cor-
responding system of equations for the low-frequency linear 

perturbations in quasi-neutral three-component plasma of 
the ionospheric region F in the inertialess approximation, 
in Rapoport et al. (2009) [see, for further details, Rapoport 
et al. (2009) and references (Huang and Kelley 1996a; Basu 
2002; Hooke 1968), and other references, cited in this con-
nection in Rapoport et al. (2009)]. This system for the Fou-
rier modes has the form:

(26a)

n = n0(t)e
i(�AGW−kyy−kzz);

�n0

�t
= �n0 − iΔ�n0 + F; n ∼ n0 ∼

N�
e

Ne0

Fig. 7   Experimental (a), (b) and theoretical (c), (d) results for the 
seismogenic perturbations of the near-equatorial ionosphere; a, b 
experimental dependences of the relative values of the concentra-
tion on the time based on the data of the satellite “Atmospheric 
Explorer-E” (results have been obtained and processed by Fedorenko 
et al. (2005); c, d results of theoretical modeling based on the model 
(Rapoport et al. 2009) for the normalized spatial distributions of the 
horizontal velocity of AGW and perturbation of the electron con-
centration. Perturbations are connected with the seismogenic effect 
from the earthquake with M = 6.5. Distribution of the concentra-
tions of neutrals (N2) (a) and ions O+ (b), cm−3 on the “seismoac-
tive” part of the satellite path; relative variation after the “exclusion” 
of the slow trend of the obtained data. Period AGW τ ~ 30  min; b 
spatial distribution of the normalized relative perturbations of the 
electron concentration. Altitude z = 250 km; d spatial distribution of 

the normalized horizontal velocity of the AGW, connected with the 
perturbations of the concentration of neutral particles; c, d horizontal 
velocities of the wind and ions are equal to 60 and 20 m/s, respec-
tively. Axis Y in figs. (c, d) is directed to the east. Satellite moves 
practically from the west to the east. To the position of epicenter, the 
point of the trajectory of the satellite, for which UT = 19.15 in fig-
ures. (a), (b) and point Y = 0 in the figure. (c), (d) does correspond. 
For the modeling, the boundary conditions with ground AGW source 
(Gokhberg et al. 1996) of finite width have been adopted, namely ver-
tical component of AGW velocity has been proportional to the func-
tion f (t, y) = exp(2�t∕�)ch−2(y∕ly) , where ly = 100 km . The altitude 
is z = 250 km, and the parameters are (Sekar and Raghavarao 1987; 
Genkin et al. 1987; Huang and Kelley 1996a, b) �in0 = 1 s−1 , �0 = 0 
[which reflects qualitatively the effect of the (local) night conditions 
(Basu 2002)], Ui0z = −10 m/s , Ui0x = 20 m/s , U0x = 60 m/s , U0z = 0
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In Eq. (26a), n0(t) is dimensionless amplitude of the nor-
malized perturbation n of the electron concentration in the 
ionosphere, Ne0 is a stationary electron concentration in the 
ionosphere, Δ� = �AGW − ��

RTI
 is the frequency difference 

between AGW mode, �AGW ≡ � and unstable plasma mode, 
��′

RTI
 ; kx,y are the horizontal wavenumber components of a 

Fourier mode included into AGW wave packet and electron 
concentration perturbation; F plays a role an effective “exter-
nal force” for the corresponding effective oscillator describ-
ing the perturbations of the electron concentration, connected 
with AGW packet. The value F has a dimensionality [t−1]. 
The form of the second equation from (26a) for n0(t) is the 
same as one in (Huang and Kelley 1996a, b). As it is seen 
from (26a), n0(t) plays a role of the envelope of the electron 
concentration, while the first relation from (26a) includes car-
rier frequency and wavenumber of the corresponding AGW 
mode. The effects of plasma response to the corresponding 
AGW mode are included into n0(t) . The final result on the 
plasma excitation is obtained after the summation by all the 
Fourier modes (kx, ky) (Rapoport et al. 2011; Huang and Kel-
ley 1996a, b). An increment � of combined Rayleigh–Taylor-
E × B instability for a definite Fourier mode and the real part 
of frequency of the corresponding unstable plasma mode are 
determined by the relations (here Y is directed to the East, Z 
is directed upwards):

where g is free-fall acceleration, kz is effective vertical wave-
number (mode) component of the wave packet,

Here L−1
ef

= N−1

e0
⋅ dNe0∕dz (Sekar and Raghavarao 1987), 

�in = �in0(1 + ��∕p0) (Sekar and Raghavarao 1987; Genkin 
et al. 1987), �0 and �′-stationary density and its perturbations 
in neutral atmosphere in the presence of AGW; Ti,e are the 
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e
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electron and ion temperatures, respectively; �in0,�Hi, �0 are 
ion–neutral collision frequency, electron cyclotron frequency 
and recombination rate in the F layer, respectively (Rapoport 
et al. 2009, 2012, b, c); E⃗0 and U⃗0 are stationary electric field 
and the wind velocity, respectively.

The effective “external force” F, connected with AGW, is 
( Ux,z are AGW velocity components, U0x,z are wind velocity 
components):

Here T ′,P′ and T0,P0 are alternating and stationary com-
ponents of temperature and pressure, respectively (variations 
of which are connected with AGW),

The first, second and third terms in Eq. (28a) are the com-
ponents of the effective “external force” connected with the 
vertical and horizontal components of AGW velocity and 
density perturbations, respectively. The corresponding coef-
ficients FUz

,FUz
 and F� have the dimensionalities [L−1], [L−1] 

and [t−1], respectively. Consider combined Rayleigh–Taylor-
E × B instability in the presence of ion stationary motion 
and the wind. This motion can be caused by the presence 
of crossed geomagnetic and electric quasi-stationary fields. 
Electric fields can be either of ionospheric origin, or be 
brought into the ionosphere by quasi-stationary electro-
magnetic processes of seismogenic origin, such as radon 
emanation or appearance of near-ground current, as it is con-
sidered in Sect. 3.1. Therefore, the processes of development 
of instability (and corresponding developing plasma bubbles 
(Huang and Kelley 1996a, b) and strong seismogenic vari-
ations of TEC) can be caused by AGW (Huang and Kelley 
1996a, b) and/or quasi-stationary electric field of the seis-
mogenic origin Kuo et al. (2011). Instability is determined 
by a velocity of ions relatively to a media,
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where U0x,z are horizontal and vertical components of wind 
velocity, respectively, Ui0x,z are horizontal and vertical com-
ponents of the velocity of ion motion, respectively. The 
other details of the model and algorithm can be found in the 
papers (Rapoport et al. 2009) and the references included 
in this paper, in particular in Huang et al. (1994), Huang 
and Kelley (1996a, b), Genkin et  al. (1987), Sekar and 
Raghavarao (1987), etc. Results of the modeling, namely 
spatial distribution of ionospheric concentration response 
in the presence of horizontal wind and ion motion, and cor-
responding experimental data (Fedorenko et al. 2005) are 
shown in Fig. 7.

The correspondence between the results, obtained using the 
model (Rapoport et al. 2009), and the data of the observations 
of the seismogenic structures in the unstable ionospheric F 
layer plasma, initiated by the AGW of the lithospheric origin, 
obtained on the board of the satellite “Atmosphere Explorer-E” 
(Fedorenko et al. 2005), is demonstrated, namely (Fig. 7): (1) 
the region of plasma perturbations is shifted to a distance of 
about 2500 km from the eastern maximum of the field AGW 
in the presence of an east wind (Fig. 7a–d); (2) the region of 
the plasma instability is localized and has typical dimensions 
of the order of 1500 km (Fig. 7b, d); (3) in perturbations of the 
plasma and neutrals, quasi-periodic components with a spatial 
period ~ (600–800) km are allocated (Fig. 7a–d). Note also that 
relative value of plasma concentration disturbances can reach 
tens of percent during a time from tens of minutes to several 
hours after the onset of RTI.

As it is seen from Fig. 7, the spatial asymmetry in unsta-
ble plasma is connected with a direction of ion motion or 
corresponding (vertical, in this case) electric field. This 
asymmetry in N�

e
∕Neo spatial distribution relatively to the 

directions «+ Y » and « − Y » (i.e., « East » and « West ») is 
caused by an anisotropy of equatorial plasma instability 
in the presence of ion motion in “east–west” direction (or 
vertical electric field in upward–downward directions). The 
modeling demonstrates (in a linear approximation) that a 
characteristic time of plasma structure formation is of order 
of few dozens of minutes since “switching on” an influence 
of AGW and developing combined Rayleigh–Taylor-E × B 
instability in a near-equatorial plasma. Nevertheless, in spite 
of the fact that this theoretical result also formally corre-
sponds to the observational results, it should be noted the 
following. To get a comprehensive quantitative correspond-
ence between the theory and experiment, it is necessary to 
develop nonlinear theory accounting for the saturation of 
ionospheric plasma instability. In particular, plasma bub-
bles (Kelley 2009) could form before earthquake in near-
equatorial region, and the formation and grows of the plasma 
bubbles may result in the corresponding TEC change (Puli-
nets 2011; Kuo et al. 2011; Pulinets and Boyarchuk 2005). 

(29)U0x,z;eff = U0x,z − Ui0x,z;
Nevertheless, the results, obtained in the linear approxima-
tion for the unstable plasma and neutral structures, formed 
in the ionospheric F layer under the influence of the AGW 
packet of the seismogenic origin correspond qualitatively to 
the data of satellite observations, as described above.

Discussions and conclusions

The new quasi-stationary–electromagnetic algorithms of 
seismo-ionospheric coupling using the method of “suc-
cessive electrostatic–quasi-stationary–electromagnetic 
approximations-equivalent external sources (EQUEMES)” 
are proposed.

Both the algorithm for TEC computation based on the 
“ambipolar diffusion” approximation, which is valid approx-
imately for the range of (200–500) km, and the more detailed 
algorithm, which provides an inclusion of E and F layers in 
the “region of integration” for the determination of TEC, 
are described.

The simulations of the penetration of the electric field 
from near-Earth sources into the ionosphere have demon-
strated that this penetration should be considered within the 
dynamic model, where all the components of the conduc-
tivity are considered as finite. Mathematically, putting to 
infinity any coefficient in a differential equation leads to the 
loss of information about other terms in the equation. The 
penetration of ULF electromagnetic field into the ionosphere 
becomes more effective when the frequency decreases at 
ω < 1 s−1. The purely electrostatic problem of penetration 
with all finite components of the conductivity demonstrates 
low values of the penetrated electric field, in particular for 
the zero upper boundary condition for the potential. But, 
at ω < 0.05 s−1, i.e., at the big periods, the simulations in 
the frequency domain possess some problems, which will 
be overcome in a further work, while a transition to a time 
domain is expected. Therefore, an existence of some opti-
mum value of the ULF frequency/timescale can be expected, 
which would provide the most effective penetration of the 
electromagnetic field into the ionosphere. The optimization 
should be realized in the temporal domain; the correspond-
ing periods (or characteristic times) are T > 100 s.

A possibility of the formation of the seismogenic struc-
tures of the charge and neutral components in the near-
equatorial F region plasma is demonstrated. Such struc-
tures can be developed in the presence of the combined 
Rayleigh–Taylor-E × B instability and a packet of AGW of 
the seismogenic origin. The correspondence between the 
results of theoretical modeling and the data of the satellite 
(“Atmospheric Explorer-E”) observations is shown. Namely: 
(i) the region of plasma perturbations is shifted to a distance 
of about 2500 km from the eastern maximum of the field 
AGW in the presence of an east wind; (ii) the region of 
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the plasma instability is localized and has typical dimen-
sions of the order of 1500 km; (iii) in perturbations of the 
plasma and neutrals, the quasi-periodic components with a 
spatial period ~ (600–800) km are allocated. To get a com-
prehensive quantitative correspondence between the theory 
and experiment, the nonlinear saturation of ionospheric 
plasma instability should be accounted for. The formation 
and growth of the plasma bubbles may result in the cor-
responding TEC change (Pulinets 2011; Kuo et al. 2011; 
Pulinets and Boyarchuk 2005). Such a seismogenic change 
in TEC may be rather strong (of order of tens percent) and 
can be initiated either by AGW packet or by electric field of 
seismogenic origin, or both, penetrating into the ionosphere 
from the lower atmosphere.

In the frames of the proposed model, the penetration of 
the electromagnetic field into the ionosphere from the lower 
atmosphere could be considered in the most adequate way. 
Such a model could be useful for comparison between theo-
retical and experimental results, obtained both on a satellite 
and in ground observatories, and for better understanding 
mechanisms of seismo-ionospheric coupling.

A further development of the present model paves a way 
for searching so-called trigger phenomena. The last are 
connected with physical consequences of synergetic prop-
erties (Pulinets 2011) of opened and unstable system “litho-
sphere–atmosphere–ionosphere–magnetosphere (LAIM)”. A 
set of possible instabilities are connected with a heating of 
the ionosphere which can cause a developing of atmospheric 
gravity waves (Kotsarenko et al. 1994). In this perspective, 
this model can be developed in a self-consistent manner, 
including the self-interaction of electromagnetic waves in 
the system LAIM due to a modification of the media (con-
ductivity) under the influence of the electric field. For exam-
ple, a possibility of developing some sort of the “negative 
differential conductivity” with corresponding heating-photo-
chemistry current instability could be expected (Sorokin and 
Hayakawa 2013; Rapoport et al. 2004a, b, 2005; Gurevich 
1978).

Before some of the catastrophic phenomena such as 
earthquakes, an infrasound is generated, and this phenom-
enon is the physical basis of the acoustic channel of seismo-
ionospheric coupling. The monitoring of disasters precursors 
is important. Using the original parametric ground-based 
sound generator, which intensity is comparable with a fly-
ing up jet, the theory has been constructed and the series of 
experiments have been conducted to model acoustic action 
of disasters on the ionosphere (Koshovyy et al. 2005; Kot-
sarenko et al. 1999; Cheremnykh et al. 2014, 2015). The 
analysis of these experiments leads as well to the assumption 
that the synergy processes reveal itself in the experiments 
on the penetration and nonlinear transformation of the arti-
ficially generating sound wave through the atmosphere and 
ionosphere. As it was pointed out in Emelyanov et al. (2015), 

the energy release due to water vapor stored in the atmos-
phere and definite photochemistry processes may be a rea-
son caused by the reaction of the ionosphere to the artificial 
acoustic waves launched by the parametric sound generator 
(Emelyanov et al. 2015). Probably, this also concerns the 
experiments (Koshovyy et al. 2005; Kotsarenko et al. 1999; 
Cheremnykh et al. 2014, 2015). The synergetic approach 
(Pulinets 2011) also incorporates atmospheric water vapor 
as an important factor.

It was shown in Zettergren and Snively (2013) that acous-
tic waves generated by tropospheric sources may reach sig-
nificant amplitudes in the ionosphere, with temperature and 
vertical wind perturbations on the order of tens of Kelvins 
and m/s, respectively, in the E and F layers. The perturba-
tions of the TEC are detectable by ground-based radar and 
GPS receivers. Acoustic waves can drive field-aligned cur-
rents, detectable by in situ magnetometers (Iyemori et al. 
2015). Measurements of GPS-derived TEC (Zettergren and 
Snively 2015) reveal acoustic wave periods from ~ 1 to 4 min 
in the F-layer ionosphere following natural hazard events, 
including earthquakes, severe weather fronts and volcanoes.

We assume that to search the seismogenic effects in the 
ionosphere, it is necessary to unify the well-developed 
model of the electromagnetic channel to seismo-ionospheric 
coupling (Molchanov et al. 1995; Rapoport et al. 2004b; Gri-
malsky et al. 1999; Pulinets and Boyarchuk 2005; Sorokin 
and Hayakawa 2013) with the model of the acoustic chan-
nel (Gokhberg and Shalimov 2000; Rapoport et al. 2004a, 
2009; Koshevaya et al. 2002; Grimalskiy et al. 2003; Zetter-
gren and Snively 2015; Iyemori et al. 2015). Until recently, 
AGWs and electromagnetic waves have been considered on 
the basis of two main competitive mechanisms of seismo-
ionospheric coupling (Sorokin and Hayakawa 2013; Kli-
menko et al. 2011; Pulinets and Boyarchuk 2005).

Finally, the necessity of the discussed synergetic approach 
is supported also by the following experimental data. (1) The 
perturbations with periods 20 and 2–5 min. of characteristic 
for gravity wave branch AGW are observed in TEC few days 
before the strongest earthquakes, such as in Nepal (M = 7.8) 
and Chile (M = 8.3) in 2015. (2) Besides the perturbations in 
TEC, the same strongest seismogenic sources can cause the 
disturbances in VLF signals propagating in or radiated from 
the waveguide “earth–ionosphere” (WGEI) as well (Stangl 
et al. 2011; Sanchez-Dulcet et al. 2015). (3) Both the strong-
est seismogenic and meteorological and other geophysical 
sources (cyclones, typhoons, tsunamis, etc.) cause oscilla-
tions of the VLF signals in the range of gravity waves (Nina 
and Čadež’ 2013; Rozhnoi et al. 2014a, b, 2015; Solovieva 
et al. 2015). (4) The modification of the ionosphere plasma 
can be caused by either electric/electromagnetic field, or 
AGW, or both (Pulinets 2011; Rapoport et al. 2004a, b, 
2005, 2011, 2014b, 2017; Klimenko et al. 2011). Therefore, 
the importance of AGW/gravity wave branch as an agent of 
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the variations in the plasma concentration, altogether with 
the electric/electromagnetic field, becomes evident.

The presence of the effective external electric current 
source at the different altitudes in the atmosphere–iono-
sphere system mimics the result of the developing some 
plasma-photochemical-electric or hydrodynamic-plasma-
electric-thermal instabilities as the physical basic elements 
of the above-mentioned general synergetic picture. These 
external sources are characterized in the present paper by 
the dependence of the effectiveness of the corresponding 
electric field penetration into the ionosphere. Our results 
reveal the preferable position of the corresponding external 
sources, providing the maximal effectiveness of the penetra-
tion into the ionosphere of the excited electric fields and the 
plasma perturbations caused by these fields. Namely, the 
most effective in the sense discussed above is the placement 
of these effective external currents in the (10–55) altitude 
range.

The following results of the present paper should be 
emphasized.

1.	 We have proposed and described in details electrostatic–
quasi-stationary–electromagnetic approximations and 
equivalent external sources (EQUEMES method) to 
develop the quasi-stationary–electromagnetic algorithms 
of seismo-ionospheric coupling. In this paper, we pre-
sent these new algorithms in detail. The electromagnetic 
field does penetrate through the atmosphere–ionosphere 
system more effectively than the static one. In general, 
the dynamic approach is more adequate, than static one, 
which can be considered as a corresponding limiting 
case. To realize such a limiting pass, the EQUEMES 
method may be used.

2.	 The penetration of the electromagnetic field created by 
near-Earth alternative currents of ULF range ω < 10 s−1 
was simulated by solving the set of equations for electric 
field components Ex, Ey of the second order with respect 
to the vertical coordinate z. The penetration of rather 
strong horizontal electric field (of order from few to 
10 mV/m (Kuo et al. 2011)) to the ionospheric E and F 
layers has been modeled with current source maximum 
1 μA/m2 . It was shown that the corresponding variations 
in the electron concentration in the E and lower F layers 
of the ionosphere reach a value of order of (1–10) %, 
what corresponds to the data of the observations of the 
TEC perturbations before some of the strongest earth-
quakes (Oikonomou et al. 2016).

3.	 In the case (Pulinets 2011; Pulinets et al. 2011, 2014, 
2015), TEC and corresponding perturbations in the ion-
ospheric plasma concentration reach a value of order 
of tens percent, what exceeds remarkably the possible 
plasma perturbations obtained in the frames of the linear 
and non-self-consistent theory of the electromagnetic 

channel of coupling developed in the present paper. Such 
values of the ionospheric plasma perturbations can be 
achieved if the effective external current sources could 
reach a value of order of 10 μA/m2 , with a corresponding 
electric field penetrating into the ionosphere of order of 
100 mV/m. Such an extraordinary value of the effective 
current source in the atmosphere/lower ionosphere could 
mimic hypothetically a result of the developing some 
of the possible hydrodynamic-plasma-electric-thermal 
instabilities.

4.	 For the other equal parameters, the values |Ex|, |Ey| and 
|Ez| depend only very slightly on the altitude, in the alti-
tude ranges (100–400) km. The maximum values in the 
spatial distributions of Ex, Ey in the horizontal plane x, y 
and the modulation of the electron concentration are the 
same, by the order of value, in the range of the angles 
10° ≤ θ ≤ 60°.

5.	 A possibility of the initiation of electron concentration 
perturbations by means of AGW packet radiated from 
the near-ground gas/heat source is illustrated. The cor-
respondence between the results, obtained using our 
model, and the data of the observations of the seis-
mogenic structures in the unstable ionospheric F layer 
plasma initiated by the AGW of the lithospheric ori-
gin, obtained on the board of the satellite “Atmosphere 
Explorer-E” (Fedorenko et al. 2005), is demonstrated.

6.	 To provide the most effective penetration into the iono-
sphere of the electric field excited by the effective exter-
nal current sources mimicking the synergetic processes 
connected with a possible instabilities at the different 
altitudes of the atmosphere–ionosphere system, the 
corresponding sources should be placed at the altitude 
range (10–55) km.

The following problems for the next investigation to 
understand an electromagnetic channel of seismo-iono-
spheric coupling are proposed.

1.	 Developing the algorithm for self-consistent modeling of 
electromagnetic channel of seismo-ionospheric coupling 
including atmospheric and ionospheric dynamics of both 
electromagnetic field and plasma, primarily plasma bub-
bles that cause variation of ~ (30–80) % in TEC (through 
combined Rayleigh–Taylor-E × B or Perkins instabili-
ties), but with non-stationary electric fields in the atmos-
phere, in distinction to (Kuo et al. 2011).

2.	 Searching for confirmation of the hypothesis of the “fun-
nel effect,” while funnel will include both some insta-
bilities in an atmosphere (near-lithospheric layer/lower 
atmosphere, D and F layers, including effects of heat 
release, photochemistry and aerosol effects) and F layer 
(combined Rayleigh–Taylor-E × B or Perkins instabili-
ties) of the ionosphere.
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3.	 The self-consistent model of the electromagnetic chan-
nel of TEC disturbances formation including the devel-
oping possible hydrodynamic–photochemistry–electric 
instabilities at the different altitudes of the atmosphere–
ionosphere system should be developed.

4.	 We assume that a unified description of electromagnetic 
and acoustic channels is necessary as the basis for the 
synergy theory of the mechanism of seismo-ionospheric 
coupling (Pulinets 2011; Rapoport et al. 2014a, b; Puli-
nets and Boyarchuk 2005).

In a perspective, a nonlinear AGW model (Rapoport 
et al. 2017) and non-stationary self-consistent electro-
magnetic channel model will be united, to establish the 
synergetic mechanism of seismogenic TEC variations, 
and formation of plasma bubbles and strong variations 
in TEC.
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Appendix 1

In this “Appendix”, we present the expression for the 
conductivity tensor ⌢𝜎0(z) in the magnetized ionospheric 
plasma corresponding to the stationary problem, when 
the frequency of the electromagnetic wave is � = 0 . The 
expressions for the components of the effective permit-
tivity of the ionospheric plasma in the coordinate frame 
X’′YZ′ where OZ′ axis is aligned along the geomagnetic 
field H⃗0 are:

Here �pe,�pi,�He,�Hi are plasma and cyclotron fre-
quencies for electrons and ions, respectively; me, mi, νe, 
νI, H0 and c are the masses and the collision frequencies 
of the electrons and ions, geomagnetic field and light 
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speed, respectively. The expressions of the components 
of ⌢𝜎0(z) are obtained from (31) by means of multiplication 
with the corresponding rotation matrices (Spiegel 1959), 
and the angle between the axes OZ and Oz’ is equal to � . 
In the case of a medium with a scalar conductivity σ00, 
like the lower ionosphere or atmosphere, the effective 
permittivity (1) reduces to the scalar: ⌢𝜎0(z) = 𝜎00

⌢

I  , where 
⌢

𝜎00 ≡
⌢

𝜎P(𝜔Hi,e = 0),⌢I  is unit matrix. As a result, tensor 
⌢

𝜎0(z) has all nine nonzero components ⌢𝜎i,j(i, j = 1 ÷ 3) , 
while �12 = −�21 , �23 = −�32 , �13 = �31.

Appendix 2

Consider the details of the derivation of the dynamic equa-
tion solved to obtain Figs. 1, 2, 3, 4 presented in the paper. 
Consider electromagnetic field excited by external current 
in the system “lithosphere–atmosphere–ionosphere.” We use 
the fictitious lateral walls (FLWs). Distances between FLW 
are supposed to be much larger than typical horizontal scales 
of current “external source” in the lower atmosphere J⃗ext
(Fig. 8). We suppose that an electromagnetic field excited by 
a source J⃗ext is zero at FLW. Because the parameters of the 
medium is supposed to be dependent only on vertical coor-
dinates z, the spectrum electromagnetic fields excited by a 
source J⃗ext is discrete with the horizontal Fourier wavenum-
bers (kx, ky) and the amplitude of Fourier components 
F
(kx,ky)

x,y,z (z) which depends on Z. Fourier amplitudes of external 
current are components Ex,y,z =

∑

kx,ky
ei(�t−kxx−kyy)E

(kx,ky)

x,y,z (z),

Hx,y,z =
∑

kx,ky
ei(�t−kxx−kyy)H

(kx,ky)

x,y,z (z), , while the current 
s o u r c e  c a n  b e  p r e s e n t e d  i n  t h e  fo r m 
Jx,y,z =

∑

kx,ky
ei(�t−kxx−kyy)j

(kx,ky)

x,y,z (z).
The Maxwell equation can be written in the form

(32)
Δ⃗xH⃗ = ik0D⃗ +

4𝜋

c
j⃗; k0 ≡

𝜔

c
;D⃗ = 𝜀̂E⃗

Δ⃗xE⃗ = −ik0H⃗

Fig. 8   System “lithosphere–atmosphere–ionosphere” with external 
current J⃗ext . Geomagnetic field H⃗0 is parallel to z′ axis. The fictitious 
lateral walls are shown by dashed lines
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Using (32), one can get

Then, we use the combined spectrum finite-difference 
method (Boardman et al. 2005; Rapoport et al. 2012a, b, 
2014a). Namely, we make Fourier transform of Eq. (34), 
accounting for (33). As a result, we obtain the rela-
tions for Fourier components of the fields. Then, writing 
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corresponding equation for the Fourier components, we omit 
the upper indices (kx, ky). The same concerns Fourier com-
ponents of the external source J⃗ext . All Fourier amplitudes 
depend on Z. Writing the formulas for the Fourier compo-
nents of fields and currents below, we omit the dependences 
on Z, such as E(kx,ky)

x (z) → Ex, J
(kxky)

x (z) → Jx.

In components x, y, z, Eq. (34) takes the form:
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Suppose that the medium above upper boundary z = Lz is 
homogeneous layer F with parameters which do not depend 
on z) and the appropriation �3 → ∞ (where �3 is a compo-
nent of tensor along axis z′).

where

In (43)

In (44), the choice of the signs of the imaginary parts 
(denoted with using of two primes) of the wavenumbers 
kAW,MSW in the media with finite losses determines the cor-
responding wavenumbers as a whole. These signs are chosen 
in a way, corresponding to the radiation/losses of the cor-
responding waves in the direction “+ z”, in other words to 
the magnetosphere from the upper boundary z = Lz The layer 
F is anisotropic and non-gyrotropic. The tensor 𝜀̂ in a layer 
F in a coordinate system x′, y′, z′ has a form (Bryunelli and 
Namgaladze 1988):

and the value �1 included into relations (44) is an element 
of the tensor (45). Finally, one held to solve the system of 
Eqs. (39), (40) with the boundary conditions (41), (42) with 
the coefficients (43). This solution is performed using matrix 
sweep method (Samarskii 2001; Samarskii and Nikolaev 
1989).
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