Volume 68 « Number 6 « December 2020

N

YHASHEAUATE M NN

C [r— 2 Springer

Polish Academy of Sciences



Acta Geophysica (2020) 68:1565-1593
https://doi.org/10.1007/511600-020-00486-1

RESEARCH ARTICLE - SOLID EARTH SCIENCES q

Check for
updates

Lithospheric mantle anisotropy from local events
beneath the Sunda-Banda arc transition and its geodynamic
implications

Syuhada Syuhada' - Nugroho D. Hananto? - Chalid I. Abdullah?® - Nanang T. Puspito® - Titi Anggono’ -
Febty Febriani' - Bogie Soedjatmiko’

Received: 17 September 2019 / Accepted: 16 September 2020 / Published online: 1 October 2020
© Institute of Geophysics, Polish Academy of Sciences & Polish Academy of Sciences 2020

Abstract

Shear wave splitting analysis to characterise lithospheric mantle anisotropy has been performed to provide better knowledge
about lithospheric deformation and mantle flow beneath the Sunda—Banda arc transition, Indonesia. The tectonic setting of
the study area is very complex characterised by the transition from subduction along Sunda arc to collision in Banda arc.
The splitting measurements show lateral and vertical variation in the fast directions of the S-waves in this region. When the
splitting results are analysed through 2D delay-time tomography and spatial averaging, systematic patterns in delay times
and fast polarisation become more visible. In the subduction domain, the spatial averages of fast directions are dominated
by two distinct fast polarisations: perpendicular and parallel to the plate motion for shallow and deep events, respectively.
The results suggest that anisotropy in this area is not only controlled by anisotropic source related to the simple mantle flow
model, but also by anisotropic fabric in the mantle deformed under influence of high stresses, high water contents and low
temperatures. In addition, there might also be contribution from the anisotropic body in the upper layer. In the collision
domain, spatially averaged fast directions show mostly perpendicular to the plate motion for all deep levels. For shallow
level in this region, this trend is mainly governed by the lithospheric deformation process due to the continent-arc collision
as also shown by delay time tomographic inversion. For deeper part of the region, the result of tomographic inversion and
spatial averaging reveals a high anisotropy followed by rotational pattern of fast directions in the north of Timor. We suggest
that this pattern might be related to the induced mantle flow due to lateral tearing of the slab.

Keywords Shear wave splitting - Seismic anisotropy - Mantle flow - Sunda—Banda arc transition zone

Introduction defined as the directional dependence of the seismic wave

propagation in a medium within the Earth and is usually

Seismic anisotropy analysis is a seismological tool that can
be used to investigate the style of deformation occurring in
the crust and mantle, and consequently to reveal the geody-
namic evolution of the region. Seismic anisotropy itself is
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observed using shear wave splitting. This occurs when a
shear wave propagating through an anisotropic medium
splits into two orthogonally polarised shear waves with
different velocities (e.g. Vinnik et al. 1984; Collings et al.
2013). Thus, shear wave splitting analysis consists in meas-
uring the propagation direction of the fast wave (¢), and
estimation of the time lag (6¢) between the two arrival waves.
The fast orientation provides information about the geom-
etry of anisotropic body, and the split time corresponds to
the intensity of anisotropy and a thickness of the anisotropic
layer (e.g. Silver 1996).

Shear wave splitting method has been used for many dif-
ferent tectonic environments with various results, includ-
ing both fast polarisation parallel and perpendicular to the
absolute plate motion and variation in delay time values (e.g.
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Long and van der Hilst 2005; Greve et al. 2008; Leo et al.
2012; Collings et al. 2013). In a single subduction system,
the variation in splitting results might also be observed
along the system (e.g. Hammond et al. 2010). This varia-
tion reflects the complex anisotropic scenarios of subduc-
tion systems with anisotropic contribution originating from
various parts of the subduction zone such as the wedge, slab
and sub-slab mantle (Long and Silver 2009). At shallow
depth, seismic anisotropy is commonly produced by pre-
ferred orientation of cracks, fractures and aligned inclusions
oriented in the regional direction of stress-field (Crampin
1994). Conversely, seismic anisotropy generated at deeper
depth is often ascribed to the lattice preferred orientation
(LPO) of anisotropic minerals, which may be fossilised into
the lithosphere resulted from past tectonic deformation, or
associated with recent asthenospheric flow (Savage 1999;
Miller et al. 2013).

Sunda—Banda arc transition is complex tectonic setting
involving the interaction of two tectonic regimes: subduc-
tion and collision. The study area is situated around Sumba
Island and characterised by transition in tectonic setting
from subduction in west of Sumba Island to collision in
east of Sumba Island. This situation can be considered as
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the best modern examples of the initial stages in transition
from subduction to arc-continent collision (Fig. 1). In the
west of Sumba, the Indo-Australian plate moves and sub-
ducts beneath the Eurasian plate in the direction N13E, at
a rate of ~70 mm/year (Curray 1989). The relative plate
motion then gradually decreases to as low as ~15 mm/
year near the Timor Trough (Bock et al. 2003). Seis-
mic reflection and refraction studies (e.g. Shulgin et al.
2009; Luschen et al. 2011) found that this area is highly
deformed providing variation in structure and morphol-
ogy. This area is also marked by the presence of two major
structure discontinuities dividing the region into three tec-
tonic blocks (Nugroho et al. 2009). First, major tectonic
discontinuity separating between Sunda arc and Banda arc
has been hypothesised based on the discontinuity line of
volcanism located between Sumbawa and Flores Islands
(Audley-Charles 1975). Another hypothesised structure
discontinuity based on the uplift different of coral reefs is
located along Pantar Strait (Nishimura and Suparka 1986).
Furthermore, seismicity studies show that there are spa-
tial gaps in shallow and intermediate depth as observed
for example beneath Wetar Island and Timor Island (e.g.
McCaffrey et al. 1985; Ely and Sandiford 2010). These
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Fig. 1 The plate tectonic setting around Sunda—Banda transition and
location of the study area with the features described in the text and
bathymetry derived from Smith and Sandwell (1997). Dashed black
arrows show displacement vector of the Indo-Australian oceanic
lithosphere and the Australian continental lithosphere with respect to
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the Eurasian lithosphere. Inverted blue triangles mark the broadband
seismic stations used in this research. The red dashed lines reflect the
structure discontinuity zones suggested by Nishimura and Suparka
(1986)
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gaps might correspond to the termination of volcanic belt
or to tearing of the subducted oceanic slab separated from
the continental part (McCaffrey et al. 1985; Ely and San-
diford 2010). Thus, this complex tectonic setting provides
an ideal location to study the geodynamic evolution of
the study area during the initial stages of arc-continent
collision.

Recent seismological studies also have been carried
out in order to substantiate the geodynamic and tectonic
evolution of the region as result of the change of tectonic
environment from subduction to collision (Syuhada et al.
2016, 2017). A previous crustal study (Syuhada et al.
2016) shows that the Moho depth varies between 26 and
38 km, and the deeper Mohos are found at seismic stations
located in the collision domain. This study suggests that
the thicker crust around the collision zone is governed by
the insertion of buoyant Australian continental crust dur-
ing the collision process. The study area also has high Vp/
Vs that could be correlated to the local geological features
such as the existence of mafic and ultramafic rocks, fluid-
filled cracks and partial melt produced by magmatic pro-
cesses in the upper mantle. The crustal anisotropy study
shows that the fast polarisations in the subduction domain
are in agreement with the general orientations of the com-
pressive principal strain rates (Syuhada et al. 2017), sug-
gesting that anisotropy in this area is mainly generated by
stress-induced anisotropy. On the contrary, more scattered
fast directions are shown in the collision domain, indicat-
ing that anisotropy is either produced by aligned cracks
connected to the stress field or structural features related
to the aligned macroscopic fabrics and alignment aniso-
tropic minerals. As these studies were focused on the crus-
tal deformation, the information regarding the influence of
the lithospheric mantle deformation during the transition
processes of tectonic regime changes is still unclear. This
information is crucial to complete our understanding of
the tectonic evolution of the study area.

In this region, the only information-related mantle anisot-
ropy comes from shear wave splitting measurements using
SKS phases and local S from limited seismic station cover-
age conducted by Hammond et al. (2010). These measure-
ments obtained complex fast orientation around the study
area. Hammond et al. (2010) suggested that the complex pat-
tern of fast polarisations arises from the slab bending under-
neath the seismic station. Leo et al. (2012) interpretted that
this pattern may be produced by fossil anisotropy formed
from past tectonic events. However, those measurements
used limited seismic station coverage causing incomplete
information about mantle dynamics around the region. In
this current work, we extend our research about lithospheric
deformation in this area by studying mantle seismic anisot-
ropy with significantly improved spatial coverage from local
seismic stations.

Data and method

We use waveform data from 17 stations of GEOFON-
IA network (GEOFON Data Centre 1993) to deter-
mine lithospheric anisotropy at Sunda—Banda transition
(Fig. 2). We employ local intermediate depth earthquakes
(40-300 km) with distance less than 300 km occurring
during 2008 and 2015. This criterion is chosen to accom-
modate the interpretation of the result, and to ensure that
the rays have the incidence angle less than 35° to remove
effect of S—P converted phase from the surface. Litho-
sphere thickness in this area is around 120 km (McCaffrey
et al. 1985) allowing us to divide the anisotropic analy-
sis based on earthquake sources: shallow (< 100 km) and
depth (> 100 km). The events with the above criteria are
then searched from the relocated GEOFON-IA network
catalogue (Nugraha et al. 2015).

The splitting parameters in this paper are estimated
using the automatic shear wave splitting algorithm
(MFAST) proposed by Savage et al. (2010). The pack-
age is based on the eigenvalue minimisation of Silver and
Chan (1991) and the cluster analysis method of Teanby
et al. (2004). The eigenvalue minimisation algorithm uses
an inverse splitting operator to correct the splitting S-wave
by finding the most linear particle motion. To find the best
solution, the method applies a grid search over all pos-
sible solutions of fast directions (¢) between —90° and
90° with a 1° increment and delay times (6t) between 0.00
and 0.80 s with a 0.01 increment. The pair of ¢ and ¢
providing the most linear particle motion with the smallest
eigenvalue is chosen the best solution. In this stage, the
eigenvector of the larger eigenvalue provides an approxi-
mate direction of the initial polarisation. Uncertainties of
the measurements are then computed by searching the 95%
confidence interval for the optimum splitting parameters
using an F-test for the selected time window (Silver and
Chan 1991).

We perform a series of bandpass filters ranging from
0.4 to 10 Hz to estimate the optimum filter, which is based
on the maximum value of the signal-to-noise ratio (SNR)-
bandwidth. In this analysis, we only use records with SNR
greater than 3 for the splitting measurements. The SNR is
defined as the average root mean square ratio of the signal
and noise windows in the horizontal component of seis-
mograms. The dominant frequency of the signal is deter-
mined using the frequency that has the highest spectral
amplitude calculated from 3 s window after the S-arrival.
To reduce subjectivity in choosing too large or too small
windows causing ambiguous results, MFAST implements
cluster analysis over a number of time windows to search
the most stable fitting splitting parameters (Teanby et al.
2004). The quality of the measurements is then evaluated
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Fig.2 The station network and the earthquake data used for the splitting analysis. The light and dark circles mark the shallow and deep events,

respectively

based on grading system from A to D that represents good
and bad results. This grading scheme depends not only on
the SNR and uncertainty, but also stability of the clusters
(Savage et al. 2010). In this research, only the results with
grade of “B” or higher (here after AB grade) are used for
further analysis. In this program, the AB grading measure-
ments are achieved if: (1) the SNR > 3, (2) 6t <0.8*flag,,,,
(tlag,,,y is defined as the maximum value of 6t set in grid
search), (3) the maximum error of 25° for the fast polarisa-
tion, and if the measurements have a A or B cluster grad-
ing in the cluster analysis.

In addition to splitting parameters, we also calculate
uncertainties (e.g. standard deviation, standard error) for
each single station measurements based on directional statis-
tics (Mardia 1972; Gerst and Savage 2004; Karalliyadda and
Savage 2013). Directional statistics is necessary to explain
the estimated error and accuracy of mean fast azimuth. Due
to 180° ambiguity of angular data, the directional statistics
differs from the normal statistics. The obtained statistical
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parameters from directional statistics, such as mean fast
azimuth ¢, length of the mean resultant vector of ¢ (R),
circular standard deviation of ¢ (CSD) and standard error
of (SE) are derived from the fast azimuths. The R is an esti-
mation of circular spread from the calculated mean angular
azimuth ¢. SE is calculated from the obtained R and con-
centration parameter (x), which is of a Von Mises distribu-
tion VM(¢,x). The obtained SE indicates the accuracy of
the mean fast azimuth ¢. Tables 1, 2 and 3 summarise the
obtained statistical parameters that are calculated from the
splitting measurement from each station (Fig. 3).

2D delay-time tomography and spatial
averaging method

To resolve and infer the spatial heterogeneity of splitting
results, we apply 2D delay-time tomography and spa-
tial averaging technique (TESSA) (Johnson et al. 2011;
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Table 1 Computed splitting Staion N Mean¢  SEof¢  CSDof¢ R Meanst  SEofét  SDof bt

parameters from all stations for

all depth ALKI 9 76.43 16.67 39.37 039 023 0.04 0.11
ATNI 21 59.86 2425 52.98 0.18 031 0.03 0.14
BASI 48 86.25 17.24 54.07 017 028 0.03 0.19
BATI 28 6144  14.03 46.50 027 034 0.04 0.21
BMNI 9 27.95 5540 58.83 012 022 0.03 0.10
DBNI 179  -5130  14.81 61.22 0.10 023 0.01 0.15
EDFI 55 —5529  23.80 59.66 011 022 0.02 0.15
KLNI 30 3527 2020 52.92 018 021 0.03 0.15
LBFI 133 -8.78 3.77 36.65 044 025 0.01 0.15
LRTI 5  —-7594 1974 36.96 043 031 0.09 0.20
MMRI 72 73.93 8.65 46.30 027 027 0.02 0.19
MTNI 6 26.93 10.68 25.95 0.66 027 0.09 0.21
PLAI 175 7277 6.27 48.36 024 020 0.01 0.11
SOEI 36 —63.61 6.70 35.07 047 031 0.03 0.16
TWSI 24 -37.14 1378 44.86 029 027 0.04 0.21
WBSI 80 81.20 8.51 46.93 026 020 0.02 0.15
WSI 37 5133 33.50 61.59 0.10 023 0.02 0.13

N number of events, Mean ¢ mean fast azimuth, SE standard error, CSD circular standard deviation, R
mean resultant vector of ¢, Mean 5t mean delay time, SD standard deviation

Table 2 Computed splitting Staton N  Mean¢  SEof¢ CSDof¢ R Meanér  SEofst  SD of 6t

parameters from all stations for

depth less than 100 km ALKI 4 —79.40 13.24 26.21 0.66 025 0.06 0.11
ATNI 13 14.85 70.90 64.53 0.08 031 0.04 0.12
BASI 19  -77.95 9.79 36.29 045 025 0.04 0.19
BATI 20 70.24 9.10 35.33 047 026 0.03 0.13
BMNI 7 0.44 23.18 43.16 032 022 0.04 0.11
DBNI 56 —29.68 29.34 62.57 009 0.8 0.01 0.08
EDFI 30 —2881 16.41 49.66 022  0.17 0.03 0.14
KLNI 14 66.04 26.68 51.33 020  0.14 0.02 0.08
LBFI 49  -2230 10.54 46.40 027 024 0.02 0.14
LRTI 3 —4964 5350 50.15 022 025 0.08 0.14
MMRI 43  —89.93 8.23 40.83 036 025 0.03 0.18
MTNI 4 14.95 14.47 28.15 062 036 0.11 021
PLAI 69 59.47 10.27 48.82 023 0.8 0.01 0.11
SOEI 21 —-79.51 10.32 38.32 041 026 0.03 0.14
TWSI 7 —69.98 21.01 41.37 035 0.5 0.04 0.10
WBSI 44 —88.13 8.19 40.95 036  0.16 0.02 0.12
WSI 14 50.90 28.39 52.30 0.19 020 0.02 0.09

N number of events, Mean ¢ mean fast azimuth, SE standard error, CSD circular standard deviation, R
mean resultant vector of ¢, Mean 6t mean delay time, SD standard deviation

Karalliyadda and Savage 2013). The methods may allow
us to estimate the spatial distribution of anisotropic struc-
ture in the first-order approximation. The delay time (6t)
from the shear wave splitting measurement is assumed
to be the summation of anisotropic structure along the

raypath (e.g. Crampin 1991; Johnson et al. 2011), and it
is proportional to the path length of the ray passing the
anisotropic medium (Johnson et al. 2011; Karalliyadda
and Savage 2013). TESSA assumes that the total delay
time (6¢) is the summation of the delay time from each
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Table 3 Computed splitting

. Station N Mean ¢ SE of ¢ CSD of ¢ R Mean ot SE of 6t SD of 6t

parameters from all stations for

depth larger than 100 km ALKI 5 5227 15.82 3244 053 021 0.05 0.11
ATNI 8 67.44 13.57 34.13 0.49 0.33 0.05 0.15
BASI 29 46.51 23.88 55.17 0.16 0.30 0.04 0.19
BATI 8 3.18 17.39 39.06 0.39 0.54 0.09 0.25
BMNI 2 76.00 7.87 11.14 0.93 0.19 0.00 0.01
DBNI 123 —58.15 15.00 58.84 0.12 0.25 0.01 0.16
EDFI 25 —88.76 17.24 48.99 0.23 0.27 0.03 0.13
KLNI 16 19.75 16.51 44.48 0.30 0.27 0.05 0.18
LBFI 84 -5.13 3.56 30.71 0.56 0.26 0.02 0.15
LRTI 2 —84.00 7.87 11.14 0.93 0.40 0.17 0.24
MMRI 29 47.57 10.08 40.92 0.36 0.31 0.03 0.19
MTNI 2 42.00 1.41 2.00 1.00 0.09 0.03 0.04
PLAI 106 80.10 7.16 46.38 0.27 0.21 0.01 0.11
SOEI 15 —51.12 6.03 23.48 0.71 0.37 0.04 0.16
TWSI 17 —26.91 12.49 39.94 0.38 0.32 0.06 0.23
WBSI 36 59.64 14.22 48.82 0.23 0.25 0.03 0.16
WSI 23 52.45 94.76 71.46 0.04 0.25 0.03 0.15

N number of events, Mean ¢ mean fast azimuth, SE standard error, CSD circular standard deviation, R
mean resultant vector of ¢, Mean 5t mean delay time, SD standard deviation

grid block with its strength anisotropy (s,,). To determine
the strength anisotropy (s,) for each block, the solution
was estimated using medium-scale optimisation inver-
sion function in MATLAB (Isqlin) (Johnson et al. 2011;
Karalliyadda and Savage 2013). The algorithm solves
a feasible initial solution and then converges to a final
solution iteratively within the boundary constraints. The
boundary constrains are applied so that the minimum
strength anisotropy (s,) is larger than O s/km and the
maximum strength anisotropy (s,) is less than 6, ,,,c)/Ly,,
where 6,y 1S the maximum delay time (1) observed
along a raypath and L, is the grid size. In this study,
we set the grid size to be 25 km. Number of rays for
each grid is set to be minimum of 6 and maximum of
50 (see Appendix Fig. 17). To estimate average fast azi-
muth (¢) in each grid, we use tomographic weighting
scheme applied in TESSA. The tomographic weighting
is assumed to account every variation that occurs in the
anisotropic structure (Karalliyadda and Savage 2013).
The tomographic weighting function takes account on
the strength anisotropy from each grid to estimate the
average fast azimuth (¢) for each grid block as proposed
by Johnson et al. (2011). This manner allows us to iden-
tify the blocks which may have more than a single mode
of ¢. The weighting parameter for each grid is estimated
from the anisotropy strength along the raypath for each
grid (s,) normalised by the observed delay time for that
raypath ot,. In this study, we plot the ¢ mean direction
from each grid in yellow and red bars if standard error of
the mean is less and greater than 25°, respectively.

@ Springer

Results and discussion

The splitting results are presented in Tables 1, 2 and 3 as
well as in Fig. 4. In general, all depth events give fast polari-
sation directions parallel or sub-parallel to the absolute plate
motion (NE-SW) at some seismic stations (KLNI, MTNI,
PLAI and MMRI). Other seismic stations, e.g. DBNI, TWSI
and EDFI, show the average fast polarisation of the S waves
perpendicular to the absolute plate motion. However, those
seismic stations show either bimodal distribution of ¢ or
high standard deviation, reflecting lateral and vertical vari-
ation of anisotropy in this area (Figs. 5, 6, 7). Delay times
at some seismic stations are generally within the range of
~0.14-0.3 s for both shallow and deep events.

For seismic stations located in the subduction zone, the
shallow events yield scattered distribution of fast directions,
except for seismic stations located in Lombok Island, which
are consistent from station to station suggesting localised
coherent anisotropy. In Sumbawa Island, seismic stations
exhibit two distinct fast azimuths: parallel or sub-parallel and
perpendicular to the absolute plate motion, indicating lateral
anisotropic variation. Deep events processed at stations in this
island provide the same fast direction as shallow events do.

For seismic stations situated in the collision domain
(Sumba, Flores and Timor), the splitting results display
lateral and vertical variation in fast directions as seen in
Figs. 4, 6 and 7. In Sumba Island, shallow events at station
WBSI and WSI show E-W fast polarisation azimuths or
almost perpendicular to the absolute plate motion. ¢ then
becomes approximately NE-SW oriented from deeper
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Fig.3 Example of observed
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windows (dashed lines). The T : :
grey shaded region indicates Correctedp
the selected splitting analysis ~170930 0
window used in the final step 170930 z
of measurement. b The rotated AN AN~ Corrected p,
waveforms before and after cor- R "N
rections for splitting measure- 170930 -
ment with grey shaded area 11 12 13 14 15 16 17 18 19 130 140 150 16.0 170 18.0
Lo Seconds Seconds
indicating the selected S-wave c D
time window. The dashed lines 90 %0
again represent the splitting 60
windows. ¢ and d The results 30 L 604
of the splitting parameters % 0 e R
obtained using cluster analysis =30 3 30+
with the best solution showed -60 . ><
by blue crosses. e The particle %0 50
motion of the waveforms before = 0.8 _30/
and after correction for the = 0.6
splitting analysis. f The contour 0.4 o -604
diagram for the best solution of 0.2
the splitting parameters with the 00 20 40 60 %50 02 o4 06 08 10
smallest eigenvalue (blue cross) Window number 5t (s)
E 1.0 1 1.0 2
0.5 0.5
0.0 + = 0.0 =y
-05 -05 <
-1.0 -1.0 2
14.0 140 150 3
1.0 1.0 - 8
[%2]
0.5 0.5 &
0.0 L 0.0 60
-0.51 F-0.5
-1.0 -1.0 —90 A= T T y
-10 00 10 -10 00 1.0 00 02 04 06 08 1.0
ot (s)
event 2011.307.LBFI1.348100542.0.2-3.fb1 results: GRADE ACI
depth: 174.29 km fast: 9.0 +/- 1.8 (°)

distance: 35.0161 km

magnitude: 4.4

events. Another seismic station in this island displays con-
sistent pattern of ¢ perpendicular to the plate motion for
both shallow and deep events. Seismic station in Flores and
Alor Islands also shows changes in ¢ with depth (e.g. EDFI,
MMRI, ALKI) as seen in Fig. 7. Consistent patterns of ¢
with depth are observed for seismic station located in Timor
Island with two distinct fast polarisation azimuths: parallel
or sub-parallel (BATI and ATNI) and perpendicular to direc-
tion the absolute plate motion (SOEI).

The splitting measurements showing fast directions par-
allel and perpendicular to the direction of plate motion have
been observed in most subduction zone worldwide (e.g.
Greve et al. 2008; Long and Silver 2008; Hammond et al.
2010). If mantle anisotropy in this region occurs through the

5t = 0.338 +/- 0.003 (s)
spol: 34.0 +/- 0.4 (°)

simple lattice preferred orientation (LPO) mechanism, caus-
ing the fast axis of olivine to be parallel with the maximum
shear direction, then the simple mantle flow model would
predict that the S-wave fast directions tend to align with the
plate motion (Long 2013). However, the results exhibit that
the fast directions at some stations do not always align with
the plate motion. These fast directions might originate from
olivine fabric deformed under high stress conditions and
water content, causing the axis of the predominant mineral
olivine to align perpendicular to the direction of mantle
flow direction (Jung and Karato 2001). Another plausible
mechanism is anisotropy caused by strong contribution of
anisotropic body in the upper layer through shape preferred
orientation mechanism (e.g. Audoine et al. 2000; Greve

@ Springer



1572

Acta Geophysica (2020) 68:1565-1593

Fig.4 The spatial distribution A
of fast polarisations obtained

124° 126°

122°

for all events (a). b and ¢ show
the spatial distribution of ¢
obtained for event below and
above 100 km, respectively.
Yellow lines on the rose
diagrams represent the average
of fast polarisations with their
standard deviation shown by
the underlying blue area. Black
arrow lines represent absolute
plate motion direction based
on CGPS 2004 model (Prawi-
rodirdjo and Bock 2004)

Depth < 100km
T

—12°

Depth > 100k
: :

m

116°

et al. 2008). Furthermore, spatial variations of fast orienta-
tions observed in this region might be related to variations
in anisotropic geometry fabric (Karalliyadda and Savage
2013). The anisotropic geometry models with two or mul-
tiple anisotropic layers might produce unusual effects but
with systematic patterns on the splitting parameters (e.g.
Silver and Savage 1994; Rumpker and Silver 1998). We
then seek any variation of splitting parameters by plotting
them with backazimuth and incidence angle at each seismic
station. The plots show that there are no any systematic

@ Springer
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correlation of splitting parameters with either backazimuth
or incidence angle (see Appendix Figs.18 and 19). These
suggest that the splitting parameters in this study may be
affected by complex anisotropic sources causing lateral
variation in anisotropy and it causes difficulty in the inter-
pretation. In this report, we will discuss more detail about
the possible causes of lithospheric mantle anisotropy with
their implications to geodynamics of this region, including
interpretation from 2D delay-time tomography and spatial
averaging technique in Sect. 4.
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is marked on the figure. Colours of each bar represent the individual
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Fig.7 Same with Fig. 5 but for profile C-C’
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Percent anisotropy

To calculate percent anisotropy, we use the relationship
between Ot (delay time) and L (path length) given by the
following linear expression (e.g. Savage 1999):
o1=10
p

here, f is the average velocity of S waves along the ani-
sotropic path, 80 is the fraction of velocity anisotropy com-
puted from the splitting measurements and the path length
is proportional to hypocentral distance. For each station,
the delay times are plotted versus hypocentral distance and
the best slope is calculated using the least squares method.
An approximate percent velocity then can be determined
by using an average S-wave velocity of about 4.5 km/s for
a single anisotropic layer. Our estimations show that veloc-
ity anisotropy calculated for some seismic stations located
in the collision domain is generally higher than that in the
subduction domain (Figs. 8, 9, 10). For example, stations
located in Timor Island yield average velocity anisotropy
around 0.65-0.85%. In Flores Island, station MMRI shows
that the velocity anisotropy is similar to that of seismic sta-
tions in Timor Island. In subduction domain, some seismic
stations provide velocity anisotropy of about 0.51-0.57%;
however, the results of delay times from stations DBNI and
BMNI give higher velocity anisotropy of around 0.6%.

The strength anisotropy between 0.65 and 0.85% found in
the study area is comparable with the observation conducted
in other subduction systems, for instance, anisotropy of 0.5%
at depth less than 100 km beneath Peru (Kaneshima and Sil-
ver 1995), 1.0% anisotropy in Aleutians (Yang et al. 1995)
and 1.5% in the west volcanic front of Japan (Okada et al.
1995). Furthermore, the seismic anisotropy observed from
splitting results for the mantle above and below the slabs
ranges between 0.5 and 2.0%, (Fouch and Fischer 1996;
Okada et al. 1995) and up to 5% within the slabs (e.g., Shih
et al. 1991; Kaneshima and Silver 1995; Gledhill and Stuart
1996; Hiramatsu et al. 1997).

Comparison with previous anisotropy
studies

The splitting measurements from the previous anisotropy
studies were conducted in the small part of the study area
with a limited number station (e.g. Hammond et al. 2010),
in which the measurements are mainly performed around
Java-Sumatra subduction zone. They used station BMI (part
of JISNET), which is located at the same location as station

@ Springer

BMNI in our study. The fast polarisations obtained in this
previous work shows scatter or complicated pattern around
the boundary of Sunda subduction zone and Banda collision
zone. Their results are consistent with ours for both shal-
low and deep events. Hammond et al. (2010) also obtained
delay time around 0.1-0.9 s (with an average of 0.4 s) and
1.25-1.82 s (with an average of 1.5 s) for local S-wave data
and SKS data, respectively. Thus, our estimation of split-
ting delay time with an average of 0.22 s for BMNI station
is within their range estimation for local S-wave measure-
ments. However, our average delay time is about 14% of that
obtained by their SKS results. This discrepancy between
our estimation and SKS results may suggest that SKS data
measure anisotropy sources from deeper part of lithosphere,
while our analysis contains higher frequencies, which is
more sensitive to re-splitting due to small-scale heteroge-
neities beneath the station (Karalliyadda and Savage 2013;
Wirth and Long 2010).

Interpretation and discussion
Sumbawa zone: two-layer anisotropy

Bimodal distribution or spatial variation of ¢ with high
standard deviation suggests the existence of complex ani-
sotropic features beneath the study area. Complex or multi-
layers of anisotropy are usually characterised by a z/2 peri-
odic pattern of splitting parameters as a function of source
backazimuth or source initial polarisation (¢,) (Silver and
Savage 1994). Initial polarisation is the polarisation azimuth
of the unsplit S wave before passing through the anisotropic
layer. In the case of simple two anisotropic layers, the S
wave entering the lower anisotropic layer will split into the
fast and the slow waves while propagating through it. The
splitting waves then enter the upper anisotropic layer and
resplit with different fast orientation than the lower one. As
consequence, the initial polarisation azimuth in the upper
layer is equivalent to the fast polarisation of the split waves
resulted from the previous anisotropic layer.

In the two-layer anisotropy model, the splitting param-
eters will produce a characteristic pattern of a z/2 periodicity
as a function of the initial polarisation (Silver and Savage
1994). The patterns can be clearly identified for the wave
observed at long periods (7/6t>5) (Rumpker and Silver
1998). Therefore, to identify the possibility of multiple ani-
sotropic layers beneath the study area, we select the splitting
parameters that satisfy the above requirement. From 17 seis-
mic stations, we only have two seismic stations (DBNI and
PLAI) with suitable number of splitting records for multiple
anisotropic layer analysis. From the two seismic stations,
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only at DBNI station we suggest that a z/2 periodic pattern
in delay time with respect to the initial polarisation ¢, can
be identified. On the contrary, the fast directions measured
at this station do not show any periodic patterns as a func-
tion of initial polarisation. We can assume that the system
of two anisotropic layers is likely present underneath this
station. In this case, we perform forward modelling tech-
nique to validate the two-layer anisotropy model with a
horizontal symmetry axis (Savage et al. 1990; Silver and
Savage 1994). This technique uses the least square method
to search the best model of the two-layer anisotropic struc-
ture with a horizontal symmetry axis by minimising error
between the observed and calculated splitting parameters.
The method of finding ¢ and 6t (for both the upper and
lower layers) is based on grid search techniques from —90°
to 90° with intervals of 1° for the fast direction and from
0—dtmax with increment of 0.01 s for the delay time. The
optimum model obtained from this method is characterised

by ¢10wer layer= 330’ 5t10wer 1ayer= 0.11 S, ¢upper layer= —52°dan
Otypper layer = 0.04 s (Fig. 11). However, this model still has
limitation due to limited number of data. Therefore, further
study may be necessary to model the possible two-layer ani-
sotropic around the study area by involving, for example,
larger dataset.

The fast directions on DBNI station obtained from both
earthquake sources are consistently NW-SE trending, per-
pendicular to Sunda—Banda trench. We suggest that anisot-
ropy beneath this station is controlled not only by aniso-
tropic source related to the mantle flow but also anisotropic
structure in the upper layer. For further analysis about the
existence of two-layer anisotropic layer underneath this sta-
tion, we plot the rose diagram of the initial polarisations
for both earthquake sources (Fig. 12). As stated earlier that

0.4

DBNI

Delay time (s)

0.0 T T T T T
0 30 60 90 120 150 180

Initial polarisations (¢p°)

the initial polarisation azimuth of the wave when passing
through the upper layer will display the fast polarisation of
the lower layer. Here, the initial polarisation from both earth-
quake sources are generally aligned NE-SW or parallel to
the plate motion. Interestingly, the initial polarisations of
shallow events are consistent with the forward modelling
results showing the NE-SW direction of the fast polarisa-
tions for the lower layer, as expected. Thus, this might indi-
cate that anisotropy from above 50 km is so strong causing
the S-waves from the event below 50 km completely split
when passing through it. Therefore, we suggest that aniso-
tropic source beneath this station is mainly controlled by
anisotropic body located in the crust or upper mantle.

As discussed in the previous section that there are two
main possible mechanisms related to the fast orientation
of splitting wave perpendicular to the plate motion (e.g.
Karato et al. 2008; Karato 2004; Fischer et al. 2000). First,
if the upper mantle has dominant contribution to the ani-
sotropy, it is more likely due to a change of deformation
of olivine aggregates from typical [100] to [010] (B-type
olivine) under certain temperature, pressure conditions
and high water content (Karato et al. 2008). The subduc-
tion of the Indo-Australian plate along the Sunda margin
began~45 m year ago (Hall 2002), this long subduction
process may provide temperature on the subducted slab to
be cold enough to support the high-pressure environment
that could contribute to the development of B-type olivine.
Furthermore, Karato (2004) proposed that water content in
the mantle also may be localised beneath volcanic arc. Thus,
the presence of volcanic islands in the north of this research
area may suggest the presence of structural column with
high water content.

790 T T T T T
0 30 60 90 120 150 180

Initial polarisations (¢p°)

Fig. 11 Delay times versus initial polarisation for splitting parameters with 7/5t>5 at DBNI stations. Plot suggests a #/2 periodicity with a

favorable model determined using grid search method
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Fig. 12 Plot showing the fast polarisation and initial polarisation ver-
sus depth. The red and blue lines indicate the mean and error of the
measurements, respectively. The splitting result beneath this station
shows that the S waves initially have polarisation around NE-SW for
both earthquake sources when passing through the upper anisotropic
layer. This indicates that the waves leave the lower anisotropic layer
with consistent polarisation direction

Another plausible mechanism is anisotropy due to shape
preferred orientation (SPO) of the partial melting. Fischer
et al. (2000) showed a model of melt filled crack aligned
20°-30° from the maximum deviatoric compressive stress
to explain the mechanism anisotropy in the mantle wedge.
They demonstrated that melt-filled inclusions could result
in anisotropy perpendicular to the direction of subduction.
Furthermore, a receiver function study conducted in the

study area observes the presence of partial melt beneath
Sumbawa and Flores Islands marked by low-velocity zones
with high Vp/Vs (Syuhada et al. 2016). Thus in this case,
we suggest that the production of melt is likely restricted
to vertical thin channel and concentrated in a small region
directly beneath volcanoes (e.g. Long and van der Hilst
2006), as this only occurs at limited stations. This aniso-
tropic mechanism also likely occurs for station TWSI pro-
viding plate motion-perpendicular splitting observations.

Flores zone: Anisotropy in the lithosphere
or asthenosphere?

In the area around Flores and Alor Islands, the splitting
results generally give absolute plate motion-perpendicular
and motion-parallel anisotropy for seismic broadband sta-
tions located in western part of the area and eastern part
of the area, respectively. In the west of the area, at station
LBFI, fast polarisations are consistently aligned NW-SE
or NNW-SSE for both shallow and deep events. Stations
further east of the area indicate that the fast directions vary
with depth as shown in Fig. 13. To reveal further about
laterally and depth varying anisotropy across this area,
we plot spatially the change in fast directions with depth
for the stations around this area. Figure 13 shows that at
longitude 118°-121° the fast directions are predominantly
NW-SE or NNW-SSE at depth less than 100 km, while at
longitude 122°-124° the fast polarisations have two domi-
nant directions: around NW-SE and NE-SW. At depth
more than 150 km, the spatially change of fast polarisa-
tions is more obvious marked by significant rotation from
NNW-SSE or N-S in the west of the area to NE-SW in
the east of the area.

The complex pattern of anisotropy from events less than
100 km in this area is consistent with the previous anisot-
ropy study using JISNET station network (Hammond et al.
2010; Di Leo et al. 2012). As suggested by Di Leo et al.
(2012), the complex pattern of fast directions in this region
could be associated to the fossil anisotropy frozen in the
boundary of the two tectonic systems (subduction and col-
lision). The joining of Australian continental lithosphere
and Indo-Australia oceanic lithosphere may produce high
stresses and strains around the boundary zone between the
two lithospheric fragments, and thus the fossil anisotropy
could remain from this tectonic deformation. Alterna-
tively, Flores Island is situated in the boundary transition
zone from subduction to collision, in which the crust of
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Fig. 13 Plot showing the fast
polarisation versus longitude
and depth for seismic stations
around Flores and Alor Islands.
a For all depth. b Depth less
than 150 km. The pattern of fast
polarisation rotates from around
NNW-SSE or N-S in the west
of Flores, to around NE-SW in
the east of Flores

subducted slab consists of material transitional between
continental and oceanic crust (McCaffrey et al. 1985; Ely
and Sandiford 2010). A seismotectonic study conducted
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by Ely and Sandiford (2010) showed that the presence of
the continental character on the subducted slab, which is
more buoyant than oceanic material, could reduce the slab
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Fig. 14 Model interpretation for
sub-crustal anisotropy beneath
Sunda-Banda arc transition. a
Anisotropy pattern which might
be related to the tear slab induc-
ing mantle to flow parallel to
strike of the subducting slab. b
Anisotropy pattern which might
be correlated to the fertility
change in the mantle wedge

Slab pull

pull force causing the slab to be resistant to subduction.  the unusual stress state in the subducted slab of down-dip
This study also suggested that the material transition has ~ compression. Consequently, the subducted oceanic slab
been subducted to around 300-km depth characterised by =~ may detach from the continental part as shown by steep
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Fig. 15 2-D delay-time tomog-
raphy from the inversion of
splitting data for two earthquake
groups with depth <100 km

and depth > 100 km. The region
with high or strong anisotropy is
indicated by warm colours (red
to yellowish green), whereas
the region with weak anisotropy
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nodal planes observed from earthquake focal mechanisms
above 115 km recorded in the north of Timor (McCaffrey
et al. 1985; Ely and Sandiford 2010). These studies also
suggested that the slab tear is probably propagating east-
ward at a much faster rate. In this case, we suggest that
this lateral tearing of the slab might induce the mantle
to flow parallel to the strike of the slab (e.g. Baccheschi
et al. 2007) (see the illustration in Fig. 14). Thus, it might
correlate to the rotational pattern of the fast directions
observed for the events below 150 km. However, further
investigations related to the mantle flow model are nec-
essary to reveal the exact pattern and mechanism of the
tectonic deformation in this region.

Lastly, Flores zone is unique in which the volcano spac-
ing is quite close compared to the other islands in this arc
system. Ely and Sandiford (2010) calculated that Bali and
Sumbawa Islands have a large range in volcano spacing of
18—118 km with an average of 68 km and standard deviation
of 51 km. The average volcano spacing in the east of Banda
Arc is around 72 km with standard deviation of 29 km. In
the Flores Zone, the average volcano spacing is about 21 km,
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with a range of 6-61 km and standard deviation of 15 km.
The variation in volcano spacing may reflect differences
in the geometry of magma source and therefore provide
information about mantle wedge fertility beneath the study
area (de Bremond d’Ars et al. 1995; Baker et al. 2008; Ely
and Sandiford 2010). As the mantle wedge production is
mainly induced by volatile fluxes from the subducted slab
(e.g. Cagnioncle et al. 2007), thus the differences in volcano
spacing might reflect variations in the interaction between
the mantle wedge and subducting slab (Ely and Sandiford
2010). In this condition, Sunda—Banda arc transition is not
only marked by the change in tectonic regime, but also by
the change in the mantle wedge fertility corresponding to
the boundary between the volcanically active area in Flores
and the extinct volcanic area in Wetar (east of Alor). As the
mantle flow might affect to the orientation of the fast polari-
sations (e.g. Greve et al. 2008; Baccheschi et al. 2007), thus
we interpret that the rotation of fast directions at depth below
150 km from around NNW-SSE in the west of Flores Island
to NE-SW or parallel to the plate motion in the east near
Wetar Island is likely to reflect this volcanic boundary zone.
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Fig. 16 Maps of spatially
averaged fast shear wave
directions computed for two
earthquake groups: shallow
(depth <100 km) and deep
(depth> 100 km) levels. Yellow
colour bars mark the spatial
average of ¢ with standard
error <25°, and the red bars
denote the standard error of
spatial averaged ¢ >25°
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Sumba and timor zone: heterogeneous
anisotropic structure

The change in 67 and spatially varying ¢ with depth resulted
from seismic broadband stations situated in Sumba and
Timor Islands imply localised complex sub-crustal ani-
sotropic structure. In Sumba Island, the fast polarisation
directions vary from nearly E-W in the east, NE-SW in the
middle and back to E-W in the west for earthquake sources
above 100 km, while for events below 100 km consistently
yield fast directions parallel to the absolute plate motion. We
suggest that anisotropic source in this area, first, is likely as
a result of the interaction between the lower part of crustal
root beneath Sumba with the promontory Australian con-
tinental crust (Fleury et al. 2009). This interaction might

120° 124°

generate frictional process at the plate boundary and create
heterogeneous anisotropic structure, for instance, the weak
or fracture area in the lower crust which might have variation
fast polarisation direction in each seismic station. This might
imply that the geological condition in Sumba Island is more
heterogeneous and complex. Alternatively, if the variation
in fast polarisation direction is due to anisotropic sources
originating from the upper mantle, this is probably caused
by fossil anisotropy frozen into the lithosphere stemming
from counter clockwise rotation since the late Cretaceous
(Wensink 1994).

In Timor Island, the directions of fast shear waves also
spatially vary. At stations BATI and ATNI, the fast orienta-
tions are consistently parallel to the plate motion for both
earthquake sources. Conversely, at station SOEI, the fast
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polarisations are consistently perpendicular to the absolute
plate motion for both event groups. These consistent patterns
imply that anisotropy is probably controlled by localised
shallow anisotropic structure. Furthermore, the high per-
cent anisotropy found in this island indicates the presence
of strong anisotropic materials beneath the island. The geo-
logical structure of this island is very complex consisted of
a wide range of rocks such as a variation of metamorphic
and igneous rocks including high pressure types, continen-
tal crystalline fragments and ophiolites (Barber et al. 1977,
Barber 1978; Charlton 1989), which could be brought to the
surface by overthrusting of mantle rocks as a result of conti-
nental-arc collision (Kaye 1989). A recent receiver function
investigation (Syuhada et al. 2016) found that the deeper
part of crust beneath the island is marked by the existence
of low-velocity zone and structure with relatively high Vp/
Vs ratios. This study suggests that the crust in this island
could be dominated by serpentinised rocks deformed during
collision between Australian passive margin and volcanic
arc. The previous geological study also found the presence
of spinel peridotites partially recrystallised to tremolite-
talc and serpentine schist, and mafic rocks in West Timor
(Helmers et al. 1989). Therefore, we suggest that anisotropy
beneath this island is mainly influenced by preferred orienta-
tion of high anisotropic materials such as spinel peridotites
and serpentine schist.

Maps of spatially averaged data

In the previous section, our result displays inconsistent pat-
tern of splitting parameters at some closely seismic stations
suggesting that there may be lateral variation anisotropy
around the region. This spatial variation causes difficulty
in the interpretation. Thus, using 2D spatial average ¢ and
¢ method may help in estimating the average anisotropy of
heterogeneous anisotropic structure. Figure 15 shows 2D
spatial 67 distribution maps for two depth earthquake groups
(depth <100 km and depth > 100 km). These maps provide
the variation of strength anisotropy indicated by warm col-
ours (red to yellowish green) for strong anisotropy and the
blue one for weak anisotropy. The shaded area corresponds

@ Springer

to the region with poor resolution or large residual (see
Appendix Fig. 20).

The inversion results in the region with high resolution
displays several interesting features which are consistent
with the splitting interpretation in the previous section.
For shallow strength anisotropic profile, there is a region
of high anisotropy to the north of Sumba Island, which rea-
sonably agree with the lithospheric boundary between an
intra-oceanic lithosphere in the west and an arc-continent
lithosphere in the east as proposed by Audley-Charles (1975)
and Nishimura and Suparka (1986). There is a region of high
anisotropy beneath Sumba Island, which corresponds to the
area that has crustal thickening due to the insertion of Aus-
tralian continental lithosphere underneath southern part of
the Banda arc (Fleury et al. 2009). Thus, these deformation
processes due to continent-arc collision could be the main
mechanisms that control anisotropic sources for the shal-
low part of this region. For the deep anisotropic profile, the
most striking feature is the high anisotropic region located
at longitude 124° to the north of Timor, which coincides
quite well with the region that has slab detachment as sug-
gested by (McCaffrey et al. 1985; Ely and Sandiford 2010).
However, for this profile, it is still unclear how much the
contribution of past tectonic deformation and present-day
mantle and lithospheric dynamic processes to the anisotropic
mechanisms around this area.

The weighted average of ¢ obtained for each grid block
of shallow and deep splitting measurements is shown in
Fig. 16. For shallow event data, we observe that the direc-
tion of ¢ spatial averages with standard error less than 25° is
generally perpendicular or sub-perpendicular to the absolute
plate motion (NE-SW). As discussed earlier in the previous
section that there are some possible causes for the fast direc-
tion perpendicular to the absolute plate motion. For Lombok
and Sumbawa zone located in the subduction domain, this
pattern could be due to the change of deformation of olivine
aggregates (Karato et al. 2008), shape preferred orientation
(SPO) of the partial melting (Fischer et al. 2000). For other
zones located in the collision domain, this anisotropic trend
could be mainly controlled by the lithospheric deformation
process due to the continent-arc collision (e.g. Audley-
Charles 1975; Fleury et al. 2009; Kaye 1989). For deeper
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events, spatial averages of ¢ show consistent pattern with
the plate motion direction for the zone in the subduction
domain as expected. This pattern suggests that anisotropy
in this level could be mainly caused by the simple lattice
preferred orientation (LPO) mechanism coming from the
mantle material. This mechanism produces an olivine a-axis
alignment with the maximum shear direction and hence the
fast direction would be roughly parallel to the absolute plate
motion (Long 2013). Similar pattern has been reported for
anisotropic studies in many subduction zones, for example,
Tonga subduction zone (Fisher and Wiens 1996), Izu-Bonin
(Fouch and Fischer 1996) and Kurils Islands (Fischer and
Yang 1994). Meanwhile towards the region under influence
of collision domain, the spatial averages of fast directions are
more complex. The most interesting feature of this result is
the rotation pattern of spatially averaged fast azimuths found
at longitude 123°-124°. The pattern is probably associated
with the induction of mantle flow due to lateral tearing of the
slab as inferred from other geophysical studies (e.g. McCaf-
frey et al. 1985; Ely and Sandiford 2010). Furthermore, the
complex pattern observed around the boundary of transi-
tion subduction-collision zone is also consistent with the
tomographic delay time result and the previous anisotropy
measurements (e.g. Di Leo et al. 2012) as already discussed
in the previous section.

Conclusions

Here, we investigate lithospheric anisotropy along the
Sunda—Banda arc transition using shear wave splitting
method derived from local earthquake data recorded from
seventeen permanent seismic stations. This study pro-
vides new insight into lithospheric deformation due to the
change in tectonic regime from subduction to collision and
its implication to the geodynamics in this study area. The
results reveal the presence of complex anisotropic patterns
that might be related to the change in tectonic regime.
When the results are analysed via 2D delay-time tomog-
raphy and spatial averaging of ¢ method, the systematic

and consistent patterns related to deformation and dynamic
process around the region are more obvious. Therefore,
we may draw some conclusions showing various geody-
namical processes beneath the region due to the change in
tectonic setting. First, seismic stations in the subduction
domain not only show vertically consistent pattern but also
spatially varying anisotropy. The stations in this area also
exhibit two distinct fast directions: parallel and perpen-
dicular to the plate motion. The results suggest that ani-
sotropy around this area is not only dominated by simple
type-olivine fabric in the mantle flow, but also deformed
type-olivine fabric under influence of low temperature,
high pressure and high water content. In addition, the
anisotropic source in this area might also originate from
the strong anisotropic structure in shallow depth through
mechanism of shape-preferred orientation related to the
upwelling of partial melting. Second, the complex anisot-
ropy characterised by spatial and vertical variations of ot
and ¢ is observed at stations located in collision domain.
These complexities in splitting parameters observed could
be either associated to the fossil fabrics from past tectonic
deformation, the slab tear allowing mantle to flow parallel
to the strike of the slab, or the distribution of the mantle
wedge fertility and heterogeneity of local geological struc-
ture as result of collision process.
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Fig. 17 The maps show the
rays and the grid blocks used
for the analysis. Shaded boxes
represent the boxes traversed
by fewer than 6 rays and are not
used in the estimation of aver-
age fast azimuth
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Fig. 18 Equal area plots showing splitting parameters as function of
backazimuth and incidence angle for all seismic stations using shal-
low-event data. The radial position of the plots represents the inci-
dence angle ranging from 0° to 40° and the dashed line represents 35°

incidence angle. The red lines denote the mean fast direction. The bar
direction represents the fast polarisation and the length of the bar is
proportional to the delay time (57)
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dence angle. The red lines denote the mean fast direction. The bar
direction represents the fast polarisation and the length of the bar is
proportional to the delay time (57)
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Fig. 20 Resolution maps
obtained from the inversion of
delay time. The contour line
(grey line) corresponds to the
estimated limit of resolution
chosen based on the minimum
number of the raypaths inter-
secting the blocks
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Abstract

Accurate determination of the Principal Slip Zone (PSZ) of earthquake fault zones is a key task of earthquake Fault Sci-
entific Drilling for future earthquake control. The fault zone structure of Wenchuan earthquake is complex, and there are
many strong earthquakes recorded on the fault zone, which make determining the PSZ in the Wenchuan earthquake Fault
Scientific Drilling project-hole 1 (WFSD-1) difficult. At present, core analysis of whole coring is the decisive method for
determining PSZ depth, and the fresh fault gouge at 589.2 m is the PSZ in WFSD-1. Abundant and comprehensive logging
data can only be used as evidence to judge the PSZ. Based on the discrimination function and hyperplane equation in Bayes-
ian discriminant classification, we derive a new algorithm for computing the PSZ possibility using a Bayesian Discrimina-
tion function (PSZP-BDF) based on the simplified model, and set up a mode to determine the PSZ directly using machine
learning of well logging. For the verification of WFSD-1, the fault gouges are successfully identified and the PSZ depth is
accurately located. The algorithm objectively learns the sample data, which is naturally adaptive to the region. The calcula-
tion procedure is simple and does not require expensive coring data or heavy core tests in the well. The calculation speed
is fast, using multiple physical data types. The PSZP-BDF algorithm is suitable for processing and interpreting earthquake
fault scientific drilling data.

Keywords Wenchuan earthquake Fault Scientific Drilling (WESD) - Principal Slip Zone (PSZ) - Bayesian discrimination -
Logging

Introduction

Weak dynamic seismic stress waves from distant earth-
quakes are proved to abruptly change the states of many
natural geological systems include permeability(Xue et al.
2013; Weaver et al. 2019), liquefaction (Wang 2007), a
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sudden increase of seismicity and the dynamic triggering
of earthquakes (Peng et al. 2011). Therefore, the theory that
the transient seismic-wave pressure in a fluid-filled fracture
could increase more than 2 orders of magnitude may be a
key technology for artificially controlling earthquakes(Zheng
2018), which requires first predicting the Principal Slip Zone
(PSZ) location for the next earthquake. In order to make the
fracture more controllable, we will give priority to the PSZ
of the last earthquake that is easier to slide like a natural
earthquake. Here we prove a new method to identify the PSZ
of Wenchuan earthquake Fault Scientific Drilling.

The Wenchuan earthquake (Mw 7.9) on May 12, 2008
killed more than 80,000 people, injured over 370,000 peo-
ple, destroyed millions homes, and caused trillions of yuan
in property losses. However, the Longmenshan fault zone
where the Wenchuan earthquake occurred recorded no
strong earthquake above Mw 7 since earthquake records,
and the displacement obtained from geological surveying
and GPS monitoring on the surface is small. A detailed
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investigation of the Longmenshan fault zone, including
extensive drilling of the fault zone, deep in situ observa-
tions, laboratory analysis of fault zone samples, and long-
term monitoring is necessary to avoid future tragedies like
the Wenchuan earthquake (Xu et al. 2018). Most scientific
drilling of active fault zones is located in the circum Pacific
seismic belt (Brodsky et al. 2009), while Wenchuan earth-
quake Fault Scientific Drilling (WFSD) is the first scientific
drilling project of a seismic fault zone within the interior of
the continent, which can provide insight into the long-term
evolution of continental seismic faults (Fig. 1).

The Wenchuan earthquake was a complex earthquake
that has never occurred in recorded history, in which the
fracture generated along two fault zones simultaneously.
The two fault zone were the Yingxiu-Beichuan fault, a dex-
tral strike-slip thrust fault and the Guanxian-Anxian fault, a
pure thrust fault, which respectively produced 270 km and
80 km of coseismic fractures within 90 s (Li et al. 2018). Six
boreholes were drilled and well logged in the two fracture
zones in WFSD. WFSD-1 began on November 6, 2008 and
finished on July 12, 2009 at a depth of 1201.15 m and coring
rate of 85% (main fault intervals are fully cored). The well is
located in Hongkou, Dujiangyan City and is located in Peng-
guan complex south of Yingxiu-Beichuan fracture zone.

The Neoproterozoic Pengguan complex, which extends to a
depth of 585 m in the WFSD-1 well, is primarily composed
of igneous rock and pushed over the sedimentary rocks of
the Upper Triassic Xujiahe formation (Fig. 2). The fault zone
is continuously distributed at a depth of 585-759 m where
the Yingxiu-Beichuan fault zone is undercutting, that is the
target layer of WFSD. There are more than 105 m fault rocks
in the multi-core model, indicating that there have been
numerous strong earthquakes along the Yingxiu-Beichuan
fault zone in the geologic past that caused the rapid uplift of
Longmenshan Mountain (Li et al. 2013a, b).

For the study, the first task is to determine the location
and depth of the main fault, then the slip mechanism, slip
process, physical and chemical properties of the fault, and
fluid behavior can be examined (Tanaka et al. 2001). Based
on this, it is possible to ultimately control earthquakes. In
general, the strain at the center of the main fault is the larg-
est, and the representative products are fault gouge, pseudo-
tachylites, and hypercataclasite (Woodcock and Mort 2008).
Strain decreases away from the fault zone center, and the
representative products are fault breccia and cataclasite.
Fault gouge can form a good caprock for oil and gas reser-
voirs combined with shale because of its low permeability,
while fault breccia and cataclasite contain a large number
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of fractures, which can form a range of migration channels.
In the actual fault system, the spatial relationship among
fault gouge, fault breccia, and cataclasite are very complex;
hence, it is necessary to examine the lithologic distribution
of the main fault and improve interpretations of the migra-
tion mechanism and caprock characteristics in oil and gas
traps.

Cataclasite in the seismic zone primarily refers to rocks
with a cataclastic structure, which forms after intensive
crushing and deformation. Fault breccia is a kind of struc-
tural breccia produced by crushing, breaking, or shearing
during fault movement. Fault gouge is unconsolidated or
weakly consolidated argillaceous rock developed in the
fault zone, primarily composed of clay formed from broken
powder and broken gravel during shear sliding, breaking,
grinding, and geochemical alteration reactions of the fault
(Brodsky et al. 2009; Lacroix et al. 2015). Pseudotachylite,
a unique product of earthquakes, is a rock formed on the
fault surface due to rapid sliding friction, heat generation,
and melting-solidification (Spray 1992; Lin et al. 2005). We
can determine the primary fault of the earthquake by the
degree of alteration or devitrification of pseudotachylite. In
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addition, organic biomarkers (Rabinowitz et al. 2020) and
absolute gouge dating (Tsakalos et al. 2020) could be used to
identify recently active PSZs. However, locating an observ-
able physical response is difficult because of the tiny scale
(<1 mm) and small amount of deformation in the cataclasite
(Wang et al. 2018.). This contribution focuses on the Prin-
cipal Slip Zone (PSZ), specifically on the identification and
comparison of fault gouge in the center of the fault zone.
Generally, fault gouge thickness ranges from several mil-
limeters to tens of centimeters (Sibson 2003), and there are
12 obvious fault gouges in the WFSD-1 fault zone, with
thickness ranging from several millimeters to seven meters,
and colors ranging from light gray to dark black. The PSZ
of the Wenchuan earthquake can be determined from these
fault gouges.

General method of determining the PSZ
Determination of the PSZ commonly comes from analyz-

ing core samples.. An obvious calcite vein appears in stable
fault gouges formed by ancient earthquakes, but not in the
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Wenchuan earthquake fault gouge. Mineral particles in the
PSZ are small, dark, soft, unconsolidated, and have certain
viscosity when encountering water (Hirose and Shimamoto
2005; Ma et al. 2006). In the 590 m fault zone in WFSD-1,
there are at least 12 fault gouge layers with different char-
acteristics, only one of which, the deep black fault gouge,
looks the freshest. In addition, the magnetic susceptibility is
relatively high, the core scanning photos do not show calcite
fragments or veins, and the analysis of major, trace, and
rare earth elements shows abnormal changes. Core analysis
reveals that the core of the Wenchuan earthquake fault zone
has a depth of 590 m, and the fresh fault gouge between
589.21 m and 589.22 m is the PSZ of WFSD-1 (Xu et al.
2018). Core analysis has the advantages of high accuracy,
high reliability, and rich geological information, but it is also
expensive and time consuming. With the rapid development
of drilling and logging technology, we can extract the PSZ
information from in situ logging data and apply it to future
scientific drilling projects.

Due to frictional heat in the PSZ, a positive geothermal
anomaly can be observed up to 6 years after an earthquake
(Kano et al. 2006); however, the range of the anomalous geo-
thermal gradient is commonly tens of meters, and the tem-
perature difference is small. Therefore, when locating PSZs,
only temperature logging is considered as a proof of iden-
tification. The high temperature action caused by friction
during fault sliding leads to an increase in magnetic min-
eral content and magnetic anomalies in fault gouge (Hirono
et al. 2008). The high magnetic susceptibility anomaly at the
WESD-1 PSZ has been confirmed in core samples (Pei et al.
2014), but there is no obvious change in the logging curve.
Due to the fact that the logging data longitudinal sampling
rate is not precise enough, and the abnormal magnetic sus-
ceptibility is covered by the noise from the surrounding rock,
identify the PSZ from magnetic susceptibility log informa-
tion is difficult. The abundant formation water in the catacla-
site fractures increases the shale content in the fault gouge,
gradually producing a higher GR (Konaté et al. 2017).
However, the GR of the PSZ is primarily controlled by the
shale content of the original rock, so GR is not suitable for
locating the PSZ. As a product of clayization during fractur-
ing, unconsolidated or weakly consolidated rock has large
porosity and complex anisotropy, which should manifest as
low acoustic velocity and low resistivity. Fault gouges in the
PSZ have high natural gamma, high magnetic susceptibility,
low resistivity, and low acoustic velocity (Zheng et al. 2016),
however, there is no theoretical model or experimental law
proving the quantitative relationship between logging data
and fault gouges in the PSZ. Therefore, logging information
can only be used for auxiliary positioning the PSZ.

However, as a high-resolution in situ monitoring method,
well logging can provide an abundance information and truly
restore the physical characteristics of fault gouge, given the

@ Springer

condition that many logging methods are responsive to
fault gouge and the PSZ. The logging tool used at whole
depths of WFSD-1 is Micro Logger II, a small diameter
digital logging tool from the RG company in the UK. Due
to poor borehole conditions, the quality of the logging curve
is reduced at some depths. The effective logging curves on
the target interval are: Caliper (CAL), Gamma Ray (GR),
Spontaneous Potential (SP), Acoustic interval (AC), Com-
pensated Neutron Log (CNL), Resistivity (Rt), and Magnetic
Susceptibility (MS). Well logging series meet the require-
ments of the PSZ related well logging methods described
above. Although the accuracy and reliability of the small
caliber logging tool used in WFSD-1 is lower than that of the
petroleum logging tool, and has not been calibrated strictly,
a quantitative interpretation can still be made according to
the relative changes in the logging curves.

According to the logging data from the WFSD-1 for dif-
ferent lithologies, we select four logging methods that can be
used to identify fault gouges to generate box-whisker plots
(Fig. 3). The fluctuation amplitude of fault gouge GR, RT,
and AC is very large, showing the uncertainty and insta-
bility of the fault gouge. Fault gouge may have a similar
mineral composition with cataclasite or shale, so we think
the fault gouge GR, RT, and CNL are primarily distributed
between cataclasite and shale. Over 75% of fault gouges
have larger GR, AC, and CNL than the cataclasite and fault
breccia. Over 75% of fault gouges have smaller RT than
the cataclasite and fault breccias. These logging responses
are consistent with the composition and mineralogy analysis
(Konaté et al. 2017). Therefore, GR, AC, RT, and CNL can
be used to distinguish fault gouge from cataclasite and fault
breccia; however, excluding shale or cataclasite is difficult,
which is consistent with the fact that fault gouge has high
shale content and a similar mineral composition to shale or
cataclasite.

The red frame represents the change range of logging data
from the PSZ (Fig. 3). Compared with most fault gouges,
the of Wenchuan earthquake PSZ from 2008 are all in the
upper quartile, indicating that the probability of GR, AC,
and CNL in the newly fractured fault is 75% higher than for
other stable fault gouges. Also because they are in the upper
quartile, GR, AC, and CNL cannot be used as the basis for
the final PSZ determinization, which is why logging infor-
mation is only used as partial evidence. It is exciting that the
PSZ RT is the lowest among all fault gouges. Although this
value is easily confused with shale, when fault gouges can be
accurately identified, we think RT value can be an effective
basis for identifying the PSZ.

To further prove this relationship, we usually achieve
it by empirical formula of core experiment and physical
simulation of theoretical model. In the absence of suffi-
cient experimental calibration data, determining a complex
dynamic relationship between RT and the PSZ is difficult



Acta Geophysica (2020) 68:1595-1607

(a) 140—

120— T

100—

60_: % t

|
1

0= T ] T \
W e \e
w &‘0&\ S\\ﬁ\o eo\ﬁ' S‘\i ol %0“% ‘a\ac\ z‘ \\Y g 0%

5'&
fne “,ACGO “00‘\
aro0

e

(c) 200—

160 —

_‘

N
o
\

AC(us/ft)
Il

r
HH
HH

0 I I I I I I I

off o0 ot g P\
fne sand® oos S‘\‘i\ cou®® ool 20 cﬁ“"c\ ot Lo
A0

1599
(b) 1000
] == L
E
G 100 =
& ] L _
. =
10— ] \ \ | |
“g'{ 0 2\ e e
ane s (\s:;\x‘: $‘\‘$;0 eo“s * cane e a\ﬁc‘\a{ o
\)0(\3 PR
(d) 08—

0
I I I I I I \
wst S0P qoP® e BRI ey
(«\e s o\)$ S ceo‘)s ® a0l & %C'A‘a o o o

Fig. 3 Box-whisker plots of logging responses from the lithologies in WFSD-1, the red rectangles represent the logging value range of fault

gouge

with changes in seismic intensity, fault healing process,
matrix composition, formation mechanism of fault gouge,
and resistivity of formation water as well as the less obvi-
ous relationship between GR, AC, CNL, and PSZ. In fact,
many PSZ parameters that remain to be interpreted. The
fault gouge core is loose, thin, and rare, so the items that
can be tested in the laboratory are very limited, and it is
unrealistic to prove the relationship through core analysis.
To establish the relationship between logging param-
eters and the PSZ, a theoretical simulation is needed; how-
ever, the formation and compaction mechanisms of fault
gouges are complex and unstable, the source and mineral
composition of fault gouges are uncertain, and the physi-
cal properties of thin-layer fault gouges are significantly
affected by the surrounding rocks, which together lead to
significant uncertainty in the theoretical logging response.
Therefore, future research on the PSZ should establish a
huge complex multi-physical field model, which is very
difficult to accomplish. By understanding the correlation
between single logging parameters and formation charac-
teristics, we believe that by using machine learning and a
comprehensive analysis of multi-physical field information

from logging data, the multi-solution problem of solving
the objective function can be effectively reduced, making
accurately locating the PSZ possible.

The theory and methods of machine learning have been
widely used for data mining in engineering applications
and scientific fields. Machine learning methods use mul-
tiple types of logging data simultaneously in formation
identification, realize the division of high-dimensional log-
ging space better than a histogram (one-dimensional space
division) or crossplot (two-dimensional space division) in
traditional logging interpretation, making machine learn-
ing more suitable for fault gouge with multiple logging
response characteristics. Machine learning methods reduce
the average relative error based on the sample experience
and discriminate formations from a purely mathematical
perspective to check for gaps, which is more objective than
manual logging interpretation. Based on these advantages,
well logging combined with machine learning methods are
capable of identifying the lithologies where there was no
core recovery and mainly extrapolated through experience,
and even finding the possible missing fault gouge.
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In geoscience data mining, the primary machine learning
tools are artificial neural networks, support vector machines,
and Bayesian discrimination. Support vector machines are
suitable for strongly nonlinear binary classifications. The
discrimination process of artificial neural networks is signifi-
cantly affected by the final samples; hence, the discrimina-
tion quality is dependent on the sample quality and quantity.
Bayesian discrimination is more suitable for the small sam-
ple classification problem in the WFSD since all samples can
be learned simultaneously using a matrix solution. Bayesian
discrimination considers the uncertainty of all levels of the
model synthetically and regards the parameters and hidden
variables in the model as random variables, so the inference
of super parameters is not affected by the number and order
of samples. Comparing the WFSD discrimination results
shows that the generalization of the artificial neural network
is weaker than that of Bayesian discrimination, which leads
to a prediction error greater than the Bayesian discrimina-
tion error when the number of fault gouges samples is small.
Bayesian discrimination is an algorithm based on probability
theory, with clear statistical significance, complete theoreti-
cal support, applicability to any geological situation, and
good potential for further information mining. Therefore,
this study implements Bayesian discrimination to identify
fault gouge and proves the feasibility of using the Bayesian
discrimination function to determine the PSZ. Finally, the
depth of the PSZ in WESD-1 is calculated purely from log-
ging data and compared with geological research results to
verify the result.

PSZ possibility from Bayesian discrimination
function

The naive Bayesian algorithm (Ramoni and Sebastiani 2001)
and the Bayesian discriminant algorithm (Liu et al. 2016) are
widely used in lithology discrimination. Theoretically, the
former is applicable to cases when the relationship between
logging data and class values is significant, while the
Bayesian discriminant algorithm is more suitable for fault
gouge identification and PSZ determination in WFSD. The
Bayesian discriminant algorithm comes from the Bayesian
theorem and Gauss distribution law. It takes the minimum
average loss of misjudgment as the discrimination idea and
considers both the prior probability and distribution of each
lithology as well as the difference in misjudgment loss.

Lithologic classification using Bayesian
discrimination

Considering the prior estimation of the logging data to be

predicted, the Bayesian discriminant method learns the
conditional distribution of the sample logging data relative
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to lithologies based on the Bayesian theorem, calculates
the posterior probability distribution of the logging data
to be predicted, and takes the corresponding lithology
with the maximum posterior probability as the predicted
result. The algorithm includes both learning and prediction
stages. The Bayesian discrimination function is established
using classified training samples in the learning stage, then
classifies lithologies from training data and unknown data
in the prediction stage (Liu et al. 2016).

Before machine learning can be applied, logging data
such as depth correction and environment correction must
be cleaned and combined with lithology class from intui-
tive core data and logging interpretation. The logging data
at the target depth is set as the sample set. x;; represents
the k-th logging data point of the sample at the j-th depth
of the i-th lithology. Let the lithology class number i have
a total of M groups (i.e.,i=1, 2... M). The sample number
Jj of each lithology has a total of N, rows (i.e., j=1, 2...
N,). All samples have a total of N rows, and the effective
logging parameter number k has a total of L columns (i.e.,
J=1,2... L). Let the vector Y, represent the logging data
of the j-th row, where yj is the k-th logging parameter.
The sample data from all N sampling points can be re-
divided into M groups, at which point the logging data
at each depth is expressed as X;; (x,,l, 2 - X5). The
central coordinate of sample aggregatlon in L-dimensional
space can be expressed by the average value of the train-
ing samples:

__ 15
= n 2 i )
i j=1

The Bayesian discrimination function based on the mini-
mum error rate and Gaussian kernel function can be written
as:

L L
1 J— n;
Y) = kz;l (Ce,yir) — 3 kz:l (Cig, X)) +1n (ﬁ) 2

where parameters in the discrimination function coefficient
matrix are

Zpk i 3)

k=1

N;

i

Ma

Pk, = M Ukl l]kz Xik, )] 4

Il
—_

i J=1

The discrimination function formula (2) is the grouping
basis of the Bayesian discriminant algorithm. The i value
corresponding to the maximum F;(Y) is the lithology class
value corresponding to the logglng data
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PSZ determination using an exponential model
based on the Bayesian discrimination function

Up to now, there exists no core experiment that gives the
formulas of the time-varying logging curves of fault gouges
during the earthquake and fault healing processes. In order
to extract information from the Bayesian discrimination
function, we have to simplify some conditions to locate the
PSZ in WFSD. Unlike conventional machine learning algo-
rithms which directly correlate logging and seismic data
with known formation parameters, this paper discusses the
Principal Slip Zone Possibility (PSZP), which is determined
using the Bayesian discrimination function without using
experimental test data and regional experience parameters.

The simplified hypotheses are put forward with the help
of logging parameter crossplots between different litholo-
gies. The four crossplots comprehensively reflect the rela-
tionship between GR, AC, CNL, Rt, and SP in WFSD-1
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(Fig. 4). Compared with Fig. 3, two-dimensional crossplots
can distinguish various lithologies better than the box-
whisker plots. Because fault gouge commonly exists as an
interlayer in cataclasite or shale, the logging values at depth
will be strongly affected by the complex surrounding rock
and varying detection range. After compaction for nearly a
year after the Wenchuan earthquake, the fault gouge, and
shale have similar physical properties, making distinguish-
ing the fault gouge and shale more difficult. The difficulty in
fault gouge identification primarily lies where the logging
values coincide with cataclasite and shale (Figs. 3 and 4);
hence, the need for a higher-dimensional Bayesian identifi-
cation algorithm.

Considering the poor consolidation degree of fault gouges
in the active earthquake zone, it is inevitable that multiple
seismic displacements have occurred in each fault gouge
layer. The mineral composition and structural morphology
of the PSZ and stable fault gouges that have experienced
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Fig.4 Crossplots of between the log parameters GR, SP, AC, CNL, and Rt. (Black ellipses are the logging response areas of stable fault gouges,

red arrows represent the logging response change direction)
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multiple crushing and compaction events are similar. The
core of the black ellipses in Fig. 4 are the logging response
areas of stable fault gouges. We can make a simplified
hypothesis (1): before the earthquake, the logging response
of the PSZ can be expressed as that of stable fault gouge y0;,.

During the earthquake, there will be some frictional melt-
ing (Mckenzie and Brune 1972), porosity creating, thermal
decomposition (Han et al. 2007), etc. at the PSZ depth. As
a result, PSZ logging responses also change greatly at the
moment of the earthquake. Since the fault gouge is likely to
be homologous with the surrounding cataclasite, while its
logging responses are clearly separated from the cataclasite,
we may suppose that the PSZ responses may be distributed
over a large range between the black arrows in Fig. 4 after
the earthquake. To describe this conjecture, we can give a
simplified hypothesis (2): when an earthquake occurs, the
physical properties of the stable fault gouge without a frac-
ture remain unchanged at y0,., and only the fault gouge at
the PSZ records a huge disturbance in logging response z;.

During the fault healing period, several years to decades
after the earthquake, shale content will increase, and poros-
ity will decrease in the fault gouge at the PSZ depth. The
precise change law of the logging response is hard to deter-
mine. Since pressure-solution rates are predicted to dimin-
ish exponentially with time (Gratier et al. 2003), and some
of the healing processes could be consistent with pressure-
solution mechanisms, we think the exponential decline is
a good approximation. The logging response of the fault
gouge will gradually recover to the logging response range
of most stable fault gouges (Fig. 4 red arrows). Since there
is no recorded seismic event in the Yingxiu-Beichuan fault
zone for the last thousand years, the logging response of sta-
ble fault gouge can be set as y0;, and the high-dimensional
logging response coordinate of the new PSZ is the farthest
from the stable fault gouge. A simplified hypothesis (3) is
obtained to describe this phenomenon: the logging response
of the PSZ after the earthquake will change with time ¢, and
its change law follows an exponential decline e~#, finally
returning to y0j.

The distribution range of fault gouge and cataclastic rock
is within the ellipse (Fig. 4), that is to say, there can be
simplified hypothesis (4): the training sample also satisfies
Gaussian distribution in the high-dimensional logging space,
which conforms to the Gaussian density function model
in the Bayesian discrimination. After obtaining accurate
experimental data, the above simplified hypothesis can be
complicated to match the real fault evolution.

In the conventional Bayesian discriminant algorithm,
F;(Y;) only compares the maximum value after being cal-
culated using Formula (2), but its meaning has not been
further interpreted. When comparing the size of the Bayes-
ian discrimination function F;(Y)) for all M type lithologies
in row j, the discrimination function coefficient matrix is a
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constant matrix, so each logging data point is linearly related
toF ,:,-( Y/) According to the above assumptions, if the PSZ is
at the j-th depth, the k-th logging data of the j-th depth can
be expressed as y1:

Y =0, +e7'z Q)]

where y0; is the logging data of the PSZ before the earth-
quake. L y0; constitutes vector Y0;, and L y1; constitutes
vector Y'1;. 7 refers to the change in the k-th logging value
of fault gouge under compression, friction, and melting of
the earthquake. Note that z; here is not necessarily posi-
tive. Since the Bayesian discrimination function coefficient
matrix comes from sample data and has no influence on the
data to be discriminated, the PSZ discrimination function
can also be decomposed into:

L L
Ry = 3 [0, 00+ 0] =1 3 (o T+ (22)
1

k=1 ky=
(6)

Here, the angle sign i =P indicates the PSZ lithology num-
ber, while i =F indicates the stable fault gouge lithology
number. After the rupture of fault zone, the change in PSZ
discrimination function with time can be written as:

L

Fo(Y1)) = Fy(Y0) = Y (Cpye™'z) @)
k=1

where Fpi(Y1)) is the PSZ discrimination function from
measured data, Fp;(Y0)) is the virtual PSZ discrimination
function before the earthquake. The logging data coordi-
nates are still unknown, so Y0, here cannot be solved directly.
Because the PSZ logging response decreases relative to that
of the stable fault gouge within several years or longer, a
parameter reflecting the PSZ possibility can be introduced as
P,. Even if some petrophysical properties that affect logging
data failed to differentiate between PSZs and ‘stable fault
gouges, the Bayesian discrimination algorithm will auto-
matically highlight effective logging data in the process of
sample learning. Let Pj = e P therefore, this time related
item can be expressed as

_ Fp(Y1)) = Fpi(Y0))
Y1 Con )

j ®)
7, and ij(YOj) in Eq. (8) are both unknown quantities to be
solved. An accurate z; requires that logging data acquisition
be completed in a short time after the earthquake, which
is impossible. The determination of ij(YOj) requires con-
tinuous observation for a long time after the earthquake,
which is difficult to achieve. Therefore, Eq. (8) cannot be
solved directly. According to hypothesis (3), the PSZ log-
ging response will be restored exponentially to the stable
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fault gouge range, and its change path is unidirectional. If
the PSZ does exist in the sample, the PSZ probability can be
assigned as P;=1, then we can filter out Fp;(Y1;) by taking
back samples. As for the calculation of FPj(YOj), because
Bayesian discrimination distinguishes the PSZ from stable
fault gouge by decision hyperplane, when the disturbance
of PSZ logging response is reduced to 0, the discrimination
function F,,(Y0;) will appear on the decision hyperplane. It
should be noted that according to hypothesis (3), PSZ log-
ging data will not necessarily generate the largest Fp;(Y'1)),
but the largest FPj(Ylj) - FPj(YOj).

By studying the Bayesian discrimination function (2),
we can imagine that the Bayesian discrimination algorithm
finally shows that different sample groups are divided in
L-dimensional logging parameter space through decision
hyperplane or line (see Fig. 5 for L=2). The PSZ dis-
crimination function is the plane where the orange box is
located, the discrimination function of stable fault gouge
is the plane where the purple box is located, and the two-
dimensional space where the black box is located is the
sample data space (Fig. 5). When the L-dimensional sam-
ple data are projected into the upper L+ 1-dimensional
discrimination function space, and there is a maximum
value in the PSZ plane, the stratum can be classified as

-

L 1 L P — 1 L P— n n
‘Zlq:l [(Cor, = Cr )] = 3 =1 Co Xo) + 5 2y 2y (Cop X)) +1n (;") —In <WF>

affect the value of z;. Therefore, the general movement
path of PSZ logging data is represented by parallel vec-
tors in L-dimensional space, and the direction of the vec-
tors is 7 = (z;, 2, ... z)- Let the projection vector from the
logging data Y1, to the Qecision hyperplane be ;lj, and the
angle between vectors d; and 7 is 6. Equation (8) can be
rewritten as:

Pj = T
cosé Zk,:l (oY%

€))

Fpi(Y0,) = Fg;(Y0;) is on the decision hyperplane. After the
PSZ is restored to stable fault gouge, the new PSZ logging
data y0, satisfies the hyperplane equation

- L
Z [(CPkl - Cpkl)(yojk)] — % Z (CPkl-ﬁkl)
k=1 “
L
n
+§klz::(CFk|kal)+ln<—>_1H<NF>=0 “

Then, we calculate the projection distance of each training
sample Fp,(Y1;) on the hyperplane Eq. (10)

)

4

7

v Zi [(Co, = Cr ]

the PSZ. According to Eq. (5), the healing stages of dif-
ferent fault gouges throughout history theoretically do not

Fig.5 Schematic diagram of the calculation principle of the Bayesian
discrimination function

Substituting discrimination function (2), Eq. (11) can be
simplified as:

4] =
VL [Cor, — Cr

Finally, the equation that can be used to judge the PSZ pos-
sibility is obtained:

Fp(Y1)) = Fi(Y1))

12)

b (Fy (Y1) = Fi(Y1)

7 L L
cos 9\/Zk1=1 [(Cer, = Cry, ] =1 Crizi,)

13)

There are still unknown constants z, and 6 in Eq. (13),
which do not affect the judgment of the maximum P; for the
samples. The serial number of the sample is marked with
the maximum Pj as J, and P, = 1, so that the PSZ possibility
at other depths can be obtained through comparison. Equa-
tion (14) is the PSZ Possibility from the Bayesian discrimina-
tion function (PSZP-BDF):
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Py [Fp(Y1) = Fy(Y1)]
T Fp(Y1)) = Fg(Y1)

(14)

It should be emphasized that the selection of Y1, has a sig-
nificant influence on the results of Eq. (14). When obtaining
time-lapse logging data and core test data is difficult, the
selection of Y'1; can only be obtained through the samples
themselves. Therefore, during sample selection, we should
first increase the number of fault gouge samples as much
as possible, and simultaneously remove the abnormal data
caused by instrument failure. In addition, even if the hypoth-
esis (2) is not true, that is, the value of S is uncertain, then
in the same well, the Pj calculated by Eq. (14) has relative
comparative significance in order to give a reliable PSZ
depth.

From the derivation of Pj, it is found that the advantages
of PSZP-BDF algorithm are as follows. (1) The PSZP-BDF
model is derived from the statistical segmentation of the
sample space in the target layer, which gives an increased
statistical significance, better regional pertinence, and wide
applicability compared to the empirical formula summarized
by the experiment and the theoretical formula derived from
the physical model. (2) The parameters in PSZP-BDF are
completely from the core and logging data selected from
layers with significant logging response; hence, so the cal-
culated P; is less affected by subjective human factors. (3)
Bayesian discrimination is a high-dimensional data analysis
method which is more suitable for multi-physical field analy-
sis of fault gouge The PSZP-BDF can make full use of valu-
able logging data, compared to the limited analysis of one-
dimensional histograms and two-dimensional crossplots. (4)
After sample selection and logging data pre-processing, the
PSZP-BDF algorithm can quickly calculate the results and
even provide timely PSZ depth suggestions simultaneously
with data acquisition. The rapid positioning of PSZ is of
great significance for understanding the fault zone structure
and deploying follow-up scientific drilling. The PSZP-BDF
algorithm can screen out core data that requires further test-
ing, which can greatly reduce the cost of whole well cor-
ing and the workload of experimental testing in earthquake
scientific drilling.

Application of PSZP-BDF algorithm

After theoretical derivation of the PSZP-BDF algorithm, we
further apply it to the calculation of WFSD-1. The lithology
number in the WFSD-1 sample is M =9 (Fig. 4). GR, AC,
CNL, Rt, SP, and MS are used as dependent variables, which
are enough to calculate the shale content, porosity, perme-
ability, and other formation information. Because the model,
series, and calibration standard of logging tools used in other
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WEFSD wells are different from those of WFSD-1, and the
lithologies of different wells are quite different, standard-
ize among the 5 wells is difficult, so only the logging data
from WFSD-1 is analyzed here. For the increase of logging
parameters in other scientific drilling expeditions, more log-
ging series can be introduced, and the PSZP-BDF algorithm
is still Eq. (14). Considering the thick fault gouge in WFSD-
1, point by point discrimination method is adopted for all
data in this paper. The thin layer within 0.5 m is ignored and
included in the upper or lower formation.

It can be seen from Eq. (14) that P; is independent of the
prior probability in the discrimination function, so the influ-
ence caused by the inaccurate prior probability is avoided
in the PSZP-BDF algorithm. However, the fault gouge may
be thin and its logging response can easily be masked the
surrounding rock. In order to ensure that all fault gouges are
identified as much as possible, the prior probability of the
fault gouge is appropriately increased in the discrimination
algorithm, which significantly improves the accuracy of the
fault gouge identification, while the identification accuracy
of other lithologies is slightly reduced.

Several core tests show that the PSZ depth of WFSD-1 is
between 589.21 m and 590 m (Xu et al. 2018) highlighted
as a blue box in Fig. 6. To identify the fault gouge or even
PZS position from logging curves, shale content or porosity
is difficult. But according to the comparison between tested
core logging lithology and predicted Bayesian lithology in
the interpreted result in Fig. 6, Bayesian discrimination can
successfully identify various lithologies and fault gouges.
Due to the influence of point by point discrimination, dis-
criminated stratigraphic boundaries are still difficult to
match with core logging data completely. Because the core
logging data has certain depth error, the depth provided by
logging data is more likely to be accurate when the depth
of the fault gouge identified by Bayesian discrimination is
not far away. Therefore, the fault gouge at 590 m and 607 m
positions can be regarded as the correct depth. From the
results of PSZP-BDF, the depth of the maximum PSZ pos-
sibility P; is exactly the same as the PSZ depth determined
by geology, with relative high AC and porosity. The peak
value of P; has obvious advantages over others at stable fault
gouges, which verifies the effectiveness of the PSZP-BDF
algorithm. In addition, the PSZP-BDF algorithm also evalu-
ates the P; of other stable fault gouges, which may be the
PSZ of past earthquakes, or the accompanying structural
response generated by Wenchuan earthquake. If multiple
across-strike gouge zones slip simultaneously in the same
earthquake, theoretically it will produce several obvious
peak value of P, In this case, researches on the cutoff value
of P; will become meaningful.
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Fig.6 Logging and core data of the main fault zone at 570-650 m depth. The maximum anomalies of P; appear at 590 m-depth

Conclusion

Using information mining via Bayesian discrimination, this
paper validates the PSZP-BDF algorithm based on four sim-
plified hypotheses and puts forward a simple and practical

Eq. (14) to evaluate the PSZ possibility just using logging
data.

Through theoretical derivation of a Bayesian discrimina-
tion function and field data test from WFSD-1, we find that
the PSZP-BDF algorithm has the following advantages: (1)
The accuracy of the PSZP-BDF algorithm is high enough
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to determine the PSZ. (2) The algorithm requires little geo-
logical data and is widely applicable to PSZ evaluation in
varying geological conditions. (3) The PSZ possibility is
objective, because the algorithm parameters come com-
pletely from the samples. (4) The algorithm can be used
to comprehensively interpret the PSZ multi-physical field
response and reduce the multiple solutions of PSZ problem
determined by a single parameter. (5) The algorithm is sim-
ple and fast, which can provide quick PSZ suggestions and
save on coring and test costs.

The PSZP-BDF algorithm also needs to be improved,
especially for cases with significant data noise, in which
the fault gouge discrimination accuracy is not high enough,
resulting in the loss of possible PSZs. It’s only an expedient
way to increase the judgment rate of fault gouge through
the improvement of Bayesian prior probability. A machine
learning method with strong generalization ability and
high judgment accuracy was used to carry out the Bayes-
ian discrimination. In addition, the hypothesis has certain
limitations and is different from the real situation; therefore,
monitoring the time-lapse logging for the dynamic logging
response of the PSZ and making physical property analysis
for fault gouge core data is necessary to obtain more accu-
rate model parameters.
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Abstract

The migration-based microseismic event location methods using waveform stacking algorithms are widely used for hydro-
fracturing monitoring. These methods have the advantage of not requiring the accurate first arrival time around a detected
event, which is more suitable for noisy data than classical travel time-based methods. However, accuracy of these methods
can be affected under the condition of relatively low signal-to-noise ratio (SNR). Therefore, in order to enhance the loca-
tion accuracy of microseismic events in a borehole system, we have proposed a migration-based location method using
improved waveform stacking with polarity correction based on a master-event technique, which optimizes the combination
way of P- and S-wave waveform stacking. This method can enhance the convergence of the objective function and the loca-
tion accuracy for microseismic events as compared to the conventional waveform stacking. The proposed method has been
successfully tested by using synthetic data example and field data recorded from one downhole monitoring well. Our study

clearly indicates that the presented method is more viable and stable under low SNR.

Keywords Microseismic event - Migration-based location - Improved waveform stacking - Hydraulic fracturing - SNR

Introduction

It is vital to accurately and automatically locate the micro-
seismic events for estimating the stimulated reservoir vol-
ume. Migration-based source location methods are more
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applicable to relatively low signal-to-noise ratio (SNR)
microseismic data than traditional travel time-based source
location methods, because the former methods are far less
sensitive to the picking precision than the latter ones (Gharti
et al. 2010). During the last two decades, a number of studies
have been carried out about the migration-based location of
microseismic events based on nonnegative waveform stack-
ing in order to eliminate the influence of waveform polarity
changes due to shear source mechanisms (Kao and Shan
2004; Gajewski et al. 2007; Gharti et al. 2010; Drew et al.
2013; Grigoli et al. 2014; Li et al. 2016; Shi et al. 2019).
These approaches can make the location results more reli-
able at the cost of decreasing the location resolution in the
case of high SNR. According to Trojanowski and Eisner
(2017), stacking of both the positive and negative values
of amplitude can provide more reliable results after the
polarization correction as compared to any of absolute
value-based methods. In the past, the polarity was reliably
corrected by using source mechanism inversion (Anikiev
et al. 2014). However, it dramatically increases the computa-
tional cost. Afterward, Kim et al. (2017) proposed the auto-
matic method for the determination of first-motion polarity
which estimates the relative polarities of waveforms at other
receivers based on cross-correlation analysis. Later on, Xu
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et al. (2019) corrected the changing polarities by using an
amplitude trend least-squares fitting method. These polariza-
tion correction methods are effective and comprehensively
reduce the computational cost. Therefore, polarization
correction methods can be implemented before waveform
stacking, which can provide the basic guarantee for obtain-
ing the constructive interference from stacked amplitudes.
Moreover, a relative location was also introduced into the
migration-based location methods to mitigate the nega-
tive effect of an inaccurate velocity model on the location
results, which provides the foundation for accurate wave-
form stacking (Grigoli et al. 2016; Li et al. 2016). In addi-
tion, characteristic function can be calculated within P- and
S-wave corridors by selecting an approximate P or S arrival
time instead of scanning the whole time period of seismic
records, which can significantly accelerate the scanning effi-
ciency (Eaton et al. 2011).

On the basis of a predefined time window centered on
the arrival time of signals (namely P- and/or S-wave corri-
dors) (Eaton et al. 2011), polarization correction algorithm
(Kim et al. 2017) and master-event technique (Grigoli et al.
2016), we present a new migration-based location method
via improving the combination way of P- and S-wave wave-
form stacking in order to increase the resolution of the objec-
tive function in the study. Thereafter, a two-dimensional
(2D) model is used to prove the feasibility of the presented
method. Finally, we assess the performance of this method
on real data.

Method

This section briefly introduces the master-event technique
and mainly describes the objective functions formulated by
using the conventional and improved waveform stacking, as
well as the location flow for the migration-based method to
locate a selected microseismic event.

Master-event technique

The master-event technique, proposed by Grigoli et al.
(2016), can reduce the dependency of the location results
on the precision of the adopted velocity model, which inher-
its the main features of relative location algorithms. Here a
master event should have the characteristics of high SNR
waveform and reliable source location. The perforation shot

At"—{t{'(_tf"

if not applying the master — event time corrections
tcf.‘ - tc;fq if applying the master — event time corrections

event or high SNR events may be selected as master events.
Through this master-event technique, we can calculate the
master-event time corrections of all receivers for P and S
waves, respectively. Then, these corrections can be applied
to Eq. (1) as discussed in “Conventional waveform stacking
function” section in order to reduce the influence of an inac-
curate velocity model on the location results.

Formulation of the objective function

The objective function for the migration-based location
method is generally constructed by the way of waveform stack-
ing. The waveform stacking function can be broadly classi-
fied into two main categories: the first, which only stacks the
positive values of seismograms (such as absolute values, STA/
LTA ratio, envelopes and phase square) and the second, which
stacks both the positive and negative values of seismograms.
Although the former methods, namely absolute-value-based
approaches, can avoid the influence of changing polarities
due to source radiation pattern, the imaging resolution of
their objective functions may be reduced for microseismic
data with relatively low SNR. However, a simple stacking can
yield better results than the former methods when the signal
polarization correction is applied to the latter methods (Tro-
janowski and Eisner 2017). So, in this study, we only discuss
that method which can stack both the positive and negative
values of seismograms with polarization correction. In addi-
tion, the waveform stacking function based on the combination
of P and S waves is applied to migration algorithms in order
to enhance the accuracy of event location as recommended by
Gharti et al. (2010).

Conventional waveform stacking function

The waveform stacking function can be calculated within P-
and S-wave corridors by selecting an approximate arrival time
instead of scanning the whole time period of seismic records
(Eaton et al. 2011). We take the selection of an approximate
S-wave arrival time because the weaker P-wave energy is more
easily submerged in noise.

By assuming the P- or S-wave calculated travel times at
the ith receiver (tf) and the S-wave calculated travel time at
the mth receiver (t;j1 ), we can obtain their corresponding cor-
rected travel times (tcf.‘ and tcfn ) after applying the master-event
time corrections calculated through the master-event technique
(Grigoli et al. 2016). Then, the calculated travel time difference
between the ith receiver for P/S-wave and the mth receiver for
S-wave is given by Eq. (1):

ke {P,S} ()
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For the purpose of discussions, the basic unit of waveform
stacking function (L,(j)) can be defined by Eq. (2):

LG =Y, (sen‘u(ad +)) ke (p.s) @

i=1

where n and j denote the number of receivers and an index
of the discrete-time signal, respectively. u; represents the
signal amplitude at the ith receiver. s gnl’f is the corresponding
polarity correction sign of the raw amplitude u; at the ith
receiver for P- or S-wave, which is automatically determined
using the method proposed by Kim et al. (2017). L,(j) rep-
resents the waveform stacking with polarity correction at
time index j from all receivers for P- or S-wave after we
eliminate the moveout (At:‘) of the corresponding trace. Sub-
sequently, the conventional waveform stacking function with
a predefined time window centered on the S-wave arrival of
this event is constructed based on P- and S-wave stacking
basic unit information as expressed by Eq. (3):

4w, 4w,
CWS(t) = Z Ly(j) X Z Lg(j) (1 = (B pp = w)), oo (B30 +w)))
Jj=t—w, J=t—w,

3
where w; represents the size of the inner window and it
controls the SNR of the waveform stacking function. j is
centered on the index of time ¢ and its range is from —w, to
t+w;. tfn Fa IS an approximate estimate for the S-wave first
arrival at the mth receiver for this event. w, represents the
size of the outer time window. And it is a sliding window
range centered on the tfn FA mentioned above, which is used to
scan through this event in order to avoid searching through
the entire time.

Improved waveform stacking function

For enhancing the convergence and resolution of the objec-
tive function, we build the objective function by improving
the combination way of P- and S-wave waveform stacking,
which calculates the multiplication of the basic units of P-
and S-wave waveform stacking functions before summing
within the inner time window [t—w,, t+w]. Thus, the
improved waveform stacking function with the time win-
dow range from 5 . —w, to 5 .+ w;, can be expressed by
the following Eq. (4):

t+w,

IWS() = D0 Lp() X Lg() (t = (B = W), oo (Ep +2))

J=t=w,
“
where Lp, Lg, t'SnF A» W1 and w, are the same as those described
previously in “Conventional waveform stacking function”
Section.

Location flow

Below-mentioned procedure is adopted to calculate the loca-
tion of a selected microseismic event.

1. Input an adjusted velocity model and create a lookup
table by calculating the travel times from every potential
event location to all of the receivers based on the ray-
tracing technique (Moser 1991).

2. Calculate the master-event time corrections by using the
master-event technique (Grigoli et al. 2016) and apply
these corrections to Eq. (1).

3. Only input a single approximate S-wave first arrival time
for this event.

4. Calculate the objective function by using the method
discussed in “Conventional waveform stacking function”
or “Improved waveform stacking function” section.

5. Output the corresponding location when we determine
the global maximum value of the corresponding objec-
tive function by utilizing the grid search method (Mao
etal. 2019).

Synthetic data example

In this study, we focus on the accuracy of the conventional
and improved waveform stacking functions. For simplicity,
we used a 2D homogeneous medium model with P-wave
velocity 2000 m/s, S-wave velocity 1200 m/s and density
2.0 g/cm?® as shown in Fig. 1.

To cover the depth range from 950 to 1050 m, eleven
receivers were placed at 10-m spacing intervals along a
vertical observation well. The wellhead was located at
x=200 m. A Ricker wavelet having dominant frequency
of 60 Hz was used as the microseismic source time func-
tion. Time interval was 0.5 ms. The master event and target

800 —— Monitoring well
A Receivers
Master event
900 *  Target event
—~ 1000
1S *
N
1100+
12001

200 300 400 500 600

Fig. 1 Acquisition geometry for the 2D model with the target event
(red pentagram) to be located, the master event (green pentagram) to
be known and receivers (blue triangles). The x- and z-axes denote the
offset and depth directions, respectively
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Fig.2 Record section of the synthetic noise-free microseismic data (vertical component) for the a master and b target events

event were set at (x, z) =(400, 1050) m and (x, z) = (420,
1030) m, respectively. Two-dimensional elastic microseis-
mic records were simulated using staggered-grid finite dif-
ferences (Graves 1996). The vertical component records of
the synthetic noise-free data for the master event and target
event are shown in Fig. 2a, b, respectively. Here, we defined
the grid search area which was 200 m both in x and z direc-
tions centered on the location of the true event. Meanwhile,
the search step length was 1 m both in x and z directions.
Then, we calculated the values of different objective func-
tions for all discrete points in the search area using the grid
search method.

To analyze the global convergence and resolution of
the objective functions based on the conventional and
improved waveform stacking constructions mentioned by
Egs. (3) and (4), we specially discussed the distribution of

950

1000

1050

1100

350 400 450 500

Fig.3 Waveform stacking function distribution based on the a con-
ventional and b improved methods. The color scale indicates the
waveform stacking function value (deep red for the maximum values
and deep blue for the minimum values). In each subplot, the white

@ Springer

the waveform stacking functions from the conventional and
improved methods without noise and velocity model errors.
Figure 3 clearly shows the distribution of the conventional
and improved waveform stacking functions calculated by
using Egs. (3) and (4) based on the noise-free target event
record in Fig. 2b, respectively. As we can see from Fig. 3,
the deep red zone denotes the potential microseismic event
location area most possibly. From Fig. 3a, b, it can be eas-
ily observed that the value in red area, calculated through
the improved waveform stacking method, is obviously com-
pressed as compared to that of the conventional waveform
stacking method. As a result, the convergence and resolution
of the improved waveform stacking function are far better
than those of the conventional waveform stacking function.

To test the noise immunity of the conventional and
improved methods, we applied Monte Carlo relocation

high
950
1000
N
1050
1100
350 400 450 500
x(m) low
(b)

pentagrams denote the true location of synthetic event (target event)
and the intersections of black dashed lines, namely the positions of
the maximum waveform stacking function values, represent the cal-
culated locations
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Fig.4 Record section of one separate noisy data of the target event
with the SNR=a 0.5, b 1 and ¢ 2 as one realization mentioned in
Fig. 5. The record section of the different SNR data is generated by

with 100 realizations of random noise for different SNR.
Figure 4 shows one separate noisy data of the target event
for SNR=0.5, 1 and 2, which is only an input data for one
realization mentioned in Fig. 5.

It is clear from Fig. 5 that the relocation results based on
the conventional and improved methods gradually converge
to the true event position as the SNR increases. What is
more, the relocation results based on the improved method
are more convergent to the true event position than those
of the conventional method for all SNR (0.5, 1 and 2). In
addition, Fig. 6 shows the comparison with absolute loca-
tion errors through the use of the same corresponding 100
realizations as in Fig. 5. From Fig. 6, it is obvious that the
accuracy of the improved method is much higher than that of
the conventional method because it estimates less absolute
location error compared to the conventional method for the
same corresponding SNR as in Fig. 5.

As we know, the accuracy of many traditional location
methods greatly depends upon the precision of the velocity

(0

adding random noise with different amplitudes to noise-free data of
the target event as in Fig. 2b

model. But relative location methods can generally miti-
gate the negative effect of an inaccurate velocity model.
Hence, the conventional and improved methods in this paper
were further extended by using the master-event technique
(Grigoli et al. 2016).

To test the sensitivity of the conventional and improved
methods with the master-event technique to the velocity
model errors, we conducted a Monte Carlo relocation with
100 realizations of random velocity perturbation. Both the
P- and S-wave velocity values were perturbed by (— 3%,
3%), respectively. In order to isolate the effect of velocity
method errors, we used the noise-free data.

The upper row of Fig. 7a, b shows the relocation results
based on the conventional and improved methods with-
out applying the master-event time corrections calculated
through the master-event technique, which are greatly
divergent. However, after applying the master-event time
corrections, the location results become more convergent
(Fig. 7c, d). Thus, with the addition of master-event time
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Fig.5 One hundred realizations from Monte Carlo relocation using
the conventional [left column (a, ¢, and e)] and improved [right col-
umn (b, d, and f)] methods, under random noise for different SNR.

corrections, the location accuracy has been dramatically
improved under the velocity model errors. Consequently,
the master-event technique can make our waveform stack-
ing location method more reliable under velocity model
inaccuracies.
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The SNR=(a, b) 0.5, (¢, d) 1 and (e, f) 2. The red pentagram and
black dots represent the true event (target event) and inverted results
(calculated locations), respectively

Field data application

For verifying the feasibility of the presented method in
field data processing, we performed one real data test
with microseismic data obtained during the hydraulic
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Fig.6 Comparison with absolute location errors based on the same corresponding 100 realizations as in Fig. 5. The SNRisa 0.5, b 1 and ¢ 2

fracturing of tight sandstone from a Chinese oil field. An
array of ten three-component (3C) receivers was placed in
an inclined monitoring well whose wellhead was located
at x=415.9 m and y=608.1 m. The depth of the placed
array ranged from 2455.1 to 2545.1 m with 10-m spacing
intervals. Afterward, the midpoint location of the perfora-
tion interval was (360.6, 281.9, 2538.0) m. To calibrate the
initial velocity model and the orientation of 3C receivers,
we used the known perforation information. For determin-
ing the global maximum value of the waveform stacking
function, we implemented the global grid search algorithm
based on back-azimuth constraint. The volume set for the
three-dimensional (3D) grid search was 400 m in the x,
y and z directions centered on the midpoint of the perfo-
ration interval. Then, we chose the search step size 1 m
in all three directions (x, y and z directions) and set the
acceptable back-azimuth error 4° for the conventional and
improved methods, respectively. The perforation event and
high SNR events were selected as master events for this
study.

According to the location flow described in “Location
flow” section, more than 170 microseismic events were
located by utilizing the conventional and improved meth-
ods, respectively. The location results of the conventional
and improved methods are shown in Fig. 8a—f in the form of
3D space, top view of xy-plane and side view of xz-plane.

As we can observe from 3D space (Fig. 8a, b), although
the location results based on the methods mentioned above
are near to the perforation interval, the inverted results deter-
mined by the improved method are more spatially cluster-
ing compared with those found through the conventional
method. We can clearly find that the location results based
on the improved method (Fig. 8d) are significantly more
clustering than those of the conventional method (Fig. 8c)
from top view in xy-plane. Moreover, as we can notice
from side view in xz-plane (Fig. 8e, f), the inverted results
obtained through the use of the improved method are clus-
tered very well than those determined by the conventional
method. The real data test suggests that the location results
obtained through the improved method are more acceptable.
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Fig.7 One hundred realizations from Monte Carlo relocation under
random velocity perturbation. a and b show the relocation results
using the conventional and improved methods without applying the

Discussion

Our results indicate that the proposed migration-based loca-
tion method through improving the combination way of P-
and S-wave waveform stacking can significantly increase the
resolution and convergence of the objective function on the
basis of a predefined time window centered on the arrival
time of signals (Eaton et al. 2011), polarization correction
algorithm (Kim et al. 2017) and master-event technique
(Grigoli et al. 2016).

In the synthetic data example, the distributions of the
conventional and improved waveform stacking functions
without noise and velocity model errors clearly indicate that
the global convergence and resolution of the improved wave-
form stacking function (Fig. 3b) are much better than those
of the conventional waveform stacking function (Fig. 3a).
Subsequently, under different SNR (0.5, 1 and 2) tests, the
improved method has achieved more convergent relocation
results compared with the conventional method (Fig. 5) and
the former has also obtained higher precision results than
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master-event time corrections. ¢ and d show the relocation results
using the conventional and improved methods applying the master-
event time corrections

the latter (Fig. 6). Therefore, the improved method can be
more resistant to noise than the conventional method. Fur-
thermore, the former method can lead to better stability than
the latter under varying noise levels. Moreover, even under
relatively low SNR, the synthetic data results confirm the
accuracy of this proposed method. Hence, it is clear that
the above two methods can mitigate the dependency upon
the precision of the velocity model after the application of
master-event time corrections, which is in agreement with
the conclusion gained by Grigoli et al. (2016). For simplicity
and reducing the computational cost, we chose 2D model
in the synthetic test. Once the azimuth information is esti-
mated, these conclusions may easily be confirmed in 3D
synthetic model test.

In the field data application, the location results obtained
by the improved method are more clustered than those based
on the conventional method both from top view in xy-plane
(Fig. 8c, d) and side view in xz-plane (Fig. 8e, f). Thus,
our inverted results also indicate that the improved method
can more accurately locate the microseismic events than the
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Fig.8 Location results based on the conventional [left column (a,
¢, and e)] and improved [right column (b, d and f)] methods. Three-
dimensional space view for using the a conventional and b improved
methods, respectively. Top view in xy-plane for the corresponding
methods mentioned above is observed in ¢ and d, respectively. Side
view in xz-plane for the corresponding methods mentioned above is

conventional method, which is almost consistent with the
above conclusion from the synthetic test.

To sum up, the proposed method can obviously
enhance the location precision compared with the
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observed in e and f, respectively. The red pentagram and blue trian-
gles indicate the perforation shot and receivers, respectively. The blue
and red curves denote the monitoring and fracturing wells, respec-
tively. The black dots represent inverted locations determined by the
conventional and improved methods. The x-, y- and z-axes denote the
east, north and depth directions, respectively

conventional method under varying noise levels. What
is more, the former method seems to be more applica-
ble to process low SNR microseismic data than the lat-
ter method. This may provide the reliable foundation for
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precisely implementing the location procedure even in the
presence of low SNR.

Conclusion

This study presents a migration-based location method using
improved waveform stacking with polarity correction based
on a master-event technique. Compared with the conven-
tional waveform stacking location method, the proposed
method can improve the convergence of the objective func-
tion. Furthermore, this new method may effectively provide
more reliable and accurate location results even in low SNR
circumstances. Thus, this method may be completely robust
and practicable for relatively low SNR microseismic data in
the hydro-fracturing monitoring. Applications to synthetic
and field data have validated the feasibility and reliability of
the new proposed method.
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Abstract

Estimation of quartz content (QC) is important for gas hydrate production. However, the existing methods pay more attention
to estimate saturations of hydrate or free gas instead of QC. QC is difficult to be estimated because of its limited and unclear
influences on velocities in the hydrate-bearing sediments. A workflow was proposed to estimate QC from core to logging
to seismic inversion whose core technologies were an unconsolidated anisotropic model (UAM) and an inverse modeling
approach. We used the UAM to construct the quantitative relationships between physical properties including QC and veloc-
ity. Then, the velocities of the reservoirs were obtained by logging-constrained seismic inversion. Finally, QC can be scaled
by the inverse modeling of the UAM. To build the UAM, we analyzed the physical properties of hydrate reservoirs based
on the cores and logging while drilling (LWD) data in the Shenhu area, South China Sea, and characterized unconsolidated
sediments with horizontally layered hydrates and gas occurrences. The calculated P-velocities and S-velocities from the UAM
agreed with the LWD data when the input variables were QC, porosity, hydrate saturation, and gas saturation. Conversely,
for a group of P-velocity and S-velocity from seismic inversion, the corresponding QC can be scaled out as well as the other
parameters based on the UAM, which was defined as an inverse modeling. Because the significant parameters such as hydrate
saturation have been considered as independent variables in the model, we can effectively avoid the correlation between QC
and the others. Prediction multiplicity can be reduced. The estimated QC was consistent with the drilling and geological
understanding in the field application, indicating that the method proposed is effective and practical.

Keywords Gas hydrate - Quartz content - Gas saturation - Rock physics - Seismic inversion - Shenhu

Introduction

Natural gas hydrate is an ice-like solid formed by the adsorp-
tion of small gas molecules in a cage structure. Among them,
methane hydrate is the most widely distributed hydrate in
the world (Dickens 2001; Sloan and Koh 2007). Marine
gas hydrates generally occur within the top few hundred
meters of sediments in continental margins and continental
permafrost regions worldwide (Xu and Rupple 1999). As a
clean alternative energy source with huge resource potential,
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methane hydrate has attracted widespread attention. Shenhu
area, with the first successful gas hydrate production test in
the South China Sea (SCS) (Li et al. 2018), has been con-
sidered as one of the most promising areas with commercial
potential (Zhang et al. 2017).

Quartz content (QC) estimation is important for the
exploration of hydrate reservoirs with commercial potential.
Boswell and Collett (2006) suggested four types of reser-
voir: (1) sand reservoir, (2) clay-rich fractured reservoir, (3)
submarine sediments with mid-high saturation gas hydrates,
and (4) low saturation hydrates dispersed in impermeable
clays. The first two types of reservoirs are most potential to
achieve prospective exploration and commercial utilization
because they can provide the permeability required for a
high concentration of gas hydrate accumulation (Moridis
et al. 2009). Rock physics modeling is an effective way to
estimated QC. Hydrate occurrence as the main character in
a hydrate reservoir must be considered when estimating QC.
Two types of gas hydrate morphology exist in a variety of
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sediments ranging from fine-grained clays to coarse-grained
sands. Pore-filling gas hydrates in fine-grained clays are
wildly distributing in Shenhu area (Zhang et al. 2017), which
partially replace the pore fluid and act as a part of the pore
fluid or a part of the solid frame, but little change to the
sediment structure (Holland et al. 2008). Several pore-filling
gas hydrate reservoirs in fine-grained clay—silt and coarse-
grained sands have also been successfully identified in the
Gulf of Mexico (Boswell et al. 2012), offshore India (Rie-
del et al. 2010), offshore Korea (Ryu et al. 2013), and the
SCS (Zhang et al. 2017). The velocities of pure hydrate have
been measured in the laboratory (Waite et al. 2000), whose
P wave velocity is 3650 m/s, S wave velocity is 1890 m/s,
and density is 900 kg/m>. The velocities are higher than the
velocities of hydrate-bearing sediments, and the accumula-
tion of a large amount of hydrates can decrease the Pois-
son’s ratio (Hamilton 1980). The velocities also depend on
the hydrate formation pattern. If the hydrates cement the
matrix, the velocities increase significantly (Helgerud et al.
1999; Sava and Hardage 2006). However, free gas in the
pore affects the velocity more complicatedly. Even if there
is less gas (< 1%) in the pores, the P wave velocity changes
significantly (Domenico 1976), and S wave velocity keeps
unchanged. The coexisting of free gas and hydrate has been
found in the Shenhu area, SCS (Wang et al. 2013); there-
fore, the variations of hydrates and free gas make the elastic
characteristics more complicated. Since gas hydrates exhibit
relatively high P wave velocity compared to pore-filling flu-
ids such as water (Waite et al. 2000), and free gas owns
much lower P wave velocities, so P wave velocity and S
wave velocity are the most commonly used parameters to
predict gas hydrate saturation and gas saturation both in fine-
grained clays and in coarse-grained sands (Lee and Collett
2011), using a time average equation (Miller et al. 1991;
Wood et al. 1994), a cement model (Dvorkin et al. 1994),
effective medium theory (Helgerud et al. 1999; Jakobsen
et al. 2000), a three-phase Biot-type equation (Carcione
et al. 2005; Carcione and Tinivella 2000), weighted average
equations (Lee and Collett 1999; Ojha and Sain 2007), or a
simplified three-phase equation (Lee 2008; Lee and Waite
2008).

Due to the significant influences on the elastic character-
istics caused by gas hydrate and free gas occurrences, the
existing methods are effectively used to estimate saturation
of hydrate or free gas instead of QC. With the exploration
demand of hydrate reservoirs with commercial potential, the
prediction of QC has become more and more important. But
the relationship between QC and velocity is unclear; nearly
no studies have been done to estimate QC in the hydrate-
bearing sediments with rock physics and seismic data.
Sediments with various combinations of hydrate saturation,
gas saturation, porosity, and QC may own similar velocity
(Kumar et al. 2007). The above models often assume that
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QC is a constant or simplified by empirical or semiempirical
formulas. Besides, the above models do not consider sedi-
ment grain, unconsolidation, and hydrate or gas occurrence
simultaneously, which may reduce accuracy.

In this paper, we first analyzed the hydrate occurrence
through Geo-vision resistivity (GVR) imaging and X-ray,
and element capture logging and X-ray diffraction (XRD)
were used to obtain QC. The average particle size and sort-
ing coefficient were obtained through particle size analysis.
Then, we proposed an unconsolidated anisotropy model
(UAM) in which layered hydrates manifested as vertical
transversely isotropic (VTI) media were added to an uncon-
solidated matrix. The Hertz—Mindlin (H-M) particle contact
model (Mindlin 1949) was used to construct the unconsoli-
dated matrix with high Poisson’s ratio (Domenico 1977)
where grain size and sorting were considered. Then, based
on the periodic layered medium and the Backus average
(Backus 1962), the modulus of the dry matrix with horizon-
tal layered hydrates was calculated. Finally, the Brown—Kor-
ringa equation (Brown and Korringa 1975) was used to add
fluid to dry micropores. To reduce errors caused by the
inappropriate correlation between multiple parameters, we
made QC as well as hydrate saturation (HS), gas saturation
(GS), porosity-independent variables in the proposed model.
P wave velocities, S wave velocities, and impedances of
hydrate-bearing sediments with any physical combinations
can be obtained using UAM. Finally, based on an inverse
modeling method, we can estimate QC with high precision.

Geological setting

Shenhu area is located in the northern slope of the South
China Sea (Fig. 1a), which is structurally affiliated with Zhu-
II Depression of the Pearl River Mouth Basin (Wu et al.
2009). The water depth ranges from 600 to 1800 m. The
topography of the seafloor is quite undulating and generally
appears to be sloping from northwest to southeast (Fig. 1b).
Due to gravity flow and underflow, large-scale submarine
landslides happened, causing a pattern of submarine ridges
and erosion trenches arranged in a north—south direction.
The bottom simulating reflectors (BSRs) have been identi-
fied mainly in the ridges, knolls, and edges (Fig. 1c). The
temperature of seafloor is 2—4 °C, and the geothermal gra-
dient is 45-67 °C/km (Zhang et al. 2017). Hydrates have
been found at 150-300 m below seafloor (mbsf) by LWD
and coring.

The tectonic evolution of the Pearl River Mouth Basin can
be divided into two stages with 23.8 Ma as the boundary:
the Eocene—Oligocene rifting stage and the Neogene—Qua-
ternary post-rifting stage (Ru and Pogott 1986). There
were three peak periods of fault activity in the study area:
Paleozoic (or earlier)—early Oligocene, early Miocene—mid
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w19

Fig.1 Location of the study area. a The location of the study area.
The red rectangle indicates the location. b Enlarged view of the red
rectangle in Fig. la. The base map shows the submarine landform.
Location of the wells used in the paper is displayed with red circles

Miocene and late Miocene, and faults were particularly
active since late Miocene (Wu et al. 2005). When these
faults were active, a large number of cracks were gener-
ated, making surrounding area high porosity and high per-
meability. The fault system connected the deep gas source
with the shallow gas, providing a channel for fluid migration
(Kuang et al. 2018). The neotectonic movement also led

and c¢ seismic section of Line A. W17 and W19 located on the line.
Red curves refer to the BSRs. Resistivity logs are displayed after
time—depth conversion. The synthetics agree with the seismic data,
indicating that time—depth conversion is rational

to the extensive development of gas chimney. Gas chimney
used to be a pressure relief channel for hot fluids, which was
closely related to gas seepage, migration, and accumulation.

The gas composition of the hydrate samples was charac-
terized by the absolute dominance of methane (Zhang et al.
2017). The methane content is higher than 98.5%, and C1/
C2 increases with depth overall. At the same time, there is a
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sudden change near the top of the hydrate reservoir. C1/C2
of the gas samples in the hydrate reservoir is less than 300,
but the value in the shallow sediments is greater than 1000.
It is speculated that the gas source of hydrate is mainly the
mixture of pyrolysis gas and microbial gas, and the vari-
ation of ethane and propane is similar, indicating that the
proportion of thermogenic gas gradually increases as the
depth increases (Wei et al. 2018). According to previous
study on source rock comparison in the Liwan Sag (He et al.
2008), combined with the thermal evolution and hydrocar-
bon generation history, the thermogenic gas in the natural
gas hydrate in the Shenhu Sea area is likely to be mainly
derived from the lacustrine source rocks of the Enping and
Wenchang Formations.

Since the Miocene, the tectonic subsidence rate was
abnormally high due to the Dongsha Movement (Yu
et al. 2012). The sedimentary filling sequence in the
same period was dominated by marine sediments, includ-
ing shelf-margin delta, deepwater turbidite channel, and

LineB

CDP_1500 1100 700

mass transport deposit (Ludmann et al. 2001). During
this period of geological history, the structure-sedimen-
tary background of the Shenhu area was consistent with
the Pearl River Mouth Basin. According to drilling data,
the average deposition rate of the Pleistocene in this area
was 6.46 cm/k.y., and the average deposition rate of the
Pliocene was 3.93 cm/k.y (Yu et al. 2012; Zhang et al.
2017). We studied stratigraphic sequences and sedimen-
tary facies for the Pliocene—Quaternary and Quaternary in
the study area (Fig. 2a). According to previous studies (Yu
et al. 2012; Wu et al. 2005), the Upper Miocene—Quater-
nary in the study area was divided into three sequences,
of which the sequence interfaces of T3 and T2 represent
the two episodes of the Dongsha Movement in late Mid-
dle Miocene and Pliocene (10.4 Ma and 5.2 Ma), respec-
tively, and T1 refers to the end of the Pliocene (1.64 Ma).
Gas hydrates were mainly accumulated in the unconsoli-
dated sediments of the Late Miocene and Pliocene (Su
et al. 2015), or T1-T2. Sedimentary facies were delta
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Fig.2 Sedimentary facies for the Pliocene—Quaternary and Quaternary in the study area. a Sedimentary facies and stratigraphic sequences in a
seismic profile. b Sedimentary facies in the Pliocene—Quaternary; and ¢ sedimentary facies in the Quaternary
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front with high porosity, underwater fan, channel, and
slump deposition. The strong hydrodynamic environment
mainly occurs at the initial stage of a sequence, causing
the coarse-grained sedimentation by gravity flow separa-
tion to be above the sequence interface. Therefore, the
relatively coarse-grained sediments in the deep-sea slope
environment are mainly deposited at the bottoms of the
channel or the roots of the fan (Kuang and Guo 2011), as
shown in Fig. 2b. Besides, erosion gullies of different sizes
were distributed on the levees on both sides of the chan-
nel. The strong underflow in the early stage of a sequence
could bring coarse sediments to these lowlands close to
the gullies. On the plane, there were three channels in
the study area (Fig. 2b), and three large-scale underwa-
ter fans were developed at the fronts of the channel. The
Quaternary inherited sedimentary pattern in the Pliocene
and mainly developed channels, fans, erosion gullies, and
slump deposits (Fig. 2¢). Since the hydrates ever found
occurred before T2 (Zhang et al. 2017), possible coarse-
grained deposits in the study area were identified (Fig. 2b,
c). Wells W11, W17, W18, and W19 are all located in the
possible coarse-grained sediments of the fan developed
during T1-T2. By analyzing the relationship between the
particle size and hydrate saturation in Shenhu sea area,
Chen et al. (2011) pointed out that there is a good corre-
spondence between the reservoirs with high saturation of
hydrate and sand, coarse silt layers. Coarse-grained sedi-
ments are more conducive to hydrate formation.

Method
The unconsolidated anisotropic model

Characteristics of hydrate-bearing sediments

1. Density of unconsolidated sediments

A total of 150 samples from wells W11, W17, W18, and
W19 were tested for acquiring natural water content, density,
and porosity. As shown in Table 1, the porosity of hydrate-
bearing sediments is 39-71%, the maximum water content
is about 88%, and the density is 1.4-2.1 g/cm®. These data
provided references for the calculation of dry rock modulus.
When calculating the modulus, the total density of different
mineral components and porosity should be within the range
of the densities and porosities in Table 1.

2. Lithology and particle size

We used the H-M particle contact model to characterize the
equivalent modulus of unconsolidated sediments (Winkler
1983; Walton 1987). Particle size and number of particle
contacts are important parameters in this model.

Figure 3 shows the grain size analysis of well W11.
The mean diameter was 6.17—7.88®, and the kurtosis was
0.87-1.18. The sorting coefficient was between 1.43 and

Table 1 Water content, density, Well name (%) Natural water content Wet density (g/cm3) Dry density (g/crn3) Porosity (%)
and porosity of shallow samples
in the study area w19 20.0-73.5 1.42-1.92 1.18-1.44 47.3-69.9
W18 19.6-86.1 1.4-1.86 1.17-1.39 48.3-69.7
W11 21.1-83.6 1.54-2.09 1.27-1.65 39.1-68.8
w17 23.0-87.8 1.48-1.98 1.20-1.57 42.3-71.0
Sort Coefficient Skewness Kurtosis Median Grain Diameter
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Fig.3 The sort coefficient, skewness, kurtosis, and the median grain diameters in well W11
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2.78®, indicating that the sorting was poor, so the number
of particle contacts should be larger than that of conven-
tional sandstone. As a result, we assume that the mean
diameter was 7.5®, and the number of contacts was 6.
Figure 4a shows the contents of sand, silt, and clay
of the wells W17 and W19. At about 140-160 mbsf, the
sand content increases significantly, and the silt content
is greater than 50% (Fig. 4a), making QC close to 50%
(Fig. 4b). It indicates that there are reservoirs with high

QC in this area, which should be due to the underwater fan
deposits (Fig. 2b).

3 Hydrate occurrence

Different types of hydrate occurrence were identified in
GVR images. The horizontal thick hydrates in the study area
were common (Fig. 5a), which were generally distributed on
the top of the hydrate reservoir and behaved as continuous
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Fig.4 Lithological components and mineral content in wells W17 and W19; a sand content, silt content, and clay content obtained by particle

size analysis; b QC and other mineral components obtained by XRD
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Fig.5 GVR image of hydrates
with different thicknesses; a
GVR image of thick hydrates in
well W19; b GVR image of thin
hydrates in well W18 . 120

STATIC
0.85 ohm.m 54

Image Orientation®

highlights on the static images. Thick layered hydrates with
different saturations were found in W17, W11, and W19
(Wang et al. 2011, 2013). Well W11 was confirmed to con-
tain a very thick (~90 m) interval of gas-hydrate-bearing
sediment (average concentration 35% of pore volume) by
resistivity. Gas hydrate concentrations were also calculated
from porewater freshening, based on chloride as a conserva-
tive species. Significant fresh departures from the chlorinity
baseline were observed between 131-202 mbsf. The maxi-
mum gas hydrate concentration from porewater freshen-
ing was 47% of pore volume in well W11 (Fig. 6). Thinner
hydrate reservoirs were found in wells W17, W18, and W19.
Maximum gas hydrate concentration from porewater fresh-
ening was 66% of pore volume in well W18. Pressure core
depressurization has also been done to calculate the hydrate
saturation, which allowed quantification of the total amount
of methane that was present in a given pressure core and
estimation of the quantity of methane hydrate or free meth-
ane gas. The calculation results based on porewater freshen-
ing were consistent with the results of the depressurization
of the pressure cores.

Thin layer hydrates were found in almost all mentioned
wells, distributing hundreds of meters below the seafloor.
Such thin layered hydrates may not be identified through
conventional logging curves (neutron, density, P-sonic), but
they appear as bright highlights on the GVR image (Fig. 5b).
From the X-ray images of the pressure cores in wells W17,
W18, and W19 (Fig. 7), the hydrates were mainly horizon-
tally distributed in a more macroscopic view.
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Rock physics modeling

Based on the physical property of hydrate reservoirs, we built
an unconsolidated matrix with multiple minerals including
quartz, hydrate, and clay. The modulus and densities of differ-
ent components are shown in Table 2. Then, we constructed a
periodic layered matrix with connected pores (Fig. 8). Specifi-
cally, we divided the modeling into three steps.

Modulus of hydrate-bearing sediments with different litho-
logic grains According to the H-M model, the bulk modulus
and shear modulus of randomly stacked equal-sized spherical
particle aggregates can be expressed as Eq. 1:

Kym = %Snﬁﬂw{ = %(Sn +1.55) 1)
where n is the number of contacts. ¢ is the porosity. R is the
radius of the particle. S, and S, are the normal and tangential
stiffness of the contact, respectively. Then, we calculated the
equivalent modulus of sand, clay, and hydrate, respectively.
The unconsolidated tensor C,.nso1iq ©f €ach component can
be obtained by Eq. 2:

Gy € =20, 626, 000

c, -2, C, C,-2C,, 0 0 0

C = C/ll —2C24 Cln —ZCEM 11 0 0 0
unconsolid 0 0 0 C4/14 0 0
0 0 0 0 C, 0

0 0 0 0 0 C,

(@)
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Fig.6 Hydrate saturations cal- 0
culated by porewater freshening
and pressure core in well W11
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where C’ is unconsolidated (isotropic) elastic stiffness tensor

of each component and C =Ky + GHM, C’ = Gym-

VTl matrix and modulus calculation Vertical transversely iso-
tropic (VTI) media is the most common anisotropic model.
VTI media can be used to describe the characteristics of lay-
ered hydrated and thin layers (Figs. 5, 7). Postma (1955) pro-
posed the periodic thin layer (PTL) anisotropic model, and
White et al. (1983) studied the stiffness tensor of the model

(Eq. 3):

Cll C12 C13 0
C12 Cll C13 0
C13 C13 C33 0
0 0 0 Cy O
0 0 0 0 Cy
| 0 0 0 0 0 05(C,;—Cyy) |

oS O O

3

Cyn =

=N eNeNoNe]

According to the formula proposed by Backus (1962), each
elastic coefficient in the tensor is shown separately.
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where A and y refer to the Lame parameters of each iso-
tropic thin layer (or each component) obtained by Eqgs. 1
and 2. Operator < >represents the weighted average of the
variables in Eq. 4. Then, elastic tensor of layered hydrate-
bearing matrix can be calculated by Eq. 3.

Fluid substitution The Wood formula (Wood 1955) was
used to calculate the modulus and density of mixing flu-
ids.
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Fig.7 X-ray images, P wave velocities, and densities of pressure
cores in wells W17, W18, and W19. Saturations of the gas hydrate
(GH) were calculated by the measured velocities and densities.
Gamma densities of the pressure cores were collected by Geotek

Table 2 Constants used in the model

Mineral components ~ Bulk modu- Shear Density (g/cm?)
lus (Gpa) modulus
(Gpa)
Matrix
Quartz 36.6 45 2.65
Shale 20.9 6.85 2.58
Dolomite 61.5 41.1 2.79
Calcite 76.8 32 2.71
Fluid
Water 2.55 - 1.05
Gas 0.01 - 0.1
Hydrate
- 7.7 32 0.92
ouar, 290000000 “SAND
o000 20, Modulus_HYDRATE <M
Hydrate 96600000000 — >
0000 00000 - -
Clay §oee Modulus_CLAY
0000 —
Others ...

Fig.8 Schematic diagram of the UAM modeling

Pressure Core Analysis and Transfer System (PCATS), which were
measured through the attenuation of gamma rays from a '*’Cs source
and calibrated with water and aluminum. Gamma densities is an
inferred density, which is close to the bulk density

| =

&)

>

1_ .

N
p= fip: ©®)
i=1

where K}, is the bulk modulus of the mixture and p is the
average density f;, K; and p; are the volume content, bulk
modulus, and density of each component, respectively. The
Brown—Korringa equation (Brown and Korringa 1975) was
used to add fluid to the connected dry micropores. Fluid
substitution for anisotropic rocks can be done with Eq. 7:

Wood

R
Brown&Korringa

Asaturated VTI model with
unconsolidated matrix
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(Sdry _ )(Sdry 50 low-frequency part and measured low-frequency porosity
sat dry ijaa ijaa’ " bbkl bbkl . .
i = Sy~ - (7) ~ model to obtain the final porosity.
/ _ ry _ 0
(’b (ﬂfl ﬂ()) + (sccdd sccdd) LEM LEM
o ¢ =t~ Ot + Py (10)
where sf}?}(‘l, sl.ﬂg are the compliance tensors for saturated rock LEM ALEM

and dry rock, respectively. sgkl is the compliance tensor for
a mineral ﬂfl, f are compressibility for the fluid and mineral,
respectively, which are related to the content and elastic
characteristics of each component of the fluid. ¢ is the
nuclear magnetic porosity that will reduce with an increase
in hydrate saturation. The total porosity ¢, nuclear magnetic
porosity ¢', and hydrate saturation (HS) should satisfy Eq. 8:

¢'=¢-HS-¢ ®)

Porosity inversion

Porosity variation affects velocity significantly (Wang 2012).
The porosity of hydrate reservoirs can be obtained by the
relationship between porosity reflection coefficient (R,,,)
and impedance reflection coefficient (Rip) (Chatterjee et al.
2016; Kumar et al. 2016). Figure 9a shows the linear relation
between R, and R;; in the non-hydrated and non-gas layers
in wells W11 and W17, which can be written as Eq. 9. The
relationships between the hydrate layer, gas layer, and other
layers are piecewise linear. Figure 7b shows the linear rela-

tion between R, and R;; in the hydrate layers.

R _=- 1.14Rip 9)

por

where
(ip, +1p;)
Because the reflection integral obtains the relative poros-
ity, the low-frequency part of the integrated result is almost
absent. Therefore, we merged the integral result without the

Rpor =2(¢, — ¢1)/ (¢, + ¢1)§Rip = 2(ip, —ipy)/

T T T T T T T

0.1 ®  Rprovs. Rip

—_—
Rpro-Rip fit 2

0.08 -

0.06

0.04

0.02

Rpro

-0.02 -

0.04 |-

0.06 -

0.08 |-

0.1

L
0.1 0.08 0.06 0.04 0.02 0 0.02 0.04 0.06 0.08 0.1

and R,

Fig.9 The relations between R, -
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where ¢inr, Py s P are integral porosity, low-frequency
integrated porosity, and low-frequency measured porosity,
respectively.

Seismic inversion

AVO seismic inversion was used to get P wave velocities and
S wave velocities. The Aki—Richards approximation is the
basis of AVO inversion, which describes the energy distribu-
tion on both sides of the seismic reflection interface (Aki and
Richards 2002). The expression is as Eq. 11:

- sec?d v = 1 v 27
RPP(Q) & > RVp - 4? sin“ OR,, + 3 1 - 4; sin” 6 )R,
P P

)

Ay Av, A . .
where R, = =R, = =:R,==. The relationship
v, 7

v,
between the reflection coefficient and seismic data at differ-
ent incidences can be expressed as Eq. 12:

Dei = RpP(Hi) . We,.(i =1,2,3..) (12)

where D is the seismic data. W is the wavelet matrix. The
inversion objective function can be written as Eq. 13:

J= ||D0i - Rpp(ei) ) Wa{”% + 4 ||Rpp(9i)||1
+ ARy, (0) — Roll1 (1 =1,2,3...) (13)
R, is a low-frequency model calculated by well interpola-

tion, and A,, 4, are regularization coefficients. By minimiz-
ing J, P wave velocity and S wave velocity can be obtained.

Rpro

0.05

a The relation in the non-hydrated and non-gas layer; b The relation in the hydrate layer
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Estimation of QC by inverse modeling

Figure 10 is the workflow and data flow of QC estimation in
this paper. First, seismic data and well logging data were uti-
lized to get the P wave velocity, S wave velocity, and imped-
ance by seismic inversion. We can obtain the porosity using
the inverted impedance and Eq. 10. With the priori seis-
mic interpretation, we distinguished the hydrates from the
free gas and then used the velocities and inverse modeling
to obtain HS, GS, and QC. Figure 11 shows the schematic
diagram of the inverse modeling. When estimating QC, the
other parameters (HS, GS, porosity) must be considered
simultaneously. In the gas hydrate reservoir, making QC,
HS, and porosity variables, the model outputs the corre-
sponding P-Velocity Cube 1 and S-Velocity Cube 1 (Fig. 11).
In the gas reservoir, making QC, GS, and porosity variables,
the model outputs the corresponding P-Velocity Cube 2 and
S-Velocity Cube 2 (Fig. 11). When estimating QC, P-veloc-
ity and S-velocity are the inputs conversely, which can be
obtained by seismic inversion. (vp_scale, vs_scale) is called
a scaling sample in this paper. The main factors affecting the
velocity in the hydrate reservoir are porosity, HS, and QC.
The S wave velocity in the free gas layer is mainly affected
by porosity and QC; therefore, the outputs in the hydrate
layer are QC and HS, and the outputs in the gas layer are
GS and QC.

HS estimation

In the hydrate layer, for a given porosity P1, P-Velocity Sur-
face 1 and S-Velocity Surface 1 corresponding to P1 can
be selected from P-Velocity Cube 1 and S-Velocity Cube
1 (Fig. 11). For a scaling sample (vp_scale, vs_scale), vp_
scale and vs_scale are used to obtain R_vp and R_vs, respec-
tively. R_vp and R_vs refer to the relations between HS and
QC that can satisfy the scaling sample. Only one intersection
is produced by R_vp and R_vs, whose abscissa is HS.

QC estimation

When HS and porosity are known, the only variable affect-
ing the S wave velocity in a hydrate reservoir is QC. We can
get the relations between HS and QC. QC can be obtained
making vs_scale input for S-Velocity surface 1. In the gas
reservoir, because gas occurrence nearly has no impact on
S wave velocity, QC can be easily scaled out by S-velocity
Surface 2 for a known porosity.

GS estimation
GS estimation can verify the correctness of QC. Through

seismic interpretation, we can identify the BSR, hydrate
layer, and free gas layer. For (vp_scale, vs_scale) in the gas

@ Springer

reservoir, P-Velocity Surface 2 and S-Velocity Surface 2 cor-
responding to P2 can be selected from P-Velocity Cube 2 and
S-Velocity Cube 2 (Fig. 11). Variables in Surface 2 are QC
and GS. Another R_vp that refers to the relation between
GS and QC can satisfy the scaling sample. QC is known, so
we can estimate GS. If the estimated GS is consistent with
results obtained by XRD or other methods, the estimated QC
is considered reasonable.

Results
Model test

All necessary data are available in well W1, which is close
to well W17 (Fig. 2b). The input parameters are porosity,
QC, HS, and GS. We assumed that the grain size and num-
ber of contacts keep constants for a certain mineral based
on core analysis. The shale and quartz contents were cal-
culated by element capture logging. Element logging can
provide the main element contents of the sediment. With
the peroxy closure and lithology model, the corresponding
mineral contents were obtained. Aluminum and iron were
converted into clay, silicon was converted into quartz sand,
and calcium was converted into calcite. Finally, XRD was
used to calibrate this result.

We calculated the velocities with these inputs. The cal-
culated P wave and S wave velocities agreed well with the
measured results within tolerance (Fig. 12). There was no
other empirical formula involved in this process, indicating
that these four inputs are the significant physical parameters
for the hydrate-bearing sediments.

Further, we changed the input parameters within a certain
range to obtain the possible P wave and S wave velocities
with any parameter combination, which are P-Velocity Cube
1, S-Velocity Cube 1, P-Velocity Cube 2, and S-Velocity
Cube 2 in Fig. 11. Figures 13 and 14 show the velocities in
the hydrate reservoir when the QC is 0.5 and 0.3, respec-
tively. Figures 15 and 16 show the velocities in the gas reser-
voir when the QC is 0.5 and 0.3, respectively. The measured
velocities of well W1 were projected into the figures, and
calculated results were more in line with the measured data
in the hydrate reservoir when QC was 0.3. It is more reason-
able in the free gas reservoir when QC was 0.5, which is due
to the lower QC in the hydrate layer, while QC in the gas
layer increased in well W 1. Therefore, we can find a proper
QC so that the calculated results are completely consistent
with the measured ones.

QC estimation test

We first estimated HS in well W1 (Fig. 17a). We obtained
all the relations that can satisfy S wave velocity at different
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Fig. 12 Input logging curve and modeling results of well W1
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Fig. 13 P wave velocity and S wave velocity versus different porosity and HS when QC is 0.5; a P wave velocity when porosity and HS are
changing; b S wave velocity when porosity and HS are changing

depths (Fig. 17b). Then, the corresponding QC can be the S wave velocities when QC is 0.4, 0.43, 0.48, and 0.53.

obtained using the scaled HS (Fig. 17a).
If HS and porosity are known, the S wave velocities cor-  curve in Fig. 18), QC at different depths was obtained. Sig-
responding to different QC can be obtained. Figure 17 shows  nificant deviations occurred in the blue rectangular. This was

Combined with the measured S wave velocity (red bold
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Fig. 14 P wave velocity and S wave velocity versus different porosity and HS when QC is 0.3; a P wave velocity when porosity and HS are
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because when the model was constructed, it was assumed
that the modulus of sand grain was a constant and bigger
than that of clay, which came from the overall understanding
of the area (Fig. 19), and only clay and sand were considered
in the model according to lithological analysis. But S wave
velocity decreased with an increase in QC, and we could

hardly find a change in grain size. It is speculated that other
minerals here have a greater impact on S wave velocity. This
problem cannot be solved by this proposed model, because
one more input for the model, one more output in the inver-
sion process is required. P wave velocity and S wave velocity

Fig. 19 Relation between clay 1000 -
content and velocity, porosity *
velocity can eliminate the effect 950 |-
of porosity to some extent,
so velocity decreases with an > 900
increase in clay content E
2 850
¢
éz 800 - S-Velosity*Porosity
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8 750F
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=
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Fig.20 Comparison of esti-
mated HS, GS and HS, GS
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are two reliable parameters that can be inverted stably as far
as we concerned.

Then, we estimated GS (Fig. 20). The estimated GS and
HS agreed with the saturation calculated by resistivity and
porewater freshening, indicating that the estimated QC is
reasonable.

Field application

Line C crosses the hydrate reservoir from north to south
(Fig. 21). A positive reflection indicated the hydrate top,
and the BSR exhibited a strong negative reflection which
was almost parallel to the seafloor. Gas hydrates and free gas
were in different saturations and thicknesses in wells W11
and W17. The lithological interface H2 was unclear on the
seismic section due to the occurrence of hydrates and free
gas, which should be a sedimentary interface. The deposition
may roughly follow the direction of H2, but it may also be
washed away by the channels, resulting in sudden changes
in lithology laterally.

Fig.22 The profiles of inverted
velocity. a The inverted P wave 193

W11

Based on the partial incidence stack data, the simulta-
neous AVO inversion of the three parameters (P-velocity,
S-velocities, and density) was utilized to obtain the P wave
and S wave velocities of survey line C, as shown in Fig. 22.
The hydrate-bearing sediments exhibited high P wave veloc-
ities. The inversion results were in good agreement with the
log curves. The thickness of hydrates in well W11 was larger
than well W17, and they were distributed in multiple layers
vertically, but almost no free gas has been found in well
W11, while the thickness of free gas of well W17 was large.
High-velocity anomalies beneath BSR, which were easily
noticed at the bottom of W17 (Fig. 22a), may be due to the
high QC in these areas. The lithology was almost the same
along the H2 horizon, where velocities almost unchanged
along with H2.

We first obtained the inverted neutron porosity profile, as
shown in Fig. 23. As a whole, the neutron porosity gradually
decreases with increasing depths. The porosities of shallow
sediments were close to 1, and the porosities below H1 were
approximately between 0.3 and 0.7. The porosities above
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the hydrate reservoir in well W17 were relatively larger
than well W11, which may be due to the development of
channels near well W17 between T1 and the hydrate top.
There was a thin layer with high porosity below the BSR,
which provided enough pore space for gas accumulation.
The inversion results were in good agreement with the log
data, which can provide support for the next step in obtain-
ing the physical parameter.

Fig. 23 The profile of inverted
porosity

According to the proposed method, we input the inverted
P wave velocities and S wave velocities into the P-Velocity
Cubes and S-Velocity Cubes to obtain hydrate saturation.
As shown in Fig. 24, the estimated saturation agreed well
with the log interpretation. There were mainly three lay-
ers of hydrates with different thicknesses, with a maximum
saturation of 43%. There was one layer of hydrate in W17.
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The occurrence of hydrate and free gas should not cause
lithological changes, but produce obvious related seismic
anomalies. If the conventional multi-parameter fitting or
empirical formulas are used to obtain QC, the prediction
results may be greatly affected by the occurrence of hydrates
and free gas. Figure 25 shows the QC section obtained by the
method in this paper. The white dashed line in Fig. 25 refers
to the BSR. Mainly three sedimentary strata with relatively
high QC can be identified, which were section-1, section-2,
and section-3 in Fig. 25. Among them, section-2 owns the
highest QC and good lateral continuity, and BSR located in
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inverted QC
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g
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(a)

this section. The extension direction of section-3 was similar
to H2. QC of the hydrate layer was higher than that of the
upper formation, and the QC of the free gas layer was the
largest. The QC of the hydrate and free gas reservoirs was
higher than the surrounding sediments, which was consistent
with the previous research results in the study area (Chen
et al. 2011). The inversion results agreed well with the log
data and geological understanding. Figure 26 shows the
comparison of the inverted QC and measured QC from ele-
ment logging and XRD in wells W11 and W17. The inverted
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Fig.26 The inverted QC and measured QC. a The inverted QC and QC from element logging in well W11; b The inverted QC and QC from ele-

ment logging and XRD in well W17
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QC agreed with the measured QC, but some errors are inevi-
table due to the low seismic resolution.

Also, we estimated GS based on estimated QC
(Fig. 27). The results indicated that almost no free gas
exists in W11, and the free gas saturation is up to about
20% in W17. The free gas mainly accumulated near the
bottom of the BSR where porosity was relatively high as
mentioned, and the vertical saturation of free gas decayed
rapidly. These characters have been confirmed by drilling.
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Discussion
Factors that cause errors

In this paper, the particle size, number of contacts, and mod-
ulus of different lithologic components were obtained from
the analysis of samples in the study area. From the previ-
ous analysis, it is known that these parameters can be set
to constants because the lithology changes little. It can also
be seen from Fig. 12 that the calculated velocities deviate
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Fig.30 Calculated velocities in W1 when modeling constants change within 20% in the free gas reservoir

from the actual velocities at some depths, which is unavoid-
able. However, if these parameters are set as variables, these
parameters cannot be obtained by inverse modeling, because
the variables in the model in this paper have reached the
upper limit. It is, therefore, necessary to ensure that these
constants are as reasonable as possible. We discussed which
constant has the greatest effect on velocity. We can get calcu-
lated velocities when modeling constants change (Fig. 28).
Particle size (blue curves) has almost the same effect on
velocity as the number of contacts (green curve). We enlarge
the hydrate and the free gas reservoirs separately for further
analysis.

In the hydrate reservoir, the influence of hydrate satura-
tion on velocity is particularly obvious. The particle size
and number of contacts own a slight effect on velocities
(Fig. 29). The estimated hydrate saturation in Fig. 20 fits
the measured saturation well, because almost no change in
particle size. However, in the free gas reservoir where the
velocities are lower than 1600 m/s, the influence of par-
ticle size and number of contacts is significantly reduced
(Fig. 30). As aresult, we can obtain a good estimation result
(Fig. 20) in the free gas reservoir too.

Therefore, particle size and number of contacts slightly
affect the estimation in the hydrate reservoir.

Implication to hydrate exploration

The first hydrate production was conducted in the Shenhu
area of the South China Sea in 2017. High-precision pre-
diction of hydrate reservoir physical properties is the basis
of the production test. The method proposed in this paper
can effectively obtain hydrate saturation and free gas satu-
ration, to provide a basis for hydrate resource estimation;

meanwhile, it can obtain QC and provide a certain ref-
erence for the sand control in the production test. The
method proposed in this paper is a supplement to existing
rock physics models of hydrates and physical property pre-
diction methods, and it is expected to be extended to the
estimation of other types of hydrates.

Conclusion

In this paper, the possible distributions of the deposit with
high quartz content in the Shenhu area, South China Sea,
were discussed, and the characteristics of the hydrate-bear-
ing sediments were studied. Then, a rock physics approach
was used to characterize unconsolidated sediments with
layered hydrates and gas occurrence. This model has
considered sediment grain, unconsolidation, and hydrate
or gas occurrence, and well described the relationship
between physical properties (quartz content, hydrate satu-
ration, gas saturation, and porosity) and elastic character-
istics of hydrate-bearing sediments in the study area.

Then, an inverse modeling method was proposed to
obtain quartz content as well as other physical parameters
simultaneously combining with seismic inversion. The
tests on a well and a seismic section have been done, and
the inversion results were consistent with the logging data
and geological understandings. It indicates that the method
has certain practicability and is helpful for the quantitative
interpretation of the hydrate reservoir.
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Abstract

Matching pursuit is able to decompose signals adaptively into a series of wavelets and has been widely applied in signal
processing of the geophysical fields. Single-channel matching pursuit could not take into account the lateral continuity of
seismic traces, and the recent multichannel matching pursuit exploits the lateral coherence as a constraint, which helps to
improve the stability of decomposition results. However, atoms searched by multichannel matching pursuit currently are just
shared by lateral seismic traces at the same time slicers. The lack of directionality in multichannel search strategies leads to
irrationality in dealing with large dip angle seismic traces. Considering that the waveforms of reflection events are relatively
continuous and similar, an improved multichannel matching pursuit is proposed to realize the directional decomposition
of adjacent signals. Based on the principle of seismic reflection events tracking and identification, directional multichan-
nel decomposition of seismic traces is realized. The seismic channel to be decomposed is correlated with the time shift of
the optimal atom determined by the previous seismic channel. The time position of the maximum correlation indicates the
center time of the optimal atom. Optimal atoms identified by one iteration of multichannel decomposition have the same
frequency and phase parameters, different center time and amplitude parameters. The center time of the optimal atoms is
consistent with seismic reflection events. Tests illustrate that the algorithm can successfully reconstruct 2D seismic data
without reducing accuracy. Besides, the application of field data is of great significance for reservoir exploration and hydro-
carbon interpretation.

Keywords Matching pursuit (MP) - Reflection event - Time—frequency analysis - Directional multichannel decomposition -
Optimal atom

Introduction

The time—frequency analysis technique can convert the sig-
nal from the time domain to the time—frequency domain and
can be used to extract more attribute characteristics of the
signal, which plays an important role in field of geosciences
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(Hess-Nielsen and Wickerhauser 1996; Qian and Chen
1999). To estimate the time—frequency representations of
the signal, a variety of methods including short-time Fourier
transform (STFT), continuous wavelet transform (CWT),
S transform (ST), matching pursuit (MP) are usually used
(Duijndam and Schonewille 1999; Sinha et al. 2005; Stock-
well et al. 2002; Mallat and Zhang 1993). Matching pursuit
is widely applied in various subject areas for its superiority
of resolution (Gribonval et al. 1996; Salomon and Ur 2004)
and has been well discussed in signal processing of different
fields (Durka et al. 2005).

The conventional matching pursuit is a greedy strategy to
decompose a signal into a linear combination of time—fre-
quency atoms chosen among a Gabor dictionary, which can
adaptively sparsely represent signals and has high time—fre-
quency resolution. However, the greedy global search strat-
egy leads to low decomposition efficiency, which limits its
widespread application for huge data processing (Lin et al.
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2006). Therefore, various improved algorithms to deal with
this problem are proposed. In order to reduce the computa-
tional cost of the algorithm, genetic algorithm is introduced
to matching pursuit achieve this goal successfully (Stefanoiu
and Lonescu 2003). Ricker or Morlet atomic libraries which
are controlled by three parameters are usually constructed
for seismic signal decomposition. The global search of all
atoms in the atomic library results in extremely low compu-
tational efficiency. The instantaneous properties of the signal
estimated by the Hilbert transform can be used to narrow the
scanning range of the time—frequency atomic library, which
improves the decomposition efficiency of the conventional
MP algorithm (Liu et al. 2004; Liu and Marfurt 2005). Since
the atoms in the dictionary are not orthogonal, the vertical
projection of the signal residual at the selected atom is non-
orthogonal, which makes each iteration not optimal but sub-
optimal. The proposed orthogonal matching pursuit helps to
overcome this drawback, which can avoid the repeated selec-
tion of the optimal atoms by orthogonalizing the atoms in
the dictionary (Tropp and Gilbert 2008; Miandji et al. 2017).

The methods above are usually single-channel decom-
position strategies. The operation order of the single-chan-
nel matching pursuit has a great negative influence on the
decomposition result. Slight changes in the seismic trace
will result in changes in the order of matching pursuit, and
the atoms obtained by the decomposition will be unstable
(Jun et al. 2012). This leads to the lateral instability and non-
uniqueness of the time—frequency analysis results, and it is
difficult to ensure the spatial correlation of the decomposi-
tion result. Also, the decomposition is easily contaminated
by the data noise.

To make full use of the spatial continuity of seismic data,
the multichannel matching pursuit (MCMP) exploits lateral
coherence as a constraint to improve the uniqueness of the
solution (Wang 2010). The genetic algorithm is introduced
to the multichannel matching pursuit to reduce the complex-
ity of the algorithm (Jun et al. 2012). Multichannel matching
pursuit keeps better stability, but there are some limitations.
Some improved algorithms are proposed to optimize the
decomposition strategy of the algorithm (Ning and Wang
2014).

We know from sedimentology that the layered litho-
logic body is mainly distributed underground, and the
seismic waves of adjacent seismic traces show better
horizontal continuity and spatial coherence in the same
seismic horizon (Yuan et al. 2015). The optimal atom
searched in the multichannel matching pursuit best
matches the average of all seismic traces, rather than the
best match for each channel. The algorithm does not take
the information of seismic reflection events into account,
and the matching optimization direction does not match
the direction of the seismic event. Therefore, in this study,

@ Springer

we propose an improved directional multichannel match-
ing pursuit algorithm, which can make full use of the
lateral continuity of the seismic data and can directionally
search for multichannel atoms. The proposed multichan-
nel matching pursuit has been proved to enhance the reso-
lution of the time—frequency spectrum profile, which help
to guide reservoir prediction and hydrocarbon detection.

Methods
Single-channel matching pursuit theory

In matching pursuit, the signal can be expressed in a linear
combination of multiple atoms obtained by decomposition.
Given a seismic trace f(f), we select a parent function
according to the characteristics of the signal to create a
redundant dictionary D = {gy(t)}, where g, () is an atom
defined by parameter group y = (4, ®, @) and “gy(t)” =1,
where u, w and @ represent time, frequency and phase,
respectively. The signal is decomposed as follows.

Firstly, the atom which matches the signal best is
selected from the over-complete atomic library and satis-
fies the following equation (Mallat and Zhang 1993):

(8,0} = _swp [(r0.g,0) 0
where 8y, (0 is the atom that best matches the signal at the
first iteration. g, (#) presents each atom in the dictionary. sup
is an upper bound operator. k is the number of atoms in the
redundant dictionary.

The signal can be expressed as follows:

f@) = {f(0). 8, ®)g, ) +Rf(2) @)

where R is the residual operator. R, f(?) is the residual com-
ponent of the signal after the first iteration. Continuously
performing such an iterative process, the nth decomposition
process is:

R,_f(t) = (R,_,f (1), 8, (1)) g, () + R,f(0) 3)

where R,_,f(¢) and R,f(¢) are the residual signal at n — 1th
and nth step, respectively. g, (7) is the atom that fits to
R,_.f(?) best at the nth iteration, and gy"(t) satisfies the fol-
lowing equation:

(R 0.8,0)] = _sw [R,1f0.g, 0] @

After nth iterations, the signal becomes:
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f® =Y (R f(0).8,(1)e, )+ Rf(®) )
i=1

here Ryf(f) = f(¢). As discussed above, the signal can be
expressed as the sum of the linear combination of all atoms
and the residual signal.

At each step of decomposition, the atom extracted from
the redundant dictionary satisfies Eq. (4). When the number
of iterations reaches the preset value or the signal residual
energy is less than a certain threshold, the decomposition
process is completed. Although the matching pursuit can
be used to yield a sparse representation model of the signal,
this algorithm has the main disadvantage of a large amount
of calculation (Masood and Al-Naffouri 2013).

Directional multichannel matching pursuit theory

Given M seismic traces {f, (1), f,(1), ... . fy() }, we start the
first iterative decomposition from the first seismic trace f; ().
Similar to the strategy of searching for the optimal atom in
the single-channel matching pursuit algorithm, we decom-
pose the signal from the time position of the maximum
envelope amplitude. Utilize the transient characteristics of
the time position to build the dynamic atomic library, and
search for the atom 8y, (0 that best matches the signal at the
first iteration. The instantaneous phase ¢,, instantaneous
frequency w, and central time u,; parameters of the optimal
atom are recorded. Then estimate the amplitude of the opti-
mal atom corresponding to the first trace according to the
following equation:

| ho.8,0)]

@ s (©)
&)
The signal residual can be expressed as follows:
Rfi (1) = /(1) — a,g,,(1) (7

where R represents residual signal. Considering that the
same interface’s event of reflected waves often has similar
waveform characteristics, we use the similarity of seismic
wavelet waveform to identify the seismic event and realize
the fast decomposition of adjacent seismic traces. The search
strategy is shown in Fig. 1.

The red wavelet is the optimal atom determined by the
first search. The green dot is the central time position «; of
the optimal atom. For the search of the next seismic trace,
we only need to select the appropriate delay time. After the
delay of the optimal wavelet determined by the search of the
previous channel, we can do correlation analysis with the
cableway to be inspected to obtain the maximum correlation
coefficient, which shows that the optimal wavelet is the most

Fig. 1 Directional multichannel search schematic

similar to the seismic channel to be retrieved after the time
delay. The correlation coefficient is calculated as follows:

g, (1) = arg max) {(H0).8, (t - 1))| ®)

where 7 is the time length of sliding up and down of the
optimal wavelet in correlation calculation. As shown in
Fig. 1, the purple shadow area represents the size of the
sliding window, that is, first determine the time position of
the maximum instantaneous amplitude closest to the center
time of the optimal atom obtained from the previous seis-
mic channel search, and the time position of the maximum
instantaneous amplitude closest to the top and bottom of this
position is the upper and lower limit of the sliding window.

The optimal atoms obtained in one iteration of multichan-
nel search have the same frequency and phase parameters,
different center time and amplitude parameters. Therefore,
it is only necessary to record the center time and amplitude
parameters of the optimal atom. For the next seismic channel
to be decomposed, we need to update the center time of the
optimal atom and determine the sliding window and then
calculate the correlation coefficient between the atom and
the seismic channel to be decomposed. The amplitude of the
adjacent wavelets on the same reflection event changes grad-
ually. When the amplitudes of the adjacent seismic channels
change greatly, it is considered that there are discontinuous
layers, faults or pinch-out points, etc., and then, the cur-
rent multichannel decomposition is stopped. Stop the first
iteration of the multichannel search until all seismic traces
have completed or the amplitude ratio does not satisfy the
following formula:

Gt

@ = a Z o C)]
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Fig.2 Estimated results of theoretical data using the proposed mul-
tichannel matching pursuit. a A synthetic 2D seismic profile. The
matching atoms (b) and the corresponding residual (c) identified by

where «; and a, are the multichannel search threshold to

ensure the existence of the fault and the discontinuous layer
in the reconstructed seismic traces. After testing, we think
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the third iteration, respectively. The matching atoms (d) and the cor-
responding residual (e) identified by the sixth iteration, respectively. f
The reconstructed seismic profile. g The final residual

that amplitude ratio @; = 1.5, a, = 0.5 can get better decom-
position results. It is not perfect to use only the amplitude
information as the parameter indicating the optimal atom,
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Fig.3 Estimated results of noisy theoretical data using the proposed
multichannel matching pursuit. a A noisy synthetic 2D seismic pro-
file with a signal-to-noise ratio of 2:1. The matching atoms (b) and

so it is possible to constrain the lateral search direction by
combining coherence and phase parameters in the future.

Results
Synthetic examples

Considering the wide application of Ricker wavelet in mod-
eling, processing, inversion and interpretation of seismic
data (Yuan et al. 2019), we use Ricker wavelet dictionary
to decompose and reconstruct model data and field data.
To verify the feasibility of the directional multichannel
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the corresponding residual (c) identified by the sixth iteration, respec-
tively. d The reconstructed seismic profile. e The final residual. f The
added random noise

matching pursuit method, we build a geological model of
multilayer sand bodies to get the synthetic seismic data. As
shown in Fig. 2a, the synthetic seismic data consist of 700
traces with the vertical length of 800 ms. The dominant fre-
quency of the zero-phase Ricker wavelet is 30 Hz, and the
vertical sampling interval is 2 ms. We apply the proposed
multichannel matching pursuit to decompose and reconstruct
the theoretical data.

In order to better understand the decomposition process
of the algorithm, we demonstrate the iterative decompo-
sition process in detail. Figure 2b, d shows the matching
atoms identified by the third and sixth iteration of the first
seismic trace using the proposed multichannel matching

@ Springer
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pursuit, respectively. Figure 2c, e displays the corresponding
residual seismic profiles, respectively. For the third iteration
of the first trace, we first scan the dynamic atomic library
to determine parameters of the optimal atom, and then, we
just need to calculate the time shift correlation between this
atom and the next seismic channel. Continuously update the
center time and amplitude parameters of the optimal atom.
Figure 2b shows the optimal atoms determined by the above
steps. The optimal atoms shared by lateral seismic traces
have different time parameters, and the directions are con-
sistent with the seismic events. The atoms estimated by the
multichannel search are best matched to each seismic trace,
not the best match to the average of all the seismic traces.
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Therefore, the proposed multichannel decomposition strat-
egy makes the signal residuals get the fastest convergence
and decline. We set the amplitude ratio as the criterion to
cease the multichannel search, which can guarantee the
accuracy of the reconstructed seismic traces.

We can see from Fig. 2d that the horizon continuity of
estimated atoms is preserved well, and the atoms determined
by multichannel search keep high consistency with seismic
reflection events. The matching atoms shown in Fig. 2d
only need to search the atomic library six times, while the
single-channel matching pursuit algorithm needs to search
the atomic library once to determine each optimal atom.
The proposed algorithm greatly reduces the time cost of
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Fig.4 Estimated results of complex theoretical data using the pro-
posed multichannel matching pursuit. a A synthetic 2D seismic pro-
file. The matching atoms (b) and the corresponding residual (c) iden-
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searching the optimal atom. Figure 2f shows the final result
of the reconstructed profile after 120 iterations. The value of
the seismic residual shown in Fig. 2g is close to zero, and the
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reconstructed seismic profile shares the same characteristics
with the theoretical data as shown in Fig. 2a.
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Fig.5 The iterative decomposition process of field data using
the proposed multichannel matching pursuit. a A seismic profile
extracted from a 3D seismic cube. The matching atoms (b) and the
corresponding residual (c) identified by the fifth iteration, respec-
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tively. The matching atoms (d) and the corresponding residual (e)
identified by the 30th iteration, respectively. f The reconstructed seis-
mic profile. g The final residual
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Fig.6 Reconstruction precision of different trace a the 30th trace; b the 110th trace; ¢ the 260th trace; d the 410th trace (red lines represent
reconstructed signals with the proposed matching pursuit, black lines represent original signals, green lines represent residual signals)

To test the stability of the proposed method, we add ran-
dom noise to get the model data shown in Fig. 3a with sig-
nal-to-noise ratio of 2:1. Figure 3b, c displays the matching
wavelets and the corresponding residual profile identified by
the sixth iteration, respectively. We can see that the decom-
position iteration process of the proposed method is rela-
tively stable although in the presence of random noise. The
matching wavelets shown in Fig. 3b keep good lateral con-
tinuity. Figure 3d, e is the final results of the reconstructed
profile and the corresponding residual profile. We can see
that the reconstructed profile contains less noise than the
noisy synthetic data in Fig. 3a. The residual profile shown
in Fig. 3e does not contain valid reflection information and
keeps a high similarity with the random noise profile shown
in Fig. 3f, which proves that the proposed directional mul-
tichannel matching pursuit has a certain anti-noise ability.

In addition, we built a complex geological model to verify
the applicability of the proposed method. The model data
shown in Fig. 4a is composed of 28 Hz Ricker wavelet,
and Fig. 4b, c displays the matching wavelets and the cor-
responding residual identified by the 12th iteration, respec-
tively. We can see that even for complex geological model
data, the proposed method can still identify multichannel
matching wavelets along the direction of the seismic reflec-
tion events. The matching wavelets shown in Fig. 4b are
obtained by only iteratively decomposing the first seismic
trace for 12 times. The reconstructed profile in Fig. 4d
obtained by 430 iterations keeps high consistency with the
original profile in Fig. 4a. The residual profile in Fig. 4e does
not contain effective reflection information, which proves
that the proposed matching pursuit can realize the direc-
tional decomposition of the synthetic data.
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Field examples

Furthermore, the proposed directional multichannel match-
ing pursuit is applied to the field data as displayed in Fig. 5a
to test the stability and reliability. The data consist of 450
traces with a longitudinal time of 500 ms. The vertical
sampling interval is 1 ms. Figure 5b, d shows the match-
ing wavelets identified by the 5th and 30th iteration of the
first seismic trace using the proposed multichannel matching
pursuit, respectively. Figure 5c, e displays the corresponding
residual seismic profiles. Although we only decompose the
first seismic trace, we can accurately estimate the optimal
atoms of adjacent seismic traces shown in Fig. 5b, d. The
matching wavelets between adjacent seismic traces keep bet-
ter horizon continuity. We can see that the center time of the
extracted optimal atoms is different, which coincides with
the trend of stratigraphic structure. We can see from Fig. 5d
that the proposed algorithm can adaptively break a multi-
channel search at the location of the pinch out, ensuring the
accuracy of reconstructing seismic traces. The algorithm can
estimate many matching wavelets by iterating a few times,
which can make full use of the lateral continuity of seismic
traces.

Figures 5f shows the reconstructed field seismic profile
obtained by 870 iterations, which accurately resembles
the original seismic section shown in Fig. 5a. We can see
that the weak seismic signals can also be better identified.
The corresponding decomposition residual is displayed in
Figs. 5g. The mismatch value is around zero, which demon-
strates the high decomposition and reconstruction precision
of the proposed multichannel matching pursuit in the field
data.
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To verify the accuracy of the algorithm for data recon-
struction, we randomly extract several seismic traces from
the reconstructed section and the original section shown in
Fig. 5a, f, respectively. Figure 6a—d displays the decomposi-
tion results of the 30th, 110th, 260th and 410th trace (red
means reconstruction signal, black means the original signal,
green means residual signal) with the proposed multichannel
matching pursuit, respectively. We can see from Fig. 6 that
the green curve is close to zero and the red curve is highly
consistent with the black line, which proves that the recon-
struction accuracy of the algorithm is preserved well and the
algorithm can be used for signal processing.

And then, the proposed multichannel matching pursuit is
applied to generate time—frequency spectrum for the oil and
gas reservoir. Spectral decomposition has been widely used
in the field of geophysics, which can convert the seismic
traces from the time domain to the time—frequency domain.
It can display more characteristics of the target reservoir and
play an important role in oil and gas exploration. Figure 7a
shows the seismic profile across three wells. The black seis-
mic event at about 40 ms is the gas reservoir, and the black
axis at 80 ms is the oil reservoir.

Figure 7b, ¢ shows the 30-Hz spectral profiles estimated
by the proposed multichannel matching pursuit, respec-
tively. We can see that the spectral components exhibit
strong amplitudes at the gas and oil layers, and the effec-
tive time—frequency information gradually decreases with
the increase in frequency. Figure 7d, e is the frequency
profiles of 45-Hz obtained by single-channel matching
pursuit. Through comparison, we find that the formation
continuity of the proposed matching pursuit is better than
the single-channel matching pursuit, which may be due to
the fact that the proposed method searches for multichan-
nel optimal atoms along the seismic reflection events. The
frequency profiles shown in Fig. 7d, e are difficult for us
to distinguish the boundary between layers. The proposed
algorithm has significantly improved time and frequency
resolution relative to the single-channel matching pursuit.
Therefore, the directional multichannel matching pursuit
method can achieve better application results in time—fre-
quency analysis.

Conclusion

A novel multichannel matching pursuit is proposed in this
study, which could realize the directional multichannel
decomposition of seismic traces. The optimal atoms esti-
mated by the proposed multichannel search are not at the
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Fig.7 Time-frequency decomposition to detect reservoir. a A seis-
mic line across three wells. b 30 Hz and ¢ 45 Hz spectral components
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same time slicers, which is consistent with the direction of
seismic reflection events. The synthetic test and field data
case illustrate the feasibility and stability of the directional
multichannel matching pursuit. The application of time—fre-
quency analysis contributes to the identification of oil and
gas reservoir. The formation continuity and time—frequency
resolution of spectrum profile are inferior to the constant
spectrum profile generated by single-channel matching pur-
suit. The comparisons in Fig. 7 illustrate the superiority of
our methodology in time—frequency analysis. The applica-
tion example shows that the proposed multichannel matching
pursuit can be better used for geophysical exploration.
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Abstract

In CSAMT exploration, the using of the artificial sources not only improves the signal-to-noise ratio of the data, but also
brings a series of distortion effects, such as shadow and source overprint effects. This paper attempts to introduce a distor-
tion effect caused by the target in the survey area. Although it is often ignored, it always plagues the data interpretation. In
CSAMT method, the primary current has determined direction due to the source. When the primary current encounters elec-
trical interfaces, the induced charge will accumulate on it and generate local current, causing local distortion. The anomaly
body stretches in the direction of the vertical primary current, and a false anomaly with opposite polarity appears on both
sides of the target. If the direction of the primary current is different, the accumulation position of the induced charge is also
different, which will result in different shapes of the anomalies in observed data. This paper confirms the existence of the
distortion by taking four simple models as examples and explains it from the physical mechanism. On this basis, the paper
summarizes the relationship between inversion and distortion. If our code can simulate the distortion effect in the forward,

we do not need to remove it before the inversion. Otherwise, it must be removed.

Keywords Controlled source audio-frequency magnetotellurics - Distortion effects - Galvanic effects - Target abnormal

body

Introduction

Controlled source audio-frequency magnetotellurics
(CSAMT) is an artificial source electromagnetic method
derived from magnetotellurics (MT). The method was first
proposed by Professor Strangway and Goldstein of the
University of Toronto (1975). The frequency range of the
CSAMT is usually 0.1-10° Hz, and the exploration depth
is about 1-2 km. Due to artificial sources, this method has
stronger anti-interference ability. In recent years, it has been
widely applied in the exploration of metal ore, geothermal,
groundwater, and hydrocarbons and has been developed
into an effective method in geophysical exploration (D1 et al
2002, 2004, 2018; An et al. 2013a, b, 2016; Fu et al. 2013;
Wang et al. 2015; Lei et al. 2017a, b; Wynn et al. 2016).
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Jiangxi Engineering Laboratory on Radioactive Geoscience
and Big Data Technology, East China University
of Technology, Nanchang 330013, Jiangxi, China

In electromagnetic exploration, distortions due to local
anomalies at the surface are ubiquitous. Berdichevsky and
Dmitriev (1976) conducted a study on it and divided it into
inductive and galvanic distortion. Many techniques have
been proposed to remove galvanic effects, such as impedance
tensor decomposition (Swift 1967; Groom and Bailey 1989;
Bibby et al. 2005; Jones 2012; Neukirch et al. 2019, 2020),
equivalent source technique (MacLennan and Li 2013; Tang
et al. 2018), 3D inversion considering galvanic distortion
(Avdeeva et al. 2015; Li et al. 2016). In artificial-source
electromagnetic method, apart from the galvanic effects in
MT, the man-made source also brings a series of distor-
tions. The abnormal body beneath the source may influ-
ence observed data, which is called source overprint effects
(Nabighian 1991). When the abnormal body is between the
source and receiver, shadow effects will happen (Nabighian
1991). These distortions affect the reliability of the inter-
pretation to some extent. In recent years, many efforts have
been focusing on these distortions and a series of articles
have been published (Zonge and Hughes 1991; Kuznet-
zov 1982; Sternberg and Washburne 1988; Yan and Jun-
mei 2004; Wang et al. 2009; Lei et al. 2017a, b; Zhou et al.
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2018). However, it seems that the distortion effect caused
by the target abnormal bodies in the exploration area has
not been given high priority. Since the distortion is caused
by the target, if not taken seriously, it will bring greater dif-
ficulty to the interpretation of the CSAMT data. In this work,
we addressed this problem modeling such distortion effect,
exploring how to deal with it.

Physical mechanism of Galvanic effects

When the current encounters electrical interfaces, induced
charges will accumulate on it and start to move under the
external electric field to produce galvanic effects. The
observed field is composed of two parts: One is the primary
electric field and the other is the secondary electric field
generated by the induced charges. According to Ohm’s law,

J=0E 1

Here, ¢ and E represent the conductivity and electric
field, respectively. We can get the following formula based
on boundary conditions:

Dln_D2n=ps (2)

where D is the electric displacement vector, the subscript n
represents the perpendicular to the interface, p, is the surface
charge density, 1 represents medium 1, 2 represents medium
2. And the electric displacement vector is:

D =¢E ?3)

Here, € is the dielectric constant in F/m. Considering
Egs. 1, 2 and 3, we can derive the following expressions:

€1 &
Py = £1Eln - £2E2n = Jn - T
o 0y

“

0,—0]

~J,E
0103
In the low frequency range, according to Coulomb’s law,
the secondary electric field is (Jiracek 1990):
L[

E =-Vp=-—o0

dS
dre Jq |r|3r )

where @ is the electrostatic potential, r is the vector from
the differential surface element dS to the observation point.

When the current encounters electrical interfaces, it is
known from Eq. 4 that the polarity of surface charge p;, is
determined by the relative relationship between the con-
ductivity of the two sides, and the direction of the primary
current. The same quantity, but opposite polarity charges
will accumulate on both sides of the abnormal body. When
encountering a conductive body, it is negative in the front

@ Springer

end of the abnormal body and is positive in the rear end.
The field distribution, from accumulative charges, is deter-
mined by Eq. 5. The electric field distribution should be as
shown in Fig. 1. When the abnormal body is conductive,
the secondary current, generated due to the accumulation
of induced charges, will be as shown in Fig. 1a. This figure
shows that the direction of the secondary current is oppo-
site to the primary current in region 1, which will reduce
the total current intensity; the direction of the secondary
current is the same as the primary current in region 2,
which will increase the total current. When the abnormal
is resistive, the secondary current is illustrated in Fig. 1b.
The direction of the secondary current in region 1 is the
same as the direction of the primary current, which will
increase the total current intensity; the direction of the
secondary current is opposite to the primary current in
region 2, which will weaken the total current intensity.

Distortion effects

To better understand the distortion we proposed, we built
four models which are model A, model B, model C, model
D, respectively. The background of four models is uniform
half space with a resistivity of 1000 .m. In each model,
there is a block whose parameters are shown in Table 1.
We define the direction of the source as the x axis, the
z-axis downward, and the coordinate origin at the center of
anomalies on the ground. Our forward is based on PIE3D
code with the integral equation (IE) method (Zhdanov
et al. 2006). The anomalies are discretized into many cells
with the size of 10 m X 10 m X 10 m.

g

e

T

P

(a) (b)

Fig. 1 The current distribution caused by galvanic effects. a The cur-
rent distribution caused by galvanic effects for the conductive body.
b The current distribution caused by galvanic effects for the resistive
body. The arrows indicate the current flow and the dotted lines indi-
cate the cross section perpendicular to the current flow
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Table 1 The parameters of four models

Model name The resistivity The size

Top plate depth The source position

The angle between the

(hom.m) (m) anomaly and the source
)
Model A 10 100 m x 100 m x 100 m 50 0, — 10000.0 0
Model B 10 100 m x 400 m x 100 m 50 0, — 10000.0 90
Model C 10 100 m x 400 m x 100 m 50 0, — 10000.0 45
Model D 10 100 m X 100 m X 100 m 50 —342.02, — 9396.920 0
source X body. The length of each survey line is 800 m, the line spac-
y ing is 50 m, and the station spacing is 20 m.
O{I (00,05 > Figure 3 shows the plane view of CSAMT apparent resis-
y=-10000m g " tivity and phase for 100 Hz. Figure 4 shows the MT apparent
é resistivity and phase. The anomalous body designed in this
10Qm | © example is a cube, the projection on the surface should be a
1000Q.m 8 . . .
— square, and the MT synthetic results are basically consist-
10¢m ent with this situation. In the plane view of CSAMT appar-
"z ent resistivity, the abnormal body is stretched along the y

Fig.2 The sketch of model A with sole conductive anomalous body.
The figure is out of scale

Model A

The model A is shown in Fig. 2. The background is uniform
half space with a resistivity of 1000 Q.m. The abnormal
body has a size of 100 m X 100 m X 100 m, a top buried
depth of 50 m and a resistivity of 10 Q.m. The length of
source is 1 km and the offset is 10 km. A total of 19 survey
lines are arranged parallel to the source above the anomalous

direction, and there are two resistive anomalies on both
sides of the target. Apart from the above changes, there is
also a change in the phase along the y direction, which is
mainly caused by the propagation of electromagnetic field
(Fig. 3b). The observation results are the superposition of
the two changes. From the above analysis, we can see that
the CSAMT method can well reflect the single abnormal
body, but there are distortions in some areas compared with
the MT method. If these distortion effects were not pro-
cessed properly, they will inevitably cause the difficulty of
interpretation.

To explain the distortion effects in physical mecha-
nism, the distribution of electromagnetic field for 100 Hz
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Fig.3 The plane view of CSAMT apparent resistivity and phase for 100 Hz when z=0 m (model A). a The plane view of apparent resistivity, b

the plane view of phase
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Fig.4 The plane view of MT apparent resistivity and phase for 100 Hz when z=0 m (model A). a The plane view of apparent resistivity, b the

plane view of phase

is shown in Fig. 5. Figure 5a shows the total electric field
distribution. It can be seen from the figure that the total
electric field is along the x direction except the place
which is above the anomaly, and the electric field intensity
is almost the same. Above the abnormal body, the electric
field is obviously weakened, and the flow direction also
changed. Figure 5b shows the total magnetic field distribu-
tion. The total magnetic field is stronger near the source
and weaker further from the source, and there is no obvi-
ous anomaly above the target, indicating that the abnor-
mal body has little effect on the magnetic field. Figure 5¢
shows the distribution of secondary electric field caused
by the anomalous body. It is possible to be seen that the
secondary electric field intensity is of the same order as
the total electric field. As indicated in Fig. 1, in region 1,
the direction of secondary electric field is opposite to the
primary electric field. So the total electric field is reduced,
and a conductive abnormality appears in this region. In
region 2, the direction of the secondary electric field
follows the main trend of primary field, and the electric
field is strengthened, showing a resistive anomaly. These
explain the two distortions from the physical mechanism.
Figure 5d illustrates that the secondary magnetic field is
very weak and is one-tenth of the total magnetic field.
According to Jiracek (1990), the electric field dominates
in the galvanic effects, mainly causing the change of the
electric field. The magnetic field dominates in the induc-
tive effects, causing changes of the electric field and the
magnetic field. Based on the above analysis, the intensity of
the electric field caused by the abnormal body is almost the
same as the total electric field. The intensity of the magnetic
field is much weaker than the total magnetic field. And, the
direction of secondary electric field is also very consistent
with Fig. 1a. The above two points indicate that the galvanic
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effects dominate in this model, and the inductive effect plays
a secondary role.

Model B

In CSAMT exploration, survey lines are generally required
to cross the target. In model B, the width of the anomalous
body is 100 m, the length is 400 m, and the thickness is
100 m. The source and survey lines are perpendicular to the
strike of the conductive body. Other parameters are the same
as the model A (Fig. 6).

Figure 7 is the plane view of CSAMT apparent resistiv-
ity and phase for model B. Similar to model A, the anom-
aly body still extends in the y direction, and false anom-
alies appear on both sides of the target (Fig. 7), which
shows that the accumulation position of induced charges
and the direction of the secondary current in model B are
the same as model A (Fig. 8b). As the conductive block
stretches in the y direction compared with model A, the
anomalies in plane view of CSAMT apparent resistivity
and phase, also have the same extension. With the offset
increasing, the ground wave gradually attenuates, and the
proportion of the surface wave gradually increases. Fig-
ure 7b and d are the plane views of apparent resistivity and
phase when the offset is 50 km. There are certain changes
in apparent resistivity and phase with the offset chang-
ing from 10 km to 50 km. The apparent resistivity over
the conductive body rises, while the apparent resistivity
of false anomalies on both sides of the target decreases,
which proves that the distortion effects is reduced. In addi-
tion, the CSAMT phase becomes larger and is closer to
the MT phase. When the offset is 10 km, the maximum
value of total electric field is 8.18 x 107 V/m, the maxi-
mum value of the secondary electric field is 6.15 x 1077
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Fig. 5 The distribution of the electromagnetic field when z = 0 m (model A). a The total electric field, b the secondary electric field, ¢ the mag-
netic field when offset = 50 km, d the secondary magnetic field

offset=10km

1km

Source

-------------.l.----------

Survey lines
.

10 h

A

401

1000 hd

Fig.6 Plane view of the observation device for model B. The figure

is out of scale

V/m which accounts for 75.2% of the total electric field
(Fig. 8a, b). When the offset becomes 50 km, the maxi-
mum value of the secondary electric field is 2.70 x 10~
V/m which accounts for 47.3% of the total electric field

(Fig. 9a, b). As the offset increases, the proportion of the
secondary electric field decreases significantly, while the
proportion of the secondary magnetic field in the total
magnetic field increases. The above research shows that
the galvanic effects reduce, while the inductive effects
increase when the offset increases.

In the CSAMT method, the source determines the direc-
tion of the primary current that determines the position
of the induced charge and the direction of the secondary
current. Natural sources, the direction of which is time-
varying, come from thunderstorms and solar activity. In
MT method, the accumulation position of induced charge
is mainly related to geological structure. There are false
anomalies on both sides of the conductive body in the y
direction (Fig. 9a, b). The abnormal body becomes wider
in x-direction (Fig. 9c, d).

@ Springer
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offset=10 km

0
x/m

-400 -200 200 400

Fig.7 The plane view of CSAMT apparent resistivity and phase for
100 Hz when z=0 m (model B). a The plane view of apparent resis-
tivity when offset=10 km, b the plane view of apparent resistivity

Model C

Due to the complexity of the geological structure, it is
almost impossible that survey lines in actual exploration are
s strictly perpendicular to geological strike. When the source
direction is not perpendicular to the abnormal body strike,
observation data will become complicated due to the distor-
tion effects. In model C (Fig. 10), the source is skewed with
the anomalous body, of which the width is 100 m, the length
is 400 m, and the thickness is 100 m. Other parameters are
the same as the model A.

As shown in Fig. 11 b, the apparent resistivity strike is
inconsistent with the body and is biased toward the y-axis
direction. Figure 11a, ¢ and d shows the apparent resistiv-
ity plane when the resistivity of the abnormal body is 1
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when offset=50 km, ¢ the plane view of phase when offset=10 km,
d the plane view of phase when offset=50 km

Q.m, 100 Q.m, and 500 Q.m, respectively. The deviation
becomes smaller when the resistivity difference between the
abnormal body and the background becomes smaller. Equa-
tion 5 shows that the secondary electric field and galvanic
effects become weaker with weaker resistivity difference.
Figure 12 shows that the degree of deviation decreases with
the increase in frequency. This is because the higher the
frequency at the same offset, the faster the ground wave
decay, which leads to the weakening of the distortion effect.
According to the above analysis, the degree of deviation is
related to the resistivity difference and frequency.

In order to explain the distortion, we drew the distribution
of the total electric field and the secondary electric field in
Fig. 13 when the abnormal body resistivity is 100 Q.m and
the frequency is 100 Hz. As can be seen from this figure,
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Fig.8 The distribution of electric field for 100 Hz when z=0 m (model B). a The total electric field when offset=10 km, b the secondary elec-
tric field when offset=10 km, ¢ the total electric field when offset =50 km, d the secondary electric field when offset =50 km

there are some differences between the direction of the pri-
mary current and the strike of the abnormal body when the
source is not parallel to the abnormal body. Due to this,
the position of accumulation of the charges also alters. The
position is consistent with the resistive region. On the whole,
