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ORIGINAL RESEARCH ARTICLE

Significant increase of aerosol number concentrations
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Summary In this study, we evaluated 10 months data (September 2009 to June 2010) of
atmospheric aerosol particle number size distribution at three atmospheric observation stations
along the Baltic Sea coast: Vavihill (upwind, Sweden), Utö (upwind, Finland), and Preila
(downwind, Lithuania). Differences in aerosol particle number size distributions between the
upwind and downwind stations during situations of connected atmospheric flow, when the air
passed each station, were used to assess the contribution of ship emissions to the aerosol number
concentration (diameter interval 50—400 nm) in the Lithuanian background coastal environment.
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A clear increase in particle number concentration could be noticed, by a factor of 1.9 from Utö to
Preila (the average total number concentration at Utö was 791 cm�3), and by a factor of 1.6 from
Vavihill to Preila (the average total number concentration at Vavihill was 998 cm�3). The simulta-
neous measurements of absorption Ångström exponents close to unity at Preila supported our
conclusion that ship emissions in the Baltic Sea contributed to the increase in particle number
concentration at Preila.
# 2015 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).
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Figure 1 Shipping lanes and Skaw line in the Baltic Sea using
Automatic Identification System (AIS, HELCOM, 2013), as well as
location of the stations used in this study.
1. Introduction

Aerosol particle emissions from global shipping might con-
tribute to 60,000 premature deaths according to a health
impact assessment (Corbett et al., 2007), and the emissions
are thought to lead to a global temperature decrease due to
an increased emission of sulfate particles (Bieltvedt Skeie
et al., 2009). The contribution of particles is generally not
extensively quantified, for instance how much the ships
contribute to the number of particles and the soot concen-
trations. One study shows that when air is transported across
one major shipping lane in the North Sea, it can increase the
daily averaged particle number concentration by 11—19% at a
coastal station 1 h downwind of the shipping lane (Kivekäs
et al., 2014).

This study has a slightly different focus, and examines
the influence that ships have on the particle number size
distribution (PNSD) when the air travels along several
shipping lanes and encounters multiple ship plumes. For
this purpose, particle concentrations have been compared
between two field stations upwind of the shipping lanes,
and one station downwind of the shipping lanes several
hundred kilometers from the upwind stations. In the Baltic
Sea, two suitable upwind stations were found, Vavihill
in southern Sweden, and Utö, an island in the Finnish
archipelago. Preila in Lithuania was chosen as downwind
station.

In Section 3, it will be quantified how much the particle
number concentration in the size range 50—400 nm dia-
meter increased during transport from the upwind stations
to the downwind station. However, not only ship emissions
affect the particles in this size range as the air is trans-
ported several hundred kilometers over the Baltic Sea.
There could be in total 5 or more factors contributing to
the increase: (1) Boundary layer evolution could affect
PNSD; (2) Condensational growth of new or pre-existing
particles can contribute to the particle concentration in the
focused size ranges of the PNSD; (3) Land based emissions
between the upwind stations and downwind station; (4)
Emissions of sea spray aerosol particles; (5) Aerosol particle
emissions from ships. In Section 4, the influence of each of
the first 4 factors will be discarded as potentially significant
for the observed increase in particle number concentration.
It will instead be shown that the particle size distribution
properties match well with those of aged ship emissions as
indicated by the trajectory pathways. Measurements of the
absorption Ångström exponent will further confirm the
influence of ship emissions.
2. Material and methods

2.1. Measurement stations

Two background stations upwind of the shipping emissions
were used, Utö in Finland and Vavihill in Sweden. The back-
ground station downwind of the shipping lanes was Preila in
Lithuania (Fig. 1).

The Utö station (598470N, 218230E, 8 m above sea level,
Hyvärinen et al., 2008) is located on a small island in the
Baltic Sea about 60 km from the Finnish south-west coast and
more than 10 km from the nearest inhabited islands. Turku,
the closest town, is about 90 km to the north-east. The island
is almost tree-free. Engler et al. (2007) has shown that at the
Utö site, air masses with trajectories prevailing from north-
ern sectors (3208—408) are considered to be unaffected by
anthropogenic land-based sources.

The Vavihill station (568010N, 138090E, 172 m above sea
level) (Kristensson et al., 2008), is located in southern Sweden,

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Significant increase of aerosol number concentrations in air masses 3
where the surroundings are dominated by deciduous forest.
The densely populated areas of Helsingborg and Malmö town
and the city of Copenhagen are located 25 km to the west,
50 km to the south, and 45 km to the south-east, respectively.

The Preila station (558550N, 218000E, 5 m above sea level,
Ulevicius et al., 2010) is located in western Lithuania on the
Curonian Spit, which is a narrow sandy strip that separates the
Baltic Sea and the Curonian Bay. The dunes, up to 50 m height,
as well as natural coniferous and dwarf pine trees in low-lying
lands dominate in the region. The nearest towns are Klaipeda,
40 km to the north, and Kaliningrad, 90 km to the south.

All stations in this study can be considered to be represen-
tative for regional background aerosol measurements because
the air is not affected by significant industrial or residential
activities in the vicinity of the station. This means that mea-
sured aerosol particles are from long range transport, or
produced by natural processes. At Preila only the air arriving
from the Baltic Sea sector was studied excluding the nearby
land based sources. At all stations, the few cases when local
pollution sources were evident (high aerosol number concen-
tration increase in certain size bins with short duration) were
excluded from the data analysis. The particle number size
distribution was measured both before crossing the Baltic Sea,
at upwind stations and after the air had crossed the Baltic Sea,
at the downwind station. This made it possible to separate the
emissions taking place over the Baltic Sea from the pre-exist-
ing particle populations at the upwind sites.

Measurement data were collected between September
2009 and June 2010 on these three stations, since there was
simultaneous overlap during longer periods in this date inter-
val. PNSD and PM0.4 (particle mass concentrations for par-
ticles between 50 and 400 electrical mobility diameter) as
well as the absorption Ångström exponent (only Preila and
Utö) were measured and calculated using recorded light
attenuation at the stations, respectively.

2.2. PNSD measurements and PM0.4
concentrations

Three mobility particle size spectrometers, operating on the
same measurement principle (Wiedensohler, 1988), were used
to obtain particle number size distributions at the three sta-
tions: a Differential Mobility Particle Sizer (DMPS) in Utö
(Hyvärinen et al., 2008), a Twin Differential Mobility Particle
Sizer (TDMPS) in Vavihill (Kristensson et al., 2008), and a
TROPOS-type Scanning Mobility Particle Sizer (SMPS) in Preila.
The inter-comparability of the data set is improved by the fact
that the measurements were performed within the frame
of the European research infrastructure projects EUSAAR
Table 1 Aerosol PNSD measurement instruments and their speci

Site PNSD
instrument

DMA type
(length [cm]/type)

CPC type 

Preila SMPS 28/Hauke UF-02protoa

Utö DMPS 28/Hauke TSI 3010 

Vavihill TDMPS 28 and 11/Hauke TSI 3760 and 3025 

a Custom build CPC (Mordas et al., 2005).
(European Supersites for Atmospheric Aerosol Research) and
ACTRIS (Aerosols, Clouds, and Trace gases Research InfraStruc-
ture Network) as well as the EMEP (European Monitoring and
Evaluation Program). The stations were audited by the respec-
tive authorities and the instrument inter-comparison was
performed annually to ensure high quality and comparable
data as required by the individual projects. The stations are
visited repeatedly for regular maintenance checks. The uncer-
tainty in particle number concentration is estimated to be
within the ranges reported by Asmi et al. (2011) and Wieden-
sohler et al. (2012). The Differential Mobility Analyzer (DMA)
type and length, condensation particle counter (CPC) type,
observable particle size range, number of size bin steps, time
resolution, and flow rates are given in Table 1.

In Section 3, only PNSD and total number concentrations in
the size range between 50 and 400 nm diameter are reported.
The total number concentration in this range was integrated
numerically from the measured size distributions. An
enhanced number concentration of aged particles in the atmo-
sphere from ship emissions is expected to be found partly in
this size range (Kivekäs et al., 2014). Even though particles
from ship emissions are found also in sizes below 50 nm, the
size range below 50 nm diameter was not analyzed here
because of influence of new particle formation and lower
instrument inter-comparability due to diffusion losses (Wie-
densohler et al., 2012). The counting statistic is poor for
particles above 400 nm diameter due to the low ambient
number concentration which causes relatively more noise in
this size range (compare with Kivekäs et al., 2014), and is the
reason the particle size range above 400 nm was not included
in the analysis. The PNSD have been fitted into three log-
normal modes using a least-squares fitting algorithm described
by Birmili (2001).

PM0.4 concentrations have been calculated from the
PNSD assuming spherical particles and a density of
1500 kg m�3. The density is in reasonable agreement with
ambient combustion particles measured in Copenhagen,
Denmark (Rissler et al., 2014).

2.3. Light absorption measurements

At the Utö and Preila stations, two identical seven wavelength
(370, 450, 520, 590, 660, 880, and 950 nm) aethalometers
were used to determine the absorption Ångström exponent.
The instrument uses the light transmission through a filter with
collected aerosol particles to estimate the aerosol absorption
coefficient, sabs at each given wavelength. To compensate for
particle filter loading effects, the same empirical algorithm
was used for both instruments (Müller et al., 2011; Virkkula
fications at sampling sites.

Size range
[nm]

Size steps Time
resolution
[min]

Flow rates
(aerosol/sheath [lpm])

8.7—839.6 71 5 1/10
7.0—500.0 30 5 1/10
3—900 37 10 1.5/19 and 0.91/5.9
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et al., 2007; Weingartner et al., 2003). However, because of
possible high uncertainties due to applied corrections we will
not report black carbon mass concentration in this study. On
the other hand, Sandradewi et al. (2008), Ulevicius et al.
(2010) and others have shown that the absorption Ångström
exponent is a useful quantity to represent the origin of carbo-
naceous aerosol particles. As the light absorption coefficient
decreases monotonically with wavelength, it can be approxi-
mated by a power-law expression, sabs � l�a, where a is the
absorption Ångström exponent. The absorption Ångström
exponent was obtained by a power-law fit over all seven
aethalometer wavelengths.

2.4. Selection of trajectory cases

The hourly trajectories (Fig. 2) at two different altitudes of
100 and 300 m above sea level, representing the Baltic Sea
atmospheric boundary layer (Gryning and Batchvarova,
2002), were calculated using the Hybrid Single-Particle
Lagrangian Integrated Trajectory (HYSPLIT4) model (Draxler
Figure 2 Air mass trajectories passing over the upwind stations 

trajectories; larger — the mean of trajectories.
and Rolph, 2003) with the Final Analyses (FNL, 2008—2009)
and the Global Data Assimilation System (GDAS) meteorolo-
gical databases at the NOAA Air Resources Laboratory's web
server (Rolph, 2003).

To compare the particle properties between the down-
wind and upwind stations, only those trajectories passing the
entire pathway between the stations over the Baltic Sea were
selected. A few exceptions, however, were made to this
criterion. In Utö to Preila case, some trajectories passed
over the island of Gotland (around 40 km in width of rural
land) between the upwind and downwind sites. It results in 7%
of the integral of the trajectory pathway being over land. For
the Vavihill to Preila trajectory cases there is 70—80 km of
land directly downwind of Vavihill that constitutes around
16% of overall trajectory distance. The effects of the land
based emissions are discussed later in Section 4. The differ-
ences of PNSD, PM0.4 and a between the stations were
calculated for individual trajectory cases by comparing
the values measured at Preila to the corresponding values
at the upwind sites at the time when the air mass passed the
upwind site according to the trajectory. This was done by
and arriving at Preila: smaller dots represent individual hourly
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calculating the time the air mass needs to travel between the
upwind and downwind sites and using this information as a
time point at the upwind sites. Also seasonal averages
and averages of all trajectory cases were calculated. As
the trajectory selection criteria were strict and the simulta-
neous data coverage of different instruments was not 100%,
finding more cases than those described in Section 3 was not
Figure 3 Comparison of average aerosol PNSD and PVSD at Utö, Va
cases for transport between Utö and Preila and for our 17 trajectory
particle diameter range is highlighted with blue color. Here dN/dl
volume concentrations, respectively. Bars represent a time variability
of the references to color in this figure legend, the reader is referr
possible. Lowering the criteria for the trajectories, for exam-
ple allowing longer stretches over land, only resulted in a few
more trajectories. These cases were more difficult to ana-
lyze, and hence did not improve the analysis and did not
improve the statistical accuracy. Moreover, only Vavihill to
Preila and Utö to Preila, but not vice versa, air mass trans-
ports were analyzed. This is because continental air arriving
vihill, and Preila stations divided by season for our 14 trajectory
 cases for transport between Vavihill and Preila. The 50—400 nm
ogDp and dV/dlogDp represent normalized particle number and

 (standard deviation) over the hours sampled. (For interpretation
ed to the web version of this article.)



Table 2 Average aerosol properties at the three stations by season for the 14 trajectory cases between Utö and Preila and for 17 trajectory cases between Vavihill and Preila.

Parameter Autumn Winter Spring Summer

Utö Preila Utö Preila Utö Preila Utö Preila

50—400N [cm�3] a 437 � 260 697 � 304 1135 � 446 2219 � 1350 587 � 528 1256 � 411 1006 � 197 2131 � 849
50—400(NPreila/NUtö) 1.6 � 1.2 1.9 � 1.4 2.1 � 2.0 2.1 � 0.9
PM0.4 [mg m�3]b 0.7 � 0.2 1.6 � 0.3 4.5 � 0.2 12.7 � 8.6 0.8 � 0.8 2.0 � 1.2 1.3 � 0.03 2.9 � 2.2
a c 1.2 1.0 1.0 0.9 0.8 1.0 1.0 1.3
Average distance/average
time of trajectory [km h�1]

546/18 556/17 575/22 484/15

Parameter Autumn Winter Spring Summer

Vavihill Preila Preila Vavihill Vavihill Preila Preila Vavihill

50—400N [cm�3] 508 � 231 743 � 238 1489 � 770 2627 � 1171
50—400(NPreila/NVavihill) 1.5 � 0.8 1.8 � 1.2
PM0.4 [mg m�3] 0.9 � 0.3 2.0 � 0.7 No data 3.7 � 1.1 6.9 � 2.4 No data
Average distance/average
time of trajectory [km h�1]

486/10 502/14

a The total aerosol particle number concentration in a range from 50 to 400 nm derived from the PNSD.
b Integrated total mass concentration (assuming 1500 kg m�3 density).
c Absorption Ångström exponent.
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Significant increase of aerosol number concentrations in air masses 7
at Preila from inland is highly affected by the continental
pollution thus lowering the ratio of Baltic Sea emissions to the
total PNSD and thereby making the shipping influence harder
to quantify. Also the number of cases when air is transported
from Preila to the upwind sites is lower due to the prevailing
westerly winds in the region.

Lateral position uncertainties of air mass trajectories are
known to vary between 10 and 30% of the trajectory length
(Stohl, 1998). The distances from Preila to Vavihill and Preila
to Utö are about 490 and 530 km respectively, which results in
�50—150 km lateral uncertainty at the distance of the
upwind station in trajectories ending at Preila. Within that
distance from Vavihill there are several significant centers of
population, most notably Copenhagen with a population of
almost 2 million people. An aerosol PNSD measured at Preila
might carry a significant signal from Copenhagen or other
population centers even though the center of the trajectory
does not pass through these areas. In such case the same
signal would not be present in the Vavihill PNSD. This can
cause a difference between the aerosol properties measured
at Preila and Vavihill in individual cases. It cannot, however,
be assumed that every trajectory calculated to pass over
Vavihill passes over Copenhagen in reality. This means that
Table 3 Aerosol PNSD log-normal fit modal parameters.

Mode parameters Autumn Winter 

Utö Preila Utö Preila

Mode 1
N1 [cm�3] a 1327 � 961 695 � 249 16 311
sg,1

b 1.6 � 0.1 1.9 � 0.2 2.0 1.9
dg,1 [nm]c 12 � 2 12 � 1 4 9

Mode 2
N2 [cm�3] 1113 � 644 1340 � 682 802 � 496 1431
sg,2 1.7 � 0.1 1.7 � 0.1 1.7 � 0.1 1.7
dg,2 [nm] 36 � 8 33 � 7 45 � 19 43

Mode 3
N3 [cm�3] 83 � 62 366 � 42 546 � 43 1854
sg,3 1.5 � 0.3 1.4 � 0.1 1.6 � 0.1 1.6
dg,3 [nm] 179 � 53 134 � 12 179 � 16 169

Mode parameters Autumn Winter 

Vavihill Preila Vavihill Preila 

Mode 1
N1 [cm�3] 5665 � 7547 2922 � 1359 

sg,1 1.7 � 0.1 1.5 � 0.1 

dg,1 [nm] 8 � 1 11 � 2 

Mode 2
N2 [cm�3] 875 � 439 1689 � 1273 

sg,2 1.7 � 0.1 1.8 � 0.1 No data 

dg,2 [nm] 42 � 9 33 � 5 

Mode 3
N3 [cm�3] 136 � 69 334 � 113 

sg,3 1.4 � 0.1 1.4 � 0.1 

dg,3 [nm] 156 � 22 152 � 16 

a Mode number concentration.
b Geometric mode standard deviation.
c Geometric mode mean diameter.
the influence of Copenhagen can be present in some cases but
cannot explain systematic changes on the Vavihill to Preila
transport route. The trajectories arriving to Preila from Utö
do not have such a problem with trajectory uncertainty and
large scale anthropogenic sources, as the anthropogenic
sources within 150 km from Utö are minor.

3. Results

After analyzing air mass trajectories and measurement data,
14 and 17 cases were chosen when air was transported
directly from Utö to Preila or from Vavihill to Preila, respec-
tively, as shown in Fig. 2. Vavihill to Preila air mass transport
cases took place mainly in spring (1 case in March, 2 cases in
April, 6 cases in May) and autumn (6 cases in September,
2 cases in October). Utö to Preila cases covered all four
seasons: Summer (2 cases in June), Spring (2 cases in March,
1 case in April and 1 case in May), Winter (1 case in December,
1 case in January, 1 case in February) and autumn (5 cases in
October). The average PNSD and PVSD (Particle Volume Size
Distribution) as well as absorption Ångström exponent for the
different seasons at the three sites are shown in Fig. 3 and
Spring Summer

 Utö Preila Utö Preila

 � 288 1432 � 1872 852 � 864 230 � 215 —

 � 0.1 1.7 � 0.2 2.0 � 0.1 2.0 —

 � 2 9 � 3 9 � 2 11 � 2 —

 � 791 845 � 342 2151 � 1520 1284 � 253 1588 � 267
 � 0.1 1.7 � 0.1 1.6 � 0.1 1.6 � 0.2 1.6 � 0.1
 � 14 46 � 17 46 � 12 49 � 13 52 � 2

 � 984 85 � 114 283 � 255 113 � 11 129 � 47
 � 0.1 1.5 � 0.2 1.5 � 0.1 1.4 1.4 � 0.1
 � 10 209 � 35 191 � 55 186 � 12 184 � 4

Spring Summer

Vavihill Preila Vavihill Preila

1053 � 1569 183 � 157
1.8 � 0.2 1.9
10 � 3 8 � 2

1763 � 1009 2661 � 1603
1.6 � 0.1 1.6 � 0.1 No data
48 � 8 50 � 17

526 � 193 611 � 265
1.9 � 0.1 1.5 � 0.1
170 � 18 199 � 36
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Table 2. In Table 2 and Table 3 “�” is used for standard
deviation and in the ratios NPreila/NUtö and NPreila/NVavihill “�”

is used as an error from the error propagation formula. The
concentrations for each of the 31 cases were calculated from
several hour values, which were then used for seasonal
averages (in total 69 data points were averaged).

In all seasons and on both transport routes the measured
aerosol particle number concentration, in the range from
50 to 400 nm (50—400N) was higher by a factor of 1.5—2.1 at
Preila than at the upwind station (Table 2). When looking at
individual cases, only 7% of Utö to Preila cases and 10% of
Vavihill to Preila cases, respectively, showed a slight
decrease in 50—400N during the transport. In 67% of Utö to
Preila cases and 58% of Vavihill to Preila cases the observed
increase in 50—400N was more than 50% of the value measured
at the upwind site. In absolute terms the (seasonally aver-
aged) increase of 50—400N in Utö to Preila air mass transport
was 260—1125 cm�3, and in the Vavihill to Preila air mass
transport 235—1138 cm�3. On Utö to Preila transport path
PM0.4 increased by a factor of 2.5, 2.8, 2.4, and 2.2 for
autumn, winter, spring, and summer, respectively. On Vavihill
to Preila transport path PM0.4 increased by a factor of
2.2 and 1.9 for autumn and spring seasons, respectively.
All aerosol PNSDs were also described as a sum of 2 or
3 log-normal modes using an automatic mode fitting algo-
rithm. The modes were defined as: nucleation (particle mean
diameter 8—15 nm), Aitken (15—100 nm) and accumulation
(100—500 nm) mode. The seasonally averaged modal para-
meters are presented in Table 3. The increase in N of the
accumulation mode is clear in these values.

The Ångström exponent remained around unity (seasonal
averages 0.8—1.3) in all cases at both the Utö and Preila sites.

The mobility particle size spectrometers comparability
study by Wiedensohler et al. (2012) has shown 5—10%
uncertainty in total integrated particle number concentra-
tion between the instruments. It can be assumed that a
similar range of instrumental uncertainty should be present
in this study. However observed increase in 50—400N is larger
than what the instrumental uncertainty can explain.

The observed changes in 50—400N were similar on both
transport routes (Utö to Preila and Vavihill to Preila). This
was expected because both atmospheric conditions and ship
traffic intensity are similar on both routes crossing the main
basin of the Baltic Sea.

4. Discussion

4.1. Potential sources of particles. Meteorology:
is the change real?

The observed increase in 50—400N concentration was signifi-
cant across both transport routes over the Baltic Sea. A
change in observed particle number concentration can, in
general, be a result of changed boundary layer (PBL) height
(e.g. Ma et al., 2011). Increased PBL height during daytime
mixes the particles near the surface with air above. If the air
above the PBL has lower particle concentration, this can
result in dilution with time and a decrease in N at surface
level and the downwind site. The opposite has also been
observed when the air aloft is more polluted (Clarke et al.,
1998). At night the turbulence weakens leaving the particles
equally distributed in the air layer. This does not change N at
the surface. New emissions from surface, however, are
trapped in the low boundary layer leading to higher increase
in N at surface per emission unit compared to the daytime
situation. Gryning and Batchvarova (2002) have studied vari-
ables which influence boundary layer height over the Baltic
Sea. They showed that boundary layer height varies over
different time scales, but shows no clear diurnal variation, as
seen typically over land cases. This can be explained by the
high heat capacity of water making the diurnal variation of
sea surface temperature very small and leading to very weak
and relatively constant thermal turbulence. Therefore this
phenomenon is expected to have an effect only at Vavihill
site, which is located inland. In this study the boundary layer
height was not examined, but no systematic effects were
found when comparing cases in which air had passed the
upwind site at daytime and arrived at Preila at night, or vice
versa. Also the trajectories at 3000 m altitude showed very
similar behavior to those at 100 and 300 m levels, excluding
the possibility of significant pollution from the air above.
Based on these findings we can assume that the observed
systematic changes in 50—400N cannot be explained by
changes in PBL height only.

The accumulation mode particle number concentrations
at both Utö and Preila stations were highest during winter.
This might be a result of low boundary layer depths along with
stronger inversion conditions and regional scale anthropogenic
sources. These sources can be domestic heating in the entire
northern Europe. Smaller vertical mixing leads to higher aero-
sol particle transport efficiency over a longer distance com-
pared to other seasons. This could explain the high values, but
not any change during transport between the stations.

4.2. Potential sources of particles. Growth of
pre-existing particles and regional new particle
formation

Generalized qualitative evidence in particle number concen-
tration changes during transport over the Baltic Sea can be
characterized using the relation between the number con-
centration N of each mode (from Table 3) in the size dis-
tributions and the corresponding modal geometric mean
diameter. If each mode is assumed to change as a whole,
the particle growth rates required to explain the changes
between the upwind stations and Preila can be calculated.
This was done for both transport routes.

This study is focused on the particle diameter range from
50 to 400 nm. Therefore, the dynamics of new particle
formation and growth to Aitken mode are not examined,
even though Hyvärinen et al. (2008) and Kristensson et al.
(2014) have shown that there is relatively frequent new
particle formation over the Baltic Sea. In case of Utö to
Preila transport the nucleation and Aitken modes at Utö, as
well as new particle formation along the transport path,
could have contributed to the measured accumulation mode
at Preila only if particle growth rates of at least 7.4 nm h�1

(for growing the nucleation mode into an accumulation
mode) and 5.7 nm h�1 (for Aitken mode to accumulation
mode) were assumed (using lowest averaged trajectory
speeds). For Vavihill to Preila air mass transport these num-
bers would have to be as high as 11.9 and 9.3 nm h�1 for
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nucleation mode to accumulation mode and Aitken mode to
accumulation mode, respectively. Recent studies have shown
that mean growth rate (GR) of particles with marine origin is
3 � 0.5 nm h�1 (Ehn et al., 2010). This is clearly much less
than the growth rates required to explain the changes
observed in this study, and therefore the growth of nuclea-
tion or Aitken mode particles as the main factor causing the
increase in accumulation mode and in 50—400N can be ruled
out. For new particles formed during the air mass transport
the required growth rates would have to be even higher.
This rules out the emissions of organics or di-methyl-sulfide
from the sea water as an explanation, as well as from new
particle formation in ship plumes. The observed changes in
the upper Aitken mode and accumulation mode can only be
explained by a source of primary emitted particles between
the sites.

4.3. Potential sources of particles. Land based
emissions between the sites

The air masses advecting over Vavihill pass over a 70—80 km
stretch of land between Vavihill and Preila. This can result in
significant emissions of primary aerosol particles from land
areas east of Vavihill. Even though southern Sweden is den-
sely populated (compared to other parts of Scandinavia),
most of the population is located towards west and south of
Vavihill. The stretch of land east of Vavihill is mostly used for
agriculture and forestry. From this area one can expect
emissions from domestic wood combustion and traffic in
winter, and from biogenic and traffic sources in summer.
These emissions can have an effect on the particle population
arriving to Preila from the Vavihill direction. On the transport
route from Utö to Preila there is practically no land between
the sites, except for the few trajectories passing over Got-
land island in the middle of the Baltic Sea. If the land-based
emissions were a significant contributor to the observed
changes, much smaller changes would be observed on the
Utö to Preila transport route. The observed change on Utö to
Preila transport path was, however, greater than at Vavihill to
Preila transport path in both absolute and relative numbers.
Therefore it can be assumed that land based emissions
between the sites are not a major or systematic contributor
to the observed changes.

4.4. Potential sources of particles. Sea spray

One potential explanation for increased particle number
concentration during transport over the Baltic Sea is sea
spray; sea salt particles created by breaking waves (Lewis
and Schwartz, 2004). Different laboratory methods used to
generate surrogate marine aerosols within enclosed tanks
confirm the production of accumulation mode particles with
geometric mean diameter of 200 nm in marine environment
(Stokes et al., 2013).

In this study the contribution of sea salt could not be
estimated from chemical composition of the particles,
because the only chemical data available was black carbon
concentration estimated from absorption measurements.
Pettersson et al. (2012) have reported a series of environment
fact sheets including monthly wave height variation over a
Baltic Sea since 2004. It was shown that the minimum wave
height (0.6 m) is mostly common during the late spring to early
fall months. After the height minimum, waves start to grow in
height and reach maximum (2.0 m) during winter. Taking into
account the relatively low wave heights and low salinity of the
Baltic Sea the sea salt emissions are expected to be low.

The influence of sea spray emissions on the number con-
centration was calculated with a parameterization by Sofiev
et al. (2011) using the following assumptions: (a) wind speed at
10 m height is the same as trajectory speed at 100 m altitude;
(b) salinity of 9.2% (southern Baltic sea); (c) temperature of
+58C in winter, +158C during other seasons; (d) no deposition or
coagulation of sea salt particles; (e) well mixed 300 m bound-
ary layer. Using the average seasonal trajectory speeds
(Table 2) the sea salt emissions in a size range between
50 and 400 nm were about 1—2 particles per cm3. Using the
highest trajectory speed observed in this study, the emissions
were slightly above 10 cm�3. To produce the observed
increases in aerosol particle number concentration average
wind speeds of 50 m s�1 would be required. With this in mind,
sea salt aerosol particles can explain only a minor fraction of
the observed increase in particle number concentration.

4.5. Potential sources of particles. Shipping

The most plausible explanation for the increased 50—400N is
emissions from ship traffic. The Baltic Sea Skaw line (Fig. 1)
was crossed 62,743 times during 2009, so the presence of
intensive ship activity is clear. The main shipping lanes on the
Baltic Sea can be seen in Fig. 1. Most of the lanes are located
at least 100 km from Preila (except the one leading to
Klaipeda harbor), so the plumes have had enough time to
disperse, and individual peaks (such as in Kivekäs et al., 2014)
can no longer be identified. In a recent study of individual
ship exhaust plumes measured at a distance of 1 km (Diesch
et al., 2013), either uni- or bi-modal aerosol PNSD were found
to be common. These modes included an ultra-fine particle
mode at around 10 nm consisting mostly of sulfuric acid
(González et al., 2011) and an Aitken mode at 40 nm. A
notable increase in particle number concentrations at dia-
meter about 150 nm was also found to be common. This
carbon-containing mode is made up of mainly soot and
absorbed organic materials. This study is focused mostly
on the 50—400 nm particle diameter range where the Aitken
mode and the carbon-containing mode is the most prominent
one. The size of the increased particle number concentra-
tions, as well as the absorption Ångström exponent near unity
can be explained by emissions from shipping. The added
particles from shipping would probably not be from the
ultra-fine mode or new particle formation in the emission
plume, as those would require very high growth rates to make
it to the observed size range. The observed Ångström expo-
nents at Utö and Preila are consistent with values measured
in engine combustion studies, but lower than values asso-
ciated with wood burning soot (Sandradewi et al., 2008;
Ulevicius et al., 2010).

5. General remarks on this study

Most prior particle measurements of ship emissions have
focused on laboratory engine studies (e.g. Kasper et al.,
2007), single ship plumes (e.g. Petzold et al., 2008), harbor
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or single shipping lane influences on coastal areas (e.g. Kivekäs
et al., 2014). In a review study by Kumar et al. (2013) there
were no studies of measured total ship emissions over a longer
stretch of sea. Ship emissions have been modeled on large
scales (e.g. Jalkanen et al., 2009) and even globally (e.g.
Corbett and Koehler, 2003). When such models are extended
past the exhaust pipe of the ship the dispersion, transport, and
deposition of the emissions need to be included (e.g. Stipa
et al., 2007). For such models long term measurement data of
ambient air is needed for comparison.

The main problem with long term measurements of par-
ticles downwind of one or several shipping lanes is how to
separate the ship emissions from background particle proper-
ties. There are two approaches to this. One is to identify the
ship plumes in the data at a downwind station and estimate
the background particle properties from the non-plume per-
iods (Kivekäs et al., 2014). This approach can only be used
close to the shipping lane, where the individual plumes can
be separated (Kivekäs et al., 2014; Petzold et al., 2008). The
other approach is the one used in this study. If particle
properties in the same air mass are measured prior to and
after the air trajectory crossing with a ship lane, all changes
can be attributed to phenomena taking place between the
measurement sites. As discussed above, there are other
factors than just ship emissions affecting the particle proper-
ties and that need to be taken into account. The longer the
air mass travel distance and travel time between the mea-
surement stations, the more uncertainty there is in the
results. Also a longer distance between the stations usually
leads to fewer cases when air is advected over both stations.
This approach is not suitable for detailed process studies, but
can reveal the total influence of shipping to a coastal area.
This kind of data is needed for validation of model results.

The observed increase in particle number concentration
between the upwind stations and Preila was large. In air
masses arriving from Utö 37—53% (seasonal averages) of
50—400N measured at Preila came from sources and processes
during transport between the sites. For air masses arriving
from Vavihill to Preila the corresponding range was 30—45%.
This increase is the sum of several factors, but as stated
above, emissions from ship traffic are likely the dominant
contributor. The measured PNSDs at Utö and Vavihill can also
be affected by ship emissions outside the main basin of the
Baltic Sea, increasing the total contribution from ship emis-
sions even more. The values obtained in this study are larger
than the 11—19% contribution observed by Kivekäs et al.
(2014) at North Sea. When comparing these studies one
should keep in mind that the observed particle diameter
range is different, and this study estimates the combined
effect of several shipping lanes, whereas Kivekäs et al. (2014)
focused on effects from a single shipping lane.

6. Conclusions

This study focuses on the changes in particle properties
during transport over the Baltic Sea. All cases with air passing
over the Utö measurement station in Finland or the Vavihill
measurement station in Sweden, and then later arriving at
the Preila measurement station in Lithuania were analyzed.
In this way, the same air was measured before and after
crossing the main basin of the Baltic Sea. Aerosol particle size
distribution with focus on the 50—400 nm diameter range and
absorption Ångström exponent at Preila were compared to
those at the upwind sites in the same air mass. The analyzed
time period was 10 months (September 2009 to June 2010),
allowing qualitative estimation of seasonal variation in the
changes. In the authors knowledge no similar study with same
air masses measured before and after a long fetch over a
heavily trafficked sea area have been published before.

The increase in the number concentration of 50—400 nm
particles 50—400N was substantial. 26—53% of particles arriv-
ing at Preila were generated by processes and emissions
taking place between the upwind stations and Preila. The
number of analyzed cases was 14 for the Utö to Preila
transport path and 17 for the Vavihill to Preila transport
path. A clear increase in 50—400N was, however, present in
almost all studied cases.

The observed increase was the sum of all emissions and
processes taking place during the air transport between the
sites. These include differences in boundary layer height,
growth of pre-existing particles or new particles formed
between the sites, land-based emissions between the sites,
sea salt emissions, and emissions from ship traffic. The
potential contribution of each source was discussed, and
shipping was found to be the only source that could explain
most of the change. Furthermore, the observed changes were
in line with other published ship emission studies.

To reduce the particle emissions from shipping, the Inter-
national Maritime Organization (IMO) has restricted the sul-
fur content in ship fuels globally, and especially in defined
Sulfur Emission Control Areas (SECAs), which include the
Baltic Sea (IMO, 2008). For measuring the total effect of ship
emissions on particle properties, and further on health and
climate, more long term measurements of ship emissions are
needed. The effect of the sulfur regulations on particle
properties in large scale also needs to be quantified.
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Summary In this paper the authors discuss the changes of aerosol optical depth (AOD) in the
region of eastern Europe and the Baltic Sea due to wild fire episodes which occurred in the area of
Belarus and Ukraine in 2002. The authors discuss how the biomass burning aerosols were advected
over the Baltic area and changed the composition of aerosol ensemble for a period of several
summer weeks. The air pressure situation and slow wind speeds also facilitated the development
of such conditions. As a consequence very high AOD levels were recorded, by an order of 3—4
higher versus normal conditions and they significantly increased the annual averages. On
particular days of August 2002 the AOD values reached a level of over 0.7. On these days fine
particles fully dominated the entire ensemble of aerosol particles. They were either sulfates or
smoke particles. Such situation was unique over a period of many years and it had its serious
consequences for the region and especially for the Baltic Sea.
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1. Introduction

Climate change results from both natural and human-induced
modifications of the Earth's energy balance. These climate-
related factors include variations in the amounts of green-
house gases, aerosols, changes in land use, and the amount of
energy Earth receives from the Sun (IPCC, 2007, 2013).

Atmospheric aerosols are responsible for radiative forcing
on the surface, and they affect from local and regional
weather patterns to global climate. Atmospheric aerosols
are considered among the factors which play a significant role
in the Earth's energy budget and thus affect global climate.
However, as the IPCC reports show uncertainties are still
significant regarding their radiative and climate effects
(IPCC, 2007, 2013). Aerosol particles with their scattering
and absorptive properties (so-called direct effect), are
responsible for a number of environmental effects, i.e. they
play a major role in the visibility problem, and they can also
have a significant impact on UV radiation (Torres et al., 1998,
2007), and photochemistry in the boundary layer (Graber and
Rudich, 2006; Kirchstetter et al., 2004).

Regional scale variations in radiative forcing have signifi-
cant regional and global climatic implications, which cannot
be addressed through the idea of global mean radiative
forcing (Markowicz et al., 2011). Until now only a small
number of studies has been dedicated to regional radiative
forcing and response. It is still very difficult to describe a
regional forcing and response in the observational record.
Regional forcings may induce global climate responses, while
global forcings can be connected with regional scale climate
responses (Shindell et al., 2010; Tosca et al., 2013).

Aerosols' direct radiative effects are manifested in scat-
tering and absorbing of radiation in both shortwave and
longwave. The state of our knowledge of direct radiative
forcing of aerosol particles is limited mainly due to difficul-
ties of the proper quantification of global distributions and
mixing states of aerosols. The state of mixing of aerosol
particles affects particle optical properties, which thus are
not well understood and are difficult to parameterize in
climate models. Additionally, small-scale variability of such
meteorological parameters as humidity and temperature,
which also influences aerosol optical properties, is also diffi-
cult to represent in models (Byčenkiene et al., 2013; Petelski
et al., 2014; Smirnov et al., 2011; Zielinski and Zielinski,
2002).

Wild fires have been modifying atmospheric composition
for centuries. They have significant impact on the physical
environment including modifications of land cover, land use,
biodiversity or inducing climate changes and this impact is on
both regional and global scales (Chubarova et al., 2012; Pio
et al., 2008). Differences in aerosol composition on a regional
scale as a result of advection of particulates from the regions
of wild fires have been described before (Pio et al., 2008).

Additionally such disasters also have impact on human
health and even on the socio-economic situations in the
affected regions (Beringer et al., 2003). In order to describe
and quantify the role of biomass burning as a source of
atmospheric gases and aerosol particles to the atmosphere,
information is required on the global magnitude of biomass
burning (Chubarova et al., 2012; Zawadzka et al., 2013).
Biomass burning aerosols include two important chemical
components: black carbon and organic carbon. The first
component primarily absorbs solar radiation, and the second
scatters solar radiation (Cooke and Wilson, 1996; Haywood
and Ramaswamy, 1998; Liousse et al., 1996). Takemura et al.
(2002) made 3-D model simulations of radiative forcing of
various aerosol species. In their model they divided all the
main tropospheric aerosols into the following groups — car-
bonaceous (organic and black carbons), sulfate, soil dust, and
sea salt aerosols. They compared their model simulations of
total aerosol optical thickness, Ångström exponent, and
single-scattering albedo for mixtures of four aerosol species
with the observed data from both optical ground-based
measurements and satellite remote sensing retrievals at a
great number of stations. They reported the mean difference
between the simulation and observations to be less than 30%
for the optical depth and less than 0.05 for the single-
scattering albedo in most regions (Takemura et al., 2002).

According to Bond et al. (2013) the estimate for the period
1750—2005, i.e. the industrial-era, direct radiative forcing of
atmospheric black carbon is +0.71 W m�2 with 90% uncer-
tainty bounds of (+0.08, +1.27) W m�2. However, total direct
forcing of black carbon from all known sources, with the pre-
industrial background included, estimates to +0.88 (+0.17,
+1.48) W m�2. Bond et al. (2013) also report that: “the best
estimate of industrial-era climate forcing of black carbon
through all forcing mechanisms, including clouds and cryo-
sphere forcing, is +1.1 W m�2 with 90% uncertainty bounds of
+0.17 to +2.1 W m�2”.

The Baltic Sea is a unique basin of the World Ocean. It is a
small and shallow sea located in the north-eastern part of
Europe, and is surrounded by nine highly industrialized coun-
tries — Denmark, Estonia, Finland, Germany, Lithuania, Lat-
via, Poland, Russia and Sweden with some 85 million people
living in the catchment area. Additionally, largely forest
covered areas in Poland, Lithuania, Belarus and Ukraine
are in the close vicinity of the Baltic.

According to Zdun et al. (2011) summer wind patterns for
station in Gotland, located in the middle part of the Baltic
Sea over a period between 1999 and 2003 show that around
50% come from easterly and southerly directions, thus cross-
ing areas of Belarus and Ukraine. Zielinski (2004) reported
that majority of winds in summer come to Sopot area, in the
southern part of the Baltic Sea, from NE and SE directions,
which is in accordance with Zdun's observations. Therefore,
aerosol particles over the Baltic Sea, especially in summer,
usually originate from a number of continental sources and it
is difficult to observe one type of aerosols, e.g. marine over
the Baltic. A number of aerosol studies have been conducted
in the region, however, regular sunphotometric aerosol mea-
surements have not been made in the Baltic area until 1999,
when such studies had been originated within the NASA/
AERONET program (http://aeronet.gsfc.nasa.gov/).

Year 2002 was unique in terms of air temperatures which
were recorded in the region of central Europe and the Baltic
area. Seven consecutive months were warm or very warm,
and between February and September the multiannual aver-
age air temperature was higher than the normal temperature
by over 18C. May and August 2002 were extraordinarily warm.
Such conditions were very conducive to wild fire outbreaks in
the areas of Eastern Europe, which are widely covered by
forests and meadows.

Years 2007 and 2008 were also very hot in the discussed
region, however, warm periods were shorter than in 2002 and

http://aeronet.gsfc.nasa.gov/


Figure 1 Selected AERONET stations located in the vicinity of
the Baltic Sea.
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lasted mostly 4 weeks. Then temperatures returned to the
multiannual average for some time and warm periods
returned. These years and 2010 were also fire abundant in
the discussed region but the air mass trajectories were such
that the smoke plume did not reach the area of the Baltic
Sea. Thus these years have not been analyzed in this paper.

This paper presents information on the impact of wild fires
in the Eastern Europe on aerosol optical properties in that
region with a special emphasis on the Baltic Sea area. The
authors discuss how the biomass burning aerosols were
advected over the Baltic area and changed the composition
of aerosol ensemble for a period of several weeks. Further
the authors provide justification that those aerosols were fine
particles and they increased the aerosol optical depth by an
order of 3—4 versus normal conditions.

2. Description of the study area and
research methodology

Location of the selected AERONET stations around the Baltic
Sea is shown in Fig. 1. All three stations have used CIMEL
sunphotometers with 7 wavelengths (http://aeronet.gsfc.
nasa.gov/).

The authors decided to analyze the data from these three
stations since all three of them operated in summer 2002 and
are representative for this study. The AERONET stations
selected for analyses in this paper include: Sopot station,
on the Baltic Sea coast, operating between 1999 and 2002 and
the Gotland station, located in the northern part of the island
of Gotland, 50 m inshore. Owing to the location of the island
in the central Baltic Sea this station is sometimes regarded as
representative for the Baltic Sea conditions (Zdun et al.,
2011). The data were collected at the station from 1999 to
2004. The third station analyzed is the Minsk station which
has been operated since 2002. The station coordinates and
the CIMEL wavelengths at each of the three stations are
presented in Table 1.

For the analyses the authors have used only level 2.0 qual-
ity assured and with pre- and post-field calibration applied,
cloud-screened data (http://aeronet.gsfc.nasa.gov/).

The type of aerosol particles can be deduced using two
optical parameters: aerosol optical depth (AOD) and the
Ångström parameter (Bokoye et al., 1997; Zielinski and
Zielinski, 2002). Both of these parameters strongly depend
on the sources of particle generation and the type of air
masses (Smirnov et al., 2011). On a regional scale or in cases
of such regional seas like the Baltic Sea, aerosols are often
difficult to define since both marine and continental types of
particles mix in the air, depending on wind direction. Such
mixture comprises particles of different optical properties.
The Ångström parameter is used to estimate particle size.
Large values of this parameter indicate fine particles while
small values indicate coarse aerosols (Zawadzka et al., 2013).
Table 1 Three selected AERONET stations; coordinates and CIME

AERONET station Coordinates 

Sopot, Poland 5482700300N, 1883305400E
Gotland, Sweden 578550N, 188570E 

Minsk, Belarus 53.928N, 27.608E 
The wavelength dependence of aerosol optical depth can be
expressed as follows (Carlund et al., 2005; Eck et al., 1999;
Smirnov et al., 1994):

tðlÞ ¼ bðlÞ�a; (1)

where a is the Ångström parameter, ta(l) is AOD at a wave-
length l, and b is Ångström coefficient of turbidity.

The spectral dependence of the AOD as well as the
Ångström exponent are sensitive to the calibration coeffi-
cients. In this study we used the Ångström exponent a defined
at two wavelengths as follows:

a ¼ � lnðt1=t2Þ
lnðl1=l2Þ : (2)

The air mass back trajectories have been calculated at
500, 1500 and 3000 m using the NOAA-HYSPLIT model (Drax-
ler and Rolph, 2010). In order to obtain additional informa-
tion about transport of air pollution a long-range pollution
transport model was applied. For this purpose the authors
used the Navy Aerosol Analysis and Prediction System
(NAAPS) (Christensen, 1997; Witek et al., 2007). The NAAPS
simulations are presented in Fig. 11. Additionally, the AOD
results have been supported by the analyses of satellite
aerosol optical depth data from the Moderate Resolution
Imaging Spectroradiometer (MODIS), mounted onboard the
Aqua and Terra satellites.

3. Results and discussion

In summer 2002 vast areas in Belarus and Ukraine
were subject to serious and long-lasting wild fires, which
were a source for significant production of biomass burning
L wavelengths at each site.

CIMEL wavelengths [nm]

 340, 380, 440, 500, 675, 870, 1020
340, 380, 440, 500, 675, 870, 1020
340, 380, 440, 500, 675, 870, 1020

http://aeronet.gsfc.nasa.gov/
http://aeronet.gsfc.nasa.gov/
http://aeronet.gsfc.nasa.gov/


Figure 2 The 168 h NOAA HYSPLITair-mass back trajectories for August 2002 at 500, 1500 and 3000 m above sea level (a.s.l.) ending
in Sopot (on 14 August (a), 21 August (b) and 28 August (c)). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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particulates injected to the atmosphere, which reached
atmospheric layers beyond the boundary layer (Evangeliou
et al., 2015). The fire breakouts started in July and
their peak was observed in late July and all over August
2002. In August 2002 wind patterns were such that the
locally produced aerosols in the region of Belarus and
Ukraine were transported over the area of the Baltic Sea
(Figs. 2 and 3).



Figure 3 The 168 h NOAA HYSPLITair-mass back trajectories for August 2002 at 500, 1500 and 3000 m above sea level (a.s.l) ending in
Gotland (on 21 August (a) and 28 August (b)). (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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Figs. 2 and 3 show that between 8 and 28 August 2002 air
masses moved over the area of wild fire regions towards the
Baltic Sea. For the station in Sopot this is especially true for
the first 2 decades of August and less for the last 10 days. The
trajectories for Sopot crossed the wild fire areas at all three
chosen altitudes, i.e. 500, 1500 and 3000 m a.s.l. In case of
the Gotland station basically entire month is characterized
by the air masses which crossed the region of wild fires at all
three altitudes. In majority of cases all air masses passed over
the station in Minsk.

Figs. 4 and 5 show level 2.0 AOD values at all three stations
for entire 2002 and August 2002, respectively.

These 2 figures provide a general overview of the AOD
changes over a period of an entire year. They reveal that AOD
values in summer, especially in August are significantly
increased in comparison to other months in 2002. The aver-
age annual AODs at all stations are unusually high and they
differ from those in 1999 and 2003 (Table 2). These two years
have been chosen for comparison since there are level
2.0 data available from the 3 stations to compare with year
2002 and especially August 2002.
Table 2 Average annual and August level 2.0 AOD values at 500 nm
(1999, 2002 and 2003).

Station 1999 August 1999 20

Sopot, Poland 0.113 0.145 0.2
Gotland, Sweden 0.089 0.065 0.1
Minsk, Belarus N/A N/A 0.4
The differences presented in Table 2 clearly show that the
AOD values were dramatically increased in 2002, especially in
August 2002 in comparison with 1999 and 2003, when no wild
fires of the same intensity as in 2002 were observed in the
region. The differences at stations in Sopot and Gotland
reach a level of 2.85 and 4.88 in August 1999 and 2002,
respectively. The difference for the Minsk station between
August 2002 and 2003 is of an order of 3.42. This tendency is
true for all other years at all three stations, whenever data
are available. Table 3 shows the level 2.0 Ångström values
calculated in the same manner as in case of the AODs pre-
sented in Table 2.

Clearly the values of the Ångström exponent are high,
which is normal for summer conditions since prevailing winds
reach the Baltic stations from the continental areas, thus
transporting large amounts of dust and generally small par-
ticles. Therefore, the annual exponent differences are far
less pronounced than in case of the AODs, still the August
values are the ones which differ from other years the most.
The situation during particular days in August was such that
on certain days the AOD values were almost unrealistically
 (Sopot and Gotland) and at 440 nm (Minsk) for selected years

02 August 2002 2003 August 2003

39 0.413 N/A N/A
70 0.317 0.142 0.204
31 0.557 0.224 0.163



Figure 4 Aerosol optical depth measured in 2002 at three
AERONET stations: Sopot (a), Gotland (b) and Minsk (c). (For
interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 4 The daily averaged level 2.0 AOD values (500 nm)
at stations in Sopot and Gotland for all available measure-
ment days at both stations in August 2002.

Day in August 2002 Sopot Gotland

1 0.400 0.471
4 0.547 0.079
7 0.319 0.087
8 0.234 0.093
9 0.186 0.118

15 0.731 0.661
18 0.206 0.074
21 0.374 0.093
27 0.755 0.545
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high for regular aerosol conditions in the region. Table 4
shows the daily averaged level 2.0 AOD values at stations in
Sopot and Gotland for all available measurement days at both
stations in August 2002.
Table 3 Average annual and August level 2.0 Ångström values (44
years (1999, 2002 and 2003).

Station 1999 August 1999 20

Sopot, Poland 1.232 1.693 1.
Gotland, Sweden 1.120 1.510 1.
Minsk, Belarus N/A N/A 1.
The data presented in Table 4 clearly indicate high AOD
values at the station in Sopot during all measurement days.
However, between 7 and 9 August 2002 these values are only
slightly higher than on “clean” years of 1999 and 2003
(Table 2). The AOD values on 15 and 27 August 2002 are so
high that they exceed the regular values (Table 2) by an order
of almost 4 or 5. There is a similar situation at the station in
Gotland, however the 7—9 August 2002 values are practically
indicating very clean atmosphere in the station area. Again
15 and 27 August 2002 show outrageously high AODs. There-
fore, in the reminder of the paper the authors concentrate on
these two days. Fig. 6a—d shows level 2.0 AOD values (at
seven wavelengths) on 15 and 27 August 2002 at the stations
in Sopot and Gotland.

On both days and at both stations the AOD values are very
high at all seven wavelengths. With exception to 27 August
2002 at the station in Gotland the AODs are rather uniform
during the measurement period. The average daily level
2.0 Ångström parameters calculated from 440 and 870 nm
wavelengths for 15 and 27 August 2002 for stations in Sopot
and Gotland were 1.475, 1.595 and 1.492, 1.662, respec-
tively. All these values indicate presence of fine particles in
the atmosphere, which were absolutely dominating on these
two days (Fig. 7a—d).

On both days fine particles were dominating the atmo-
sphere measured at both stations and on 27 August 2002 they
were basically the only fraction present in the air over the
both stations. This indicates that the particles could have
been advected to the measurement area from other regions
and thus the NOAA HYSPLIT model was applied to calculate
the air mass back trajectories. The 96 h air mass back
trajectories calculated for 15 and 27 August 2002 for the
stations in Sopot and Gotland are presented in Fig. 8a—d.

On 15 August 2002 air masses were advected to both
stations from the area of Belarus and Ukraine at all three
0/870 nm) at stations in Sopot, Gotland and Minsk for selected

02 August 2002 2003 August 2003

188 1.561 N/A N/A
258 1.650 1.003 1.290
369 1.505 1.312 1.586



Figure 5 Aerosol optical depth measured in August 2002 at three AERONET stations: Sopot (a), Gotland (b) and Minsk (c). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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chosen levels, 500, 1500 and 3000 m a.s.l. Considering that
majority of particles represented the fine mode the indica-
tion is that these particles must have travelled, and probably
stayed in the measurement areas for some time, at higher
altitudes, above the boundary layer (the 3000 m a.s.l. tra-
jectory is the one which crossed over the fire areas). On
27 August 2002 the situation is slightly different since the
Sopot trajectories again crossed the fire areas, especially the



Figure 6 Level 2.0 AOD values (at seven wavelengths) on 15 and 27 August 2002 at the stations in Sopot and Gotland. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Figure 7 The level 2.0 SDA fine/coarse AOD values on 15 and 27 August 2002 for stations in Sopot and Gotland. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Figure 8 The 96 h air mass back trajectories at three altitudes calculated for 15 and 27 August 2002 for the stations in Sopot and
Gotland. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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3000 m one, but in case of the Gotland station they also
travelled over the Baltic Sea, earlier crossing Sopot. In this
case it seems like the air masses might have transported fine
particles over the Gotland station at altitudes lower than
3000 m but higher than 1500 m a.s.l.

The entire region on both days showed much higher AOD
values than expected. Fig. 9 shows the MODIS obtained AODs
at 550 nm for the Baltic and Poland, Lithuania, Belarus and
Ukraine regions for 15 and 27 August 2002.

The increased AODs for the Belarus, Ukraine and the Baltic
region (0.6—0.7) are evident on both days and in comparison
to the rest of Europe. These pictures together with the air
mass back trajectories show that the fine particles were
advected to the Baltic region with south westerly winds
which moved the air masses from the areas of wild fires.

Between June and mid-September 2002 the Baltic region
was within the low pressure system from the area of the
Mediterranean with very low speed winds from the south and
south-east. On 15 August 2002 the Baltic region and espe-
cially both stations were in between the high pressure system
over Scandinavia and Finland and low pressure system over
Ukraine. On 27 August 2002 the situation was different since
Figure 9 MODIS derived AODs at 550 nm for the Baltic and
Belarus and Ukraine regions for 15 and 27 August 2002. (For
interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
both western part of the Baltic and Scandinavia were under
the low pressure system and the eastern part of Europe,
including Ukraine, under the high pressures system. As a
result in both cases Sopot and Gotland stations were affected
by the slow descent of air masses (Fig. 10a and b).

Additional information about potential transport of air
pollution from the simulations of optical depths can be
obtained from a long-range pollution transport model. For
this purpose the authors used the Navy Aerosol Analysis and
Prediction System (NAAPS) (Christensen, 1997; Witek et al.,
2007). The NAAPS simulations of optical depth for 15 and
27 August 2002 for the discussed region are presented in
Fig. 11.

Fig. 11 reveals that the pollution plumes on 15 and
27 August 2002 might have differed in both composition
and dynamics. On 15 August 2002 the optical depth values
were high in the entire region and they increased between
midnight and noon. The optical depth values indicate pre-
sence of sulfate particulates in the air, while their surface
concentrations are relatively low. They are produced by
chemical reactions in the atmosphere from gaseous precur-
sors. The two main sulfuric acid precursors are sulfur dioxide
(SO2) from anthropogenic sources, biomass burning and vol-
canoes, and dimethyl sulfide (DMS) from biogenic sources,
especially marine plankton. Clearly their increased presence
in the air may be connected with wild fires in the region. On
27 August 2007 situation is different since majority of optical
depth values are related to a smoke plume, presumably black
Figure 10 Air pressure systems on 15 and 27 August 2002 in the
study area. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this
article.)



Figure 11 The NAAPS simulations of optical depths for 15 and 27 August 2002 at 00:00 and 12:00 for the discussed region. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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carbon, which did not really change much with time. The
aerosol concentrations are slightly increased and also did not
change significantly during the day.

4. Conclusions

The authors discussed the changes of aerosol optical depth in
the region of eastern Europe and the Baltic Sea due to wild
fire episodes which occurred in the area of Belarus and
Ukraine in 2002. It is evident that during August 2002 the
entire region was under the influence of polluted air masses
from over the wild fire areas. The air pressure situation and
slow wind speeds also facilitated the development of such
conditions. This resulted in very high AOD levels, which
significantly increased the annual averages. On particular
days of August 2002 the AOD values reached a level of over
0.7. In all cases fine particles had been responsible for such
situation and they fully dominated the entire ensemble of
aerosol particles. They were either sulfates or smoke parti-
cles. Such situation was unique over a period of many years
and it had its serious consequences for the region and espe-
cially for the Baltic Sea.
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Summary Correlations and data for the thermoelastic surface properties of seawater were
determined by means of surface tension-temperature and surface pressure-area isotherm
measurements performed in Baltic Sea coastal waters (Gulf of Gdańsk, Poland). Thermodynamic
surface parameters examined include: surface free energy-g, entropy, enthalpy, surface specific
heat of air-seawater (AW), air-crude oil (AO) and crude oil-seawater (OW) interfaces, and the
surface elasticity was quantified in terms of complex viscoelasticity modules with relaxation
times of the transition processes. The spatial and temporal evolution of the parameters differed
significantly from the literature data for seawater since the effect of surface active substances of
natural and municipal origin was likely to be present in these coastal waters. The seawater
surface turned out to have the viscoelastic 2D character as well as other interfacial systems AO
and OW where three crude oils in contact with the seawater were studied for comparison. The
dilational elasticity modules were found to follow the sequence EAW > EOW > EAO. Composite oil
lens-covered seawater exhibited a significant drop of E from EAW (crude oil free surface) even for
low oil coverage fraction F0.

The obtained surface and interfacial tension-temperature dependences allowed to correct
the spreading coefficient (S = gAW � gAO � gOW) to the desired temperature range, for example.
The latter parameter with the sea surface elasticity data allows one to test the modified model of
crude oil spreading proposed by the authors (Boniewicz-Szmyt and Pogorzelski, 2008), for
spreading kinetics phenomenon at the surface-tension regime.
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1. Introduction

The knowledge of seawater surface thermal and elastic prop-
erties is important in several surface tension-mediated pro-
cesses like: wind waves generation and damping, gas bubbles
formation, sea foam and oil emulsion stability, spreading and
kinetics of contamination expansion, for instance. Literatures
contain many data for the properties of seawater, but only a
few sources provide full coverage for all of these properties.
The data are mainly based on experimental measurements
carried out in and before the 1970s, and usually span a limited
temperature and salinity range. Most of the data require
interpolation and extrapolation to conditions of interest,
and not all desirable properties are given, particularly trans-
port and surface elastic properties affecting to a great extent
physical and dynamical oceanographical processes mediated
by interfaces. The International Association for the Properties
of Steam (IAPS) has approved an international table of values
for the surface tension (ST) of water in equilibrium with its
vapor over the entire liquid range (Vargaftik et al., 1983).
However, seawater is a particular water phase which SF can
significantly differ from the recent reference dependences
(Sharqawy et al., 2010), particularly in coastal waters
enriched in surface-active contaminants (Pogorzelski and
Kogut, 2003). As a first approximation, most physical proper-
ties of seawater are similar to those of pure water, which can
be described by functions of temperature. The general trend
for liquid surface tension is that it decreases with an increase
of temperature. Solutes can have different effects on surface
tension depending on their structure. Inorganic salts, which
are the type of salts in seawater, increase the surface tension
of the solution. Organic contamination in seawater may also
have a considerable effect on the surface tension, particularly
when surfactants, capable of forming surface layers of surface
elasticity E, are involved. Any relative area change DA/A of the
interfacial system of dilational elasticity modulus E leads to
the surface tension drop from the initial value gAW to gAW�E
(DA/A), as demonstrated in Boniewicz-Szmyt and Pogorzelski
(2008), where kinetics model of crude oil spreading at sea was
corrected. Since the spreading phenomenon depends on the
spreading coefficient S = gAW � gAO � gOW, the remaining
interfacial tensions A/O, O/W and their temperature depen-
dences, for the exemplary crude oils in contact with seawater,
were evaluated during the course of this study. Moreover, the
commonly met at sea composite surface consisting of lens-
shaped crude oil areas covering a fraction F0 was also con-
sidered.

A certain fraction of dissolved organic matter (DOM) in the
sea has surface-active (SA) properties and makes up a very
reactive part of the organic matter (Druffel and Bauer, 2000).
According to their SA properties, these substances accumu-
late at marine interfaces thereby influencing gas, mass,
momentum and energy transfer between the thus modified
interfaces. The composition of sea surface films is largely
undefined, although significant enrichments of many specific
classes of compounds in the surface microlayer have been
demonstrated (for review, see Hunter and Liss, 1981). Nat-
ural sea films most resemble layers composed of proteins,
polysaccharides, humic-type materials and long chain alka-
noic acid esters (Van Vleet and Williams, 1983). In particular,
the Polish coastal zone of the southern Baltic Sea is a
recipient of riverine waters and remains under severe anthro-
pogenic pressure that leads to formation films of undefined
composition with a complex interfacial architecture. The
exhibited natural film parameters variability with the envir-
onmental factors (film temperature, ionic strength, pH of the
aqueous subphase, wind speed, time scale of relaxation pro-
cesses taking place in a mulicomponent natural film) have been
already discussed in detail elsewhere (Mazurek et al., 2008).

The aim of the paper was twofold: (1) to determine the
apparent sea surface thermodynamic functions (entropy,
enthalpy, surface tension, surface specific heat), and their
temperature variability also in the contact with model crude
oils; (2) to quantify the surface-active substances effect on
the dilational viscoelasticity of the seawater surface in
shallow coastal areas of the Baltic Sea and on the interfacial
systems: crude oil/seawater and air/crude oil affecting
composite air/crude oil/seawater surface elasticity. The
collected data will be further used in the corrected model
of crude oil spreading at sea proposed by the authors (Bonie-
wicz-Szmyt and Pogorzelski, 2008), for model evaluations.

2. Surface thermodynamics and
viscoelasticity — theory

2.1. Thermodynamic functions

In the studies of ST of liquids, one needs data for calibration
of instruments at different temperatures. The variation of g

for water with temperature t [8C] is given as follows by
various investigators, as reviewed in Vargaftik et al. (1983).

By Harkins (1952):

gwater ¼ 75:680 � 0:138t � 0:05356t2 þ 0:0647t3: (1)

The high accuracy is important in such data, since we use
these for calibration purposes. More recent and reliable data
by Cini et al. (1972) indicate that

gwater ¼ 75:668 � 0:139t � 0:2885 � 10�3t2: (2)

The International Association for the Properties of Steam
(IAPS) has approved an international table of values for the
surface tension of water in equilibrium with its vapor over the
entire liquid range (Vargaftik et al., 1983). However, sea-
water is a particular water phase which SF can differ sig-
nificantly from the recent reference dependences (Sharqawy
et al., 2010), particularly in coastal waters enriched in sur-
face-active contaminants and solid dust particles (Pogor-
zelski and Kogut, 2003). The surface entropy and total
enthalpy (per unit area) can be derived from ST versus T
dependence (Adamson and Gast, 1997).

The surface entropy, Ss, corresponding to the above rela-
tion is

Ss ¼ �dg
dT

(3)

and the corresponding expression for surface enthalpy, Hs, is

Hs ¼ g � T
dg
dT

� �
: (4)

Since ST is a type of Helmholtz free energy, the expression for
surface entropy is Ss = �dg/dT. Hence, an amount of heat (Hs)
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must be generated and absorbed by the liquid when the
surface is extended.

The surface specific heat Cs is given as:

Cs ¼ dHs

dT
: (5)

Since dg/dT is negative equal to �0.16 mN m�1 K�1 (for
pure water), Hs is greater than g. The entropic term in
Eq. (4) takes into account the energy losses related to the
new surface creation. Hs is frequently the more informa-
tive of the two quantities, or at least it is more easily
related to molecular arrangements at the interface.

2.2. Viscoelasticity modules — effect of
surfactants and solid particles

Elastic surfactant film parameters may be derived from the
surface pressure-film area (p-A)T isotherm and the surface
pressure-temperature (p-T)A isochore. A drop of the sur-
face tension, i.e. the surface film pressure p = g0 � g,
where g0 and g are the surface tension of solvent (water)
and seawater surfactant solution, respectively. Conse-
quently, dg = �dp.

The simplest equation of state to describe surface films is
the 2D analog of the ideal gas law (Adamson and Gast, 1997):

pAm ¼ kT; (6)

where k is the Boltzmann constant, Am the area per film
molecule related to the Gibb's adsorption G, Am = 1/GNA, NA

— the Avogadro number and T is the temperature in Kelvin.
The description of the 2D film states depends on the dila-
tional elasticity modulus (or Gibb's modulus) Eisoth expressing
the static, compressional response of a film to compression or
dilation corresponding to the isotherm registration in its
thermodynamic equilibrium:

Eisoth ¼ �A
dp
dA

� �
T
: (7)

The establishment of the thermodynamic equilibrium in
the film is not trivial. The effect depends on the dimen-
sionless parameter Deborah number (De) defined as the
ratio of the film relaxation time t to the “time of observa-
tion” (a reciprocal of the strain rate of a film: tobs = [(dA/
A)/dt]�1), as argued in Kato et al. (1992). The interfacial
system appears to be at the quasi-equilibrium thermody-
namic state if De number is less than unity. Any relaxation
process in films leads to dilational viscoelasticity, and the
surface dilational viscoelastic modulus E is a complex
quantity composed of real Ed (dilational elasticity) and
imaginary Ei (=vhd, where hd is the dilational viscosity)
parts E = Ed + iEi = E0 cos w + iE0 sin w, where v is the angu-
lar frequency of periodic area oscillations, E0 = �Dp/(DA/
A) represents the amplitude ratio between the surface
stress and strain, and w is the loss angle of the modulus
(Ravera et al., 2005). For surface layers exhibiting a pure
elastic behavior, the linear relation between Dp and DA
appears, as shown by Eq. (7). In the case of the viscoelastic
film, the relation contains an additional term depending on
the surface deformation rate:

Dp ¼ Eisoth � DA=A þ hddðDA=AÞ=dt: (8)
Diffusional relaxation time tr is fully described by SA
properties of the substance forming the monolayer (Joos
and Bleys, 1983):

tr ¼ a=G1ð1 þ c=aÞ2
ffiffiffi
D

ph i�2
; (9)

where a is the Szyszkowski's surface activity coefficient, G1
the saturation adsorption, c the molar concentration of a
surfactant, and D is the diffusion coefficient.

For more complex structurally surface films, the time
scale of the molecular relaxation processes taking place in
surface films, and the viscoelasticity modulus parts can be
experimentally derived from the stress-relaxation studies
(Van Hunsel and Joos, 1989).

The surface pressure-time (p-t) response of a film to a
rapid step (Dt = 0.2—1.5 s) relative surface area deformation
DA/A0 (=0.07-0.23) is registered, and presented in the fol-
lowing form (Nino et al., 1998):

ln
p1 � pt

p1 � p0
¼ �lit; (10)

where p1, p0, and pt are the surface pressures at steady-state
condition (t ! 1), at time t = 0, and at any time t; li is the first-
order rate constant related to the relaxation time ti (=1/li).

In the framework of a model for dilational visco-elasticity,
adapted to the stepwise ! surface ! area; ! deformation
mode, the real and imaginary parts of E can be obtained from
the following relations (Aksenenko et al., 2006; Jayalakshmi
et al., 1995):

Ed ¼ E0
ð1 þ VÞ

ð1 þ 2V þ 2V2Þ

� �
and

Ei ¼ E0
V

ð1 þ 2V þ 2V2Þ

� �
; (11)

E0 ¼ ðp0 � p1Þ
ðDA=A0Þ is an amplitude of the modulus E; (12)

where

V ¼
ffiffiffiffiffiffi
Dt
ti

s
and tg’ ¼ V

1 þ V
; (13)

jEj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
d þ E2

i

q
is the modulus of the complex quantity E;

(14)

and Dt is the applied step film area deformation time.
At sufficiently low film area compression rates (De � 1),

the dilational viscoelasticity modulus can be approximated
by Eisoth. Keeping in mind that dry dust loads can be trapped
at the sea water interface, the mineral particles effect on E
should be addressed.

Considering the total surface covered with a collection of
the solid spherical particles of R radius at the surface con-
centration n (particles per unit area), and remaining particle-
free liquid surface (having Efree modulus), for the modulus of
the composite surface Ecom we have (Lucassen, 1992):

Ecom ¼ Efree

1 þ npR2 ð2Efree cos2 u=gLVÞ � sin2 u
h in o : (15)



Figure 1 Experimental set-up for at-field natural sea surface
film studies located near-by the southern shore line of the Baltic
Sea (Jelitkowo, Gulf of Gdańsk).
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A position of a solid spherical particle at the air/water
interface depends on the hydrophilic (particle material/
water contact angle u < 908) and hydrophobic (CA > 908)
character of the spherical particles. A solid particle which
is spherical and so small (in reference to the capillary length,
i.e. R � (2gLV/rLg)

1/2, where gLV and rL are the surface
tension and density of the liquid phase, respectively) that
gravity can be ignored if compared to the surface forces, will
adopt a position in the air-fluid interface which is fully
determined by the wetting angle (Adamson and Gast, 1997).

As can be noticed, the presence of partially wetted
spherical particles can either increase or decrease the appar-
ent dilational modulus of the whole surface depending on the
sign of the term within brackets in the denominator of
Eq. (15). Thus, when u is close to 908, or when Efree/gLV
(values �0.1 are found in practice) is very small, there will be
increase. In contrast, when u is close to 08 or when Efree/gLV is
large, the surface dilational modulus will decrease due to the
presence of particles.

Environmental dust characteristics (particle size distribu-
tion, wettability of dust material, and surface deposition
flux) in Baltic Sea coastal waters and their effect on sea
surface viscoelasticity are reported in the accompanying
paper (Boniewicz-Szmyt and Pogorzelski, 2015).

3. Experimental methodology

3.1. Sampling sites

Natural marine surfactant film surface rheology and adsorption
studies in shallow off-shore waters of the Baltic Sea (Gulf of
Gdańsk, Poland) were carried out in the period from November
2012 to November 2013 at selected locations along the coast
from Brzeźno to Gdynia. Sea surface microlayer samples were
collected mostly under calm sea conditions (V10 < 4 m s�1; V10
is the wind speed at the standard height = 10 m).

3.2. Natural film rheology — methods

The novel film sampler is a submersible rectangular double-
walled vessel, integrated with the Langmuir trough, which
“cuts out” an undisturbed sea area region measuring
45 cm � 35 cm and 8 cm thick. The most valuable property
of this device is that the collection and Langmuir trough
isothern and isochore analyses are performed without trans-
ferring and any chemical processing of the microlayer mate-
rial, as described in detail elsewhere (Pogorzelski, 1992;
Pogorzelski et al., 1994). The film analyses were performed
immediately after sampling. Underlying water was collected
by immersing a 1 L glass bottle at a depth of 0.5—1.5 m. To
perform surface isotherm studies, the initial Langmuir trough
area A0 = 1,200 cm2 is compressed with an average deforma-
tion speed v = 0.6 cm2 s�1 (corresponding to De value �0.09)
by moving two PTFE-coated glass sliders toward each other
symmetrically around the film pressure sensor. Surface ten-
sion was measured with a Wilhelmy plate technique using a
piece of filter paper (5 cm wide) attached to the arm of a
electrobalance (GM2 + UL5, Scaime, France). They were
accurate to within 0.1 mN m�1. Dynamic film characteristics
were evaluated from stress-relaxation studies (Van Hunsel
and Joos, 1989). The surface pressure-time response p(t) of a
film to a rapid (Dt = 0.19—1.1 s) relative surface area defor-
mation DA/A0 (=0.07—0.23) applied to the sample by barrier
movement was registered for several minutes. The reported
static, dynamic and thermodynamic surface parameters
stand for an average value over 6—9 measuring runs per-
formed at the given site. The sampler, leveling device,
electrobalance sensor resting on the measuring table were
situated near the sampling site on the shore (see Fig. 1).
Surface tension was measured in the temperature range 3—
148C for seawater samples heated from the Langmuir trough
bottom realized with a water thermostated system (tem-
perature controlled with accuracy 0.18C using a thermocou-
ple). A detailed description of the measuring procedures and
physical conditions adopted in surface pressure-area iso-
therm and dynamic surface pressure registrations can be
found in Pogorzelski et al. (2006). For in situ seawater
surfactants adsorption dynamics studies a hand-held bubble
pressure tensiometer (BP 2100 PocketDyne, Krüss, Germany)
with the adjustable bubble surface formation age was used.

A new type of Langmuir trough has been used for force-
area and stress-relaxation studies, for A/O and O/W inter-
faces. Fig. 2 illustrates the essential features of the appa-
ratus. A solid PTFE frame, or barrier, sits in a rectangular
PTFE trough of dimensions 90 cm � 60 cm � 6 cm. The bar-
rier has four, rigid solid sides 60 cm long and 5 cm high. The
barrier contains the film of interest, which is omni-direction-
ally expanded or compressed by flexing the corners, so
changing the shape of the barrier. The four sides are hinged
at the corners so that they provide a continuous, leak-free
enclosure. The walls have PTFE pegs underneath so that
liquid (generally the aqueous phase) can flow under the walls
to create a well defined interfacial area inside the barrier.
Two opposite corners of the barrier are connected to a geared
stepper motor. The rhomboidal shape change on driving
together the two opposite corners of the trough produces
the area change Ar from 3,600 to 600 cm2. The interfacial
tension/pressure is measured with a Wilhelmy plate dipping
into the interface, at the center of the film, suspended from a
force transducer (GM2 + UL5, Scaime, France).

For measurements at an O/W interface a 6—7 mm layer of
oil is gently layered over the top of the aqueous phase. A



Figure 2 Schematic illustration of the frame-shaped Langmuir
trough apparatus, for O/W interface studies: view from side (a)
and above (b). Denotations: 1 — trough walls, 2 — lower (aqueous
phase), 3 — frame-barrier, 4 — upper (oil phase), 5 — hydrophobic
Wilhelmy plate, 6 — siphon (peristaltic pump system), 7 —

direction of stepper motor drive for film compression, 8 — force
transducer, 9 — multimeter. Area change: initial (solid line) !
final (dotted line).
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hydrophobic plate is completely submerged beneath the
surface of the oil layer and suspended at the O/W interface
by two thin stainless steel wires. On compression/expansion,
the oil volume and the O/W interface are completely con-
tained within the barrier. A change in the height of the
interface causes a slight change in the buoyant force on
the Wilhelmy plate. This complication is avoided by main-
taining the height of the oil level constant by a siphon system.
As a film is compressed the surface of the oil is continually
sucked off via a peristaltic pump, to maintain a constant level
(on expansion the oil can be pumped back). The film may be
compressed at constant slow speed (used for p-A isotherms),
or be subjected to a sudden rapid compression and the
resultant p versus time t decay plot monitored.
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Figure 3 Seawater surface tension gAW versus temperature, for B
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4. Results and discussion

4.1. Surface thermodynamic parameters

An exemplary surface tension gAW versus temperature depen-
dence registered at Brzeźno on 31 January 2013, is shown in
Fig. 3, where reference data (Eq. (2) and Eq. (25)) from
Sharqawy et al. (2010), for pure distilled and artificial sea-
water of 6 PSU salinity, respectively, are also included. In
general, a linear plot is observed (R2 � 1). The experimental
dependences of practical value, provided for all the studied
sites, allow one to correct the surface thermodynamic data
to the desired temperature. Values of Ss for reference water
surfaces are almost the same as well as the particular gAW
values for the given temperature in the range of interest (2—
168C). Both Ss and gAW took higher values for Baltic Sea water
sample.

Higher values of Ss point to the less complex interfacial
layer structure consisting of adsorbed surface active sub-
stances and counter ions present in the sub-layer water
phase. The double electric layer likely to be found here
creates an interfacial system of particular thermodynamics
(of higher work of cohesion = Wcoh = 2gAW; Butt et al., 2003).
For instance, the surface active substance (SAS) adsorption
leads to the surface tension drop dg = �Gdm, where m is the
chemical potential, and the Gibbs surface excess G = dg/RT,
for a gaseous surface film (Adamson and Gast, 1997).

Surface free energy gAW and surface enthalpy versus tem-
perature dependences are shown in Fig. 4, for Baltic Sea
water sample collected at Gdynia-Orłowo on 17 April 2013. A
linear plot versus T can be approximated with a relation
gAW = �0.149T + 77.696. Hs was almost a constant only
slightly leveling down as T increased which lead to rather
low surface specific heat Cs values.
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Figure 4 Surface free energy gAW and enthalpy versus T, for Baltic Sea water sample collected at Gdynia-Orłowo on 17 April 2013.
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Such dependences measured at a few sampling stations
allowed estimation of the surface thermodynamics functions
collected in Table 1.

The parameters were corrected to the long-term surface
temperature of the Baltic Sea (= 7.668C). As a reference,
surface tension seawater characteristics (derived from Eq.
(25) from Sharqawy et al. (2010), for 6 PSU salinity charac-
teristic) for the studied area were taken.

Surface tension of original Baltic Sea water samples was
higher by 1.21—2.71 mN m�1 in reference to the salty (6 PSU)
but also surfactant-free seawater. In solutions of inorganic
salts the surface tension is increased because of the electric
layer. Since the coastal waters are enriched in organic matter
effluents and chemical process liquids, the natural surface
film forms a complex molecular structure. A particular role
is played by organic matter of surface-active properties.
Table 1 Surface tension, surface entropy, surface enthalpy, and

No. Site (date) gAW [mN m�1] Ss [mN m�1 K�1] 

1 Gdynia-boulevard
17 April 2013

75.9 (0.1) 0.146 (0.008) 

2 Gdynia-Orłowo 17
April 2013

76.5 (0.1) 0.149 (0.004) 

3 Sopot 17 April 2013 76.7 (0.1) 0.203 (0.007) 

4 Jelitkowo 17 April
2013

77.0 (0.1) 0.179 (0.004) 

5 Brzeźno 17 April 2013 77.4 (0.1) 0.199 (0.007) 

6 Pure water (distilled) 74.59 0.157 

7 Seawater of 6 PSU
salinity

74.69 0.144 

Standard deviation given in brackets.
a The long-term average sea surface temperature in the Baltic Sea.
Surface entropy decreases with an increase in surface
adsorption of the amphiphiles (Yamabe et al., 2000). In other
words, the surface adsorption from the bulk solution brings
about larger negative entropy change. Ss values were higher
for all the studied samples that suggested the negative
adsorption effect as a characteristic phenomenon for elec-
trolytes applicable to only pure surface adsorption mechan-
ism (Adamson and Gast, 1997).

However, for the natural sea surface films consisting of
polymer-like structures, the thermodynamic and kinetic pro-
cesses are more complex (Gelbart et al., 1994). Higher values
of Ss pointed to the less-organized molecular interfacial struc-
ture in reference to the seawater data. Application of 2D
polymer film scaling theory to natural sea surface films allowed
expressing the structural complexity of the interfacial region
with the scaling parameter y (Pogorzelski, 1996). It was
 surface specific heat, for Baltic Sea water samples.

TSs [mN m�1] Hs [mN m�1] Cs [mN m�1 K�1] T [K]

41.24 (2.35) 117.14 (5.85) �0.0080 280.6 (0.1)

41.94 (1.39) 118.44 (5.92) �0.0025 280.6 (0.1)

57.13 (2.15) 133.8 (6.69) �0.0044 280.6 (0.1)
50.43 (1.29) 127.43 (6.37) �0.0141 280.6 (0.1)

55.85 (2.12) 133.25 (6.66) �0.0153 280.6 (0.1)
44.06 118.65 �0.0175 280.66a

40.42 115.11 �0.0163 280.66
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derived from the Langmuir trough surface pressure—area
studies according to the relation Eisoth = yp. An increase in y
from <3.5 through �8 to over 10 indicating “good”, u, and
“poor” solvent behavior, respectively of the interfacial sys-
tem, is correlated with the structure transition in the multi-
component film beginning from a homogeneous mixed (of
lowest organization state) monolayer, through a heteroge-
neous film with SAS substances segregated into patches or
domains to at least a vertically layered structure with the most
insoluble components residing on top of the microlayer. The
scaling exponent y is a complex function of environmental
factors affecting film structure (SAS concentration, pH, ionic
strength and composition of the subphase, temperature, loca-
tions of sampling site and film collection procedure). Values of
y measured at the studied locations were Gdynia (8.1), Gdynia-
Orłowo (7.3), Sopot (3.7), Jelitkowo (6.2) and Brzeźno (4.2).

At the same place (Jelitkowo), y varied from 3.7 to 7.9 in
the summer time (May—September) to 10—12.6 in the winter
months (January, February, November, December), reflecting
the film structure evolution from the less to more organized
state. It can be noted that higher Ss were correlated to lower
y registered in the studied stations (see Table 1). The entro-
pic term TSs contributions to the surface enthalpy Hs were
varied from 0.35 to 0.42 and were higher if referred to the
seawater reference (= 0.34) reflecting the presence of the
adsorbed species. Surface specific heat Cs of the studied
samples was ranging from �0.004 to �0.015 mN m�1 K�1

and was much lower than the reference value
�0.016 mN m�1 K�1 suggesting the less sensitivity of the
natural interfacial seawater system to temperature varia-
tions.

Seasonal changes of the surface thermodynamics para-
meters followed at the particular station, i.e. Gdynia-Orłowo
in the period 30 November 2012 to 29 November 2013, are
summarized in Table 2.

The presented parameters varied widely: gAW from 69.9 to
76.5 mN m�1; Ss = 0.130—0.685 mN m�1 K�1; Hs = 111.07—
264.01 mN m�1. This is an example of a particular costal
area with freshwater influence (Kacza River) and municipal
effluents which can screen the effect of natural waters
enrichment by seasonal biological activity matter. Usually
Table 2 Seasonal variability of the surface thermodynamics param
from 30 November 2012 to 29 November 2013 corrected to the re

No. Date gAW [mN m�1] Ss

1 30 November 2012 72.6 (0.1) 0.
2 28 December 2012 73.5 (0.1) 0.
3 31 January 2013 75.1 (0.1) 0.
4 23 February 2013 75.3 (0.1) 0.
5 27 March 2013 74.6 (0.1) 0.
6 17 April 2013 76.5 (0.1) 0.
7 28 May 2013 74.7 (0.1) 0.
8 29 June 2013 74.7 (0.1) 0.
9 13 July 2013 72.0 (0.1) 0.

10 10 August 2013 71.8 (0.1) 0.
11 22 September 2013 71.3 (0.1) 0.
12 27 October 2013 69.9 (0.1) 0.
13 29 November 2013 75.2 (0.1) 0.

Standard deviation given in brackets.
observed lower gAW, y and higher Ss, Eisoth noticed in the
summer time as a general trend along the coastal areas of the
Baltic Sea was not evidenced here (Pogorzelski and Kogut,
2003). Seasonal variability of g and Ss, for Baltic Sea water
samples is shown in Fig. 5a and b, respectively registered at
the selected sites. The smallest surface tension deviations
from the reference value = 74.69 mN m�1 were observed at
the period of limited primary production in winter season
months (November to February). In the summer time both
the human activity and marine organisms surface active
compounds adsorb at the air/water interface. The effect
is less pronounced in the locations distant from industrial
objects (Gdynia-boulevard, Sopot). Ss being a first derivative
of g against T is a very sensitive quantity of the water season
kind. A slight deviation from the reference was noticed from
November 2012 to April 2012, further from May 2012 to
October 2013, Ss differed by a factor of 5.8—7.6 exhibited
a drastic structural re-arrangement at the interface again
less pronounced at Gdynia-boulevard and sampling stations
where lowest SAS concentrations were evidenced in previous
studies (Pogorzelski et al., 2006).

The establishment of the thermodynamic equilibrium in
the film is not trivial. The effect depends on the dimension-
less parameter Deborah number. The interfacial system
appears to be at the quasi-equilibrium thermodynamic state
if De number is less than unity. In order to evaluate the film
formation rate of the equilibrium state, the adsorptive prop-
erties of film-forming by surface active substances have to be
considered.

In the surface microlayer of natural waters, a great
diversity of SAS organic substances has been observed.
Besides proteins and glycerides, characterized by small sur-
face activity, there are also very active esters, fatty acids,
and alcohols (Jarvis et al., 1967). The latter stands for main
components of the surface layer as a result of competitive
adsorption (Garrett, 1967). They consist of molecules having
between 11 and 22 carbon atoms in a hydrocarbon chain. The
elasticity modulus of condensed monolayers of this type may
reach a value of 200 mN m�1 (C20H41OH — see Joly, 1972). The
surface adsorption parameters characterizing several
selected organic surface-active substances occurring on
eters of Baltic Sea water samples collected at Gdynia-Orłowo
ference temperature.

[mN m�1 K�1] TSs [mN m�1] Hs [mN m�1]

260 (0.010) 72.95 (2.81) 145.55 (7.26)
191 (0.004) 53.59 (1.12) 127.09 (6.35)
184 (0.005) 51.63 (1.40) 126.73 (6.33)
167 (0.003) 46.86 (0.84) 122.16 (6.11)
130 (0.020) 36.47 (5.61) 111.07 (5.55)
149 (0.004) 41.81 (1.12) 118.31 (5.92)
245 (0.010) 68.74 (2.81) 143.44 (7.17)
221 (0.006) 62.01 (1.68) 136.71 (6.83)
579 (0.011) 162.46 (3.09) 234.46 (11.72)
685 (0.029) 192.21 (8.13) 264.01 (13.20)
531 (0.014) 148.99 (3.92) 220.29 (11.01)
744 (0.055) 208.76 (15.43) 278.66 (13.93)
145 (0.007) 40.69 (1.96) 115.88 (5.79)



Figure 5 Seasonal variability of surface tension (a) and surface entropy (b), for Baltic Sea water samples collected at the selected
locations sampled in the period from November 2012 to November 2013. Horizontal lines correspond to the reference values.

Table 3 Surface adsorption parameters of SAS composing the sea surface films.

Substance a [kmol m�3] G1 [kmol m�2] D [m2 s�1] tr [s]

C7H15COOH 1.2 � 10�3 2 � 10�9 1.1 � 10�10 0.00049
C12H25SO4Na 4.4 � 10�4 5.7 � 10�9 7.3 � 10�10 0.00284
C10H21OH 1.4 � 10�3 6.1 � 10�9 3.7 � 10�10 10.3375
C12H25OH 4.3 � 10�6 7 � 10�9 6 � 10�10 54.5291
C11H23COOH 1.4 � 10�6 6 � 10�9 7.4 � 10�10 306.4293
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the surface of natural waters, together with the character-
istic relaxation times (derived from Eq. (9)) are collected in
Table 3, for the state of saturated adsorption monolayer
(c = 2a). In the case of readily soluble substances
(a = 10�3—10�4 kmol m�3), diffusion is a very fast process
with tr of the order of 0.49—2.84 ms. Substances having
the activity coefficient a = 10�6 kmol m�3 and lower form
effectively insoluble monolayers within the time window
range of the order of several seconds to minutes demonstrat-
ing tr ranging from 10 to 306 s.

The foreseen effect of interfacial film time formation on
the sea surface thermodynamic parameters was confirmed
experimentally by using a gas-bubble tensiometer with the
adjustable bubble surface formation age tb. Surface tension
and Ss were equal to 75.1 mN m�1 and 0.189 mN m�1 K�1 for
the time tb = 28 ms whereas 74.7 mN m�1 and
0.214 mN m�1 K�1 for tb = 275 ms on Baltic Sea sample mea-
sured in situ at Orłowo on 28 May 2013. The following trend of
changes: g# and Ss" with an increase of tbwas found for all the
studied samples.

Under high sea states intensive water mixing takes place
where subsurface water phase of different SAS content
accounts in the surface film formation. That was simulated
by surface tension measurements of seawater probes taken
from different depths.

Surface tension of seawater as a function of time regis-
tered from the moment of creation of air/water interface,
for water phases collected with a microlayer sampler and in
bottles from subsurface water from depths 0.5, 1.0 and
1.5 m, is shown in Fig. 6. Measurements were performed
on water samples collected at Jelitkowo on 12 May 2013 under
calm sea conditions (V10 < 2 m s�1).

The lowest value of g was observed for the at-surface
microlayer case (h = 0) in comparison to the reference value
for pure (surfactant-free) water g = 74.8 mN m�1 at the
sample temperature T = 6.08C as a result of SAS adsorption.
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Figure 6 Dynamic surface tension g(t), for seawater samples coll
depths 0.5, 1.0 and 1 m (at Jelitkowo on 12 May 2013).
The corresponding film pressure attained p = 8.3 mN m�1,
i.e. the equilibrium value after t = 65 min. During this period
g evolved from 65.5 to 66.5 mN m�1. The subsurface water
under stable hydrodynamic conditions (no water mixing)
contained lower concentrations of surface-active compo-
nents that is expressed by higher values of g taken for
samples collected from deeper layers: g = 69.1 mN m�1

(h = 0.5 m); g = 74.1 mN m�1 (h = 1.0 m), and
g = 74.4 mN m�1 (h = 1.5 m). The subsurface water samples
were capable of forming films with low p varying from 5.7
(h = 0.5 m) to 0.4 (h = 1.5 m). The surface-active compo-
nents appeared to be slightly soluble compounds at low
concentrations, for which the diffusion process required
several minutes (or even hours) to attain the constant g

value. It can be noted that g-t dependence did not demon-
strate a horizontal part corresponding to the saturation
value, for the deep-water samples (h = 1.0—1.5 m). Surfac-
tants are concentrated at the air-sea interface by numerous
physical processes including diffusion, turbulent mixing,
bubble and particle transport, and convergent circulations
driven by wind, tidal forces, and internal waves. Natural sea
surface films most resemble layers composed of proteins,
polysaccharides, humic-type materials and waxes (Van Vleet
and Williams, 1983). The presence of relatively small
amounts of certain lipids (free fatty acids, free fatty alcohols
or triglycerides) in films composed primarily of proteins or
carbohydrates can strongly affect the resultant film pressure
of multicomponent film. The elastic behavior of sea surface
films is not only controlled by diffusion and compounds
concentrations, but also by pronounced conformational
changes (Gelbart et al., 1994). Consequently, losses of film
material could have occurred via desorption, micelle forma-
tion, or collapse to a multilayered solid phase. Conformation
mechanisms could include more efficient packing due
to nonpolar interactions, coiling of biopolymer chains,
and looping of polymer segments into bulk solution. The
8070605040

min]

Jelitkowo (12 May 2013)

0.0 m
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ected with a surface film sampler and in bottles from different



Table 4 Physicochemical properties of crude oils used in the experiments at 258C.

No. Crude oil Petrobaltic Flotta Romashkino

1 Density [kg m�3] 806.88 874.83 848.01
2 Viscosity [mPa s] 5.17 6.57 4.71
3 Surface tension [mN m�1] 25.74 28.04 25.76
4 O/W Interfacial tensiona [mN m�1] 20.52 21.64 22.54
5 API 43.48 29.88 34.99
6 Pour point �5 �2 �3
7 Asphaltenes [%w/w] 1.4 0.7 0.4
8 Resins [%w/w] 6.3 5.1 4.2
9 Classification Light Medium Light

10 Origin Baltic Sea North Sea (UK) Russia

a Crude oil in contact with Baltic Sea water sample (collected at Orłowo on 25 May 2013).
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glycopeptides-lipid-oligosaccharide complex, such as that
described by D'Arrigo (1984), appears to be more consistent
with the observations of surface characteristics of marine
films found in the Baltic Sea (Pogorzelski et al., 2006).

4.2. Interfacial thermodynamics of A/O and O/W
crude oil-seawater systems

Physicochemical properties of crude oils used in the experi-
ments (at 258C), are collected in Table 4, and were char-
acteristic of light to medium oils.

Interfacial thermodynamic functions for A/O and O/W
systems are shown in Table 5. Surface tension of the studied
crude oils and interfacial SW/oil tensions were comparable to
the values reported by others (Mohammed et al., 1993; Nour
et al., 2008; Yarranton et al., 2000). Ss of A/O interfaces was
close to the values of long-chain paraffin oils (Birdi, 1997a,
1997b), and were higher by a factor 2.1—3.9 in reference to O/
W interfaces, for the corresponding crude oil. It demonstrated
that the interfacial molecular structure, for O/W systems, was
more structurally ordered (of lower degrees of freedom) than
exhibited by A/O interfaces for the same crude oil. It remains
to better understand the surface activity of asphaltenes and
resins — the main surface-active components of crude oil
affecting gAW and gOW interfacial tensions (Bauget et al.,
2001). Resin and asphaltene contents of the studied crude oils
are of the order of 4.2—6.3 and 0.4—1.4 [wt%], respectively
similarly as reported in Freer et al. (2003). The effect of
concentrations of asphaltenes and resins on static and dynamic
Table 5 Surface thermodynamic parameters of A/O and O/W in

No. Oil phase gAO [mN m�1]
at T = 295 K

Ss [mN m�1 K�1] 

A/O interface
1 Crude oil (Petrobaltic) 25.74 (0.28) 0.188 (0.006) 

2 Crude oil (Flotta) 28.04 (0.40) 0.141 (0.009) 

3 Crude oil (Romashkino) 25.76 (0.29) 0.159 (0.010) 

O/W interface
4 SW/Petrobaltic 20.52 (0.18) 0.048 (0.010) 

5 SW/Flotta 21.64 (0.21) 0.065 (0.014) 

6 SW/Romashkino 22.54 (0.11) 0.057 (0.012) 

SW, Baltic Sea water sample (collected at Orłowo on 25 May 2013). St
properties of air/oil and water/oil interfaces was already
experimentally studied (Ese et al., 1999). The experimental
data indicate that, at low concentrations, asphaltenes adsorb
on the water-in-hydrocarbon interface as surfactants (Yarran-
ton et al., 2000). Sandwich structures at oil-water interface
are observed (Horvath-Szabo et al., 2002). Recent molecular
dynamics simulation of the oil-water interface reveals a pre-
ferential accumulation of aromatics at the interface due to
weak hydrogen bonding between hydrogen atoms of water and
p-electrons of aromatics (Kunieda et al., 2010). Detailed
discussion on the correlation between the chemical composi-
tion of the crude oil and interfacial tension can be found in
Buckley and Fan (2007). Aromatics that are preferentially
accumulated at the crude oil/water interface will promote
migration of asphaltenes and polar components in the crude oil
toward the interface, resulting in further reduction in the
interfacial tension between crude oil and seawater to below
30 mN m�1 (Takamura et al., 2012). The generalized model
that relates interfacial tension of crude oil/brine systems with
temperature, salinity and oil viscosity is given by the equation
(Isehunwa and Olanisebe, 2012): gOW = A + BX1 + CX2 + DX3
where X1 is the temperature [8C], X2 the salinity [ppm], X3
the oil viscosity [cP] with the empirical constants A—D col-
lected in Table 2 of Isehunwa and Olanisebe (2012) designed for
the particular crude oil system. Other important factors like
pH are also considered (Olanisebe and Isehunwa, 2013).

The adsorption process at the air/oil interface is not
diffusion controlled but rather involves a reorganization of
asphaltene molecules in a network structure. The role of
terfacial system crude oil—seawater at 258C.

TSs [mN m�1] Hs [mN m�1] Cs [mN m�1 K�1] T [K]

53.33 (1.88) 104.43 (5.22) �0.137 (0.006) 283 (0.1)
41.34 (2.62) 90.24 (4.51) �0.157 (0.007) 292 (0.1)
47.53 (2.99) 76.93 (3.84) �0.108 (0.005) 298 (0.1)

13.58 (1.32) 34.10 (0.23) �0.241 (0.012) 283 (0.1)
18.98 (1.96) 40.62 (0.35) �0.617 (0.027) 292 (0.1)
16.99 (1.87) 39.53 (0.33) �0.715 (0.032) 298 (0.1)

andard deviation given in brackets.
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resins, another crude oil surface-active component is also
important: resins are through to pack around asphaltene
aggregates making them more soluble in the oil and therefore
less surface active. Surface tension of alkanes is a result of
London dispersion interactions, which are directly propor-
tional to density. When the surface tensions of a series of the
crude oils is plotted versus their densities, they follow a
close-to-linear relationship but the values fall significantly
below those for alkanes of the same density due to prefer-
ential accumulation of light end alkanes at the crude oil
surface. The formation of a solid skin at air/oil interfaces is
well identified by an increase of the elastic modulus, as will
be argued in the next section.

The entropy contribution term related to the interface
creation represented 51—62% of Hs, for A/O interfaces, and
less 39—46, for O/W interfaces comparable to the one
noticed for A/W interfaces (see Table 5). The molecular
structure of SAS at the interface between two immiscible
phases depends on the phase dielectric constants. The ratio
of these constants are equal to 1/80 (A/W), 4/80 (O/W) and
only 1/4 (A/O). More condensed surfactant 2D monolayer
phases (of lower structural entropy) are formed at A/W
interfaces in reference to the O/W interface where more
expanded and less structured films are obtained, for the
particular SA component (Adamson and Gast, 1997). |Cs|
values for O/W interfaces were higher by a factor 2—7 in
reference to the A/O interface that exhibited their lower
heat capacity.

4.3. Interfacial viscoelasticity

Force-area isotherm and stress-relaxation studies performed
on Baltic Sea water samples in contact with crude oils
allowed the surface viscoelastic A/O and SW/O interfacial
parameters to be determined, as collected in Table 6.

Natural seawater film studies revealed, in stress-surface
pressure relaxation measurements, a two-step relaxation
process with characteristic times t1 (1.6—2.8 s) and t2
(10.1—21.9 s) being in agreement with the previous data
obtained in the same coastal areas (Table 2 of Pogorzelski
and Kogut (2003)). They also demonstrated that we were
concerned with not purely elastic films (Ed > Ei) with the loss
angles ranging from 12.6 to 17.18. At the applied film area
compression velocities, as adopted in these stress-interface
studies, De parameter was not lower than unity, even if the
shorter t1 was taken. The interfacial system was not in its
quasi-equilibrium thermodynamic state. As a result, the
absolute value of the complex modulus E (i.e.
jEj ¼ ðE2

d þ E2
i Þ

1=2
) could not be approximated by the static

elasticity Eisoth. For all the studied surfaces Eisoth > |E|, that
exhibited the need for a proper selection of E values in any
simulations of dynamical processes at interfaces (wind waves
damping and generation, crude oil spreading, etc.). Eisoth
values derived from the force-area isotherm studies turned
out to be overestimated. The viscoelasticity of the remaining
surfaces both A/O and O/W pointed to the viscoelastic
behavior where Ei differed from Ed by a factor 2.3—2.5,
for A/O and by 1.9—2.14, for O/W interfaces with higher
w = 21.6—27.78 in reference to A/W surfaces (=12.6—17.18).
|E| values were much lower for O/W (9.71—11.43) and A/O
(0.88—2.13) than measured for Baltic Sea water (12.59—
19.01 mN m�1).
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Resin and asphaltene contents of original crude oils are of
the order of 24—26 and 2.6—3.9 [wt%], respectively (Freer
et al., 2003). The effect of concentrations of asphaltenes of
resins on static and dynamic properties of air/oil and water/
oil interfaces was already experimentally studied (Ese et al.,
1999). The formation of a solid skin at air/oil interfaces is
well identified by an increase of the elastic modulus. After a
sufficiently long time (less than 1 week) the elasticity mod-
ulus EAO can grow from its initial value (= 0.5 mN m�1 shortly
after the air/oil interface formation) to 10—20 mN m�1 (Bau-
get et al., 2001).

The overall relaxation kinetics of a compressed air—oil
interface and the resulting dynamic elasticity E was studied
for two crude oil derivatives (Loglio et al., 1984). The stress-
relaxation method, at the applied area strain rate, (DA/A)/
Dt = 0.183 s�1 in a Langmuir trough, revealed a single relaxa-
tion process with long relaxation times tR = 623 s and 1,248 s,
with low values of viscoelasticity modulus |E| equal to
2.8 mN m�1 and 3.3 mN m�1, for diesel and boiler oil, respec-
tively. It was found for two crude oils immersed in synthetic
sea water, the O/W interface behaves primarily elastically
(the interfacial loss modulus Ei < 4 mN m�1 is smaller than
the interfacial storage modulus Ed < 10 mN m�1) and that
more asphaltenic the oil the stronger is the interfacial elas-
Figure 7 Composite crude oil (Petrobaltic) lenses-seawater
(Baltic Sea water from Orłowo station) surface studied in a
frame-type Langmuir trough (a) before and (b) after short pulse
(Dt = 0.5 s); area compression DA/A0 = 0.08 and F0 = 0.33.
ticity (Freer et al., 2003). Moreover, interfacial O/W elasti-
city grows slowly in time over days and is clearly manifest
even when “rigid skins” are not visible to the eye. Formation
of such “skins” at the oil/water interface with significant
mechanical strength demands interconnection of a growth
into large-scale network structures. These structures are
expected to evolve slowly that could lead to another oil
spreading rate-limiting mechanism, for instance (Boniewicz-
Szmyt and Pogorzelski, 2008).

4.4. Elasticity of composite seawater—oil
interface

The apparent modulus Ecom of the composite surface con-
sisting of different homogeneous parts (i.e. oil-covered and
oil-free water surfaces) can be derived from the relation
(Ravera et al., 2005):

1
Ecom

¼ F1

E1
þ F2

E2
þ � � � þ Fn

En
¼

Xn
i¼1

Fi

Ei
: (16)

Here Fi = Ai/Atot and Ei represent the area fraction of the
total surface Atot (SFi = 1), and dilational elasticity modulus
of ith component occupying Ai area, respectively.

For our case considered here, crude oil lenses covering a
certain area of seawater as shown in Fig. 7, we need to know
the fraction of the total area occupied by oil (F0) and
dilational modulus EO/W attributed to such a part, in general
EO = EO/W + EAO (modulus EAO, for the air/oil interface is
rather small (see Table 6) and often assumed as 0). The
remaining oil-free surface has the modulus EAW with the area
fraction FAW = 1 � F0. As a result, we have:

1
Ecom

¼ F0

EOW
þ ð1 � F0Þ

EAW
: (17)

The theoretical Ecom value was calculated from Eq. (17)
with the following input values: EAW = 28.8 mN m�1,
EOW = 13.6 mN m�1, EAO = 3.4 mN m�1 (EO = 17.0 mN m�1)
and F0 = 0.33 was equal to 23.4 mN m�1. The experiment
demonstrated similar Ecom = 26.6 mN m�1 being in agree-
ment within 12%. The presence of an oil lens at natural
surfactant-covered sea surface leads to a significant drop
of E (from EAW to Ecom) even for low oil coverage (F0 < 0.1).

5. Conclusions

Thermodynamic properties of seawater studied in Baltic Sea
coastal waters differ significantly from the reference litera-
ture data and exhibited location-specific, seasonal and tem-
poral variability likely related to the surface-active organic
matter fraction of natural and man-made origin.

The measured surface tension and interfacial tension
temperature dependences allowed correcting surface ther-
modynamic data to the desired temperature range.

For the first time temperature dependences of AO and OW
interfaces for seawater in contact with model crude oils were
measured as well as the elasticity modules. All the studied
interfaces turned out to be viscoelastic with the character-
istic relaxation times of the order of several seconds, and the
absolute modules were found to follow the order:
EAW > EOW � EAO.
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For the composite crude oil/seawater contaminated sur-
face, the elasticity modulus was significantly lowered even
for a low covering fraction F0 of lens-shaped areas.

The obtained data are essential to test the corrected
model of crude oil kinetics spreading at sea proposed by
the authors where the dynamic spreading coefficient instead
of the static one was postulated (Boniewicz-Szmyt and Pogor-
zelski, 2008).
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Summary The aim of this study was to determine the susceptibility of dissolved organic
nitrogen (DON) contained in biologically treated wastewater disposed from municipal wastewa-
ter treatment plants (WWTPs) to biodegradability and bioavailability in a water environment.
Additionally an evaluation was performed of the participation of this organic nitrogen fraction,
including bioavailable DON (bDON), in the nitrogen balance for the Baltic Sea.

Based on the samples of secondary effluent taken from two large municipal WWTPs located in
Northern Poland DON bioavailability and biodegradability tests were carried out. It was concluded
that DON concentration in the tested samples was on average from 1.5 to 2.0 g N m�3. This
fraction constituted as much as 50% of organic nitrogen and 15—18% of total nitrogen contained in
treated wastewater.

The participation of biodegradable DON (brDON) in activated sludge tests was on average 24—
35%. In the bioavailability tests Selenastrum capricornutum were able to use from 19 to 26% of
DON, however taking into account the results of the control test, these values are reduced to 3—
4%. On the other hand, taking into account the combined effect of bacteria and algae it was
possible to reduce the DON concentration by nearly 40%.

The estimated annual bDON load introduced to Baltic Sea waters from Poland through disposal
of treated biological wastewater in 2010 reached up to 1.7 thousand tons of N year�1.
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1. Introduction

European Union legal regulations in terms of disposal of
treated municipal wastewater are specified particularly in
the Council of European Communities directive 91/271/EEC
dated May 21st, 1991. It imposes the obligation on member
states to ensure at least a good condition of surface waters by
the year 2015. In Poland the priority task in protecting sur-
face waters, flowing waters and the Baltic Sea waters against
pollution caused by municipal wastewater is to ensure com-
plete biological treatment of wastewater and increased
removal of biogenic compounds in urban centers above
15,000 PE. This should at minimum provide 75% reduction
of the total nitrogen (TN) and phosphorus load in municipal
wastewater from all over the country. The achievement of
the intended nitrogen load reduction effect is associated
with reducing the concentration of inorganic forms of nitro-
gen contained in secondary effluents and primarily involves
improving the effectiveness of the nitrification and denitri-
fication processes carried out in bioreactors of municipal
wastewater treatment plants (WWTPs). However, in biologi-
cally treated wastewater, organic nitrogen (ON) may consti-
tute a significant participation of the TN. This directly
influences the functioning of large municipal WWTPs in
Poland (above 100,000 PE), for which the admissible TN
concentration in sewage disposed to the receiving bodies
is 10 g N m�3. The results of studies conducted so far domes-
tically and abroad show that the participation of dissolved
organic nitrogen (DON) in treated wastewater is less than 2%
up to as much as 85% of the total nitrogen (e.g. Pagilla et al.,
2008). In such a case, the origin, fate and degree of bioavail-
ability of the dissolved fraction of ON in treated wastewater
constitutes a significant issue in the perspective of protecting
waters against eutrophication. If the degree of this fractions
availability in wastewater receiving bodies is high, the goal
should be to develop wastewater treatment technologies
taking into account removal of DON. If, however, the fraction
is not bioavailable also outside of wastewater treatment
plants, this fact should be reflected in regulations on the
quality of treated wastewater. In the treated wastewater
receiving bodies as a result of ammonification the increase of
the ammonia concentration may occur. The limiting factor of
this increase is the ammonification process rate. Ryzhakov
et al. (2010) have identified this value at 0.004—
0.035 mg N dm�3 d�1 based on the studies of the four lakes.
In a typical municipal wastewater treatment plants ammo-
nification rate was higher, and amounted above
50 mg N dm�3 d�1 (Katipoglu-Yazan et al., 2012). However,
the studies concerning the impact of wastewater discharge
(containing DON) on the Chesapeake Bay Lake did not show a
significant increase of ammonia concentration, which was
completely consumed within 2 days (Filippino et al., 2011).

Organic nitrogen is disposed into ground waters from
natural sources (atmospheric precipitation, swamp areas,
infiltration) and as a result of the human activity (agriculture,
intensive animal farming and treated wastewater). It
accesses the water as a result of a single point disposal
(e.g. from treatment plants), surface flows and atmospheric
precipitation (Seitzinger and Sanders, 1997, 1999). DON may
have a significant participation in the total amount of
nitrogen available in most water systems, also including
oligotrophic waters (lacking in biogenic compounds), in
which original production is limited by the availability of
nitrogen (Bronk et al., 2006). In such cases ON may constitute
a significant source of this element for the growth of micro-
organisms. It should be, however, taken into account that
DON is created by compounds of varying molecular weight,
lability and bioavailability. Literature features publications
regarding the possibility of using DON by the water ecosys-
tem, including bacterioplankton, cyanobacteria and phyto-
plankton (Berman, 1997; Berman and Chava, 1999; Bronk
et al., 2006). Results of experimental studies show that in
river and lake waters DON constitutes an average of 40—50%
of TN, however its participation may exceed 85% (Kroeger
et al., 2006). An inverse relation between DON concentration
and the concentration of dissolved inorganic nitrogen was
observed, which indicates that DON may be an alternative
source of nitrogen for microorganisms. According to Seitzin-
ger and Sanders (1997) the participation of DON varies
between 20 and 90% of the TN load in estuaries.

The participation of DON biologically utilizable for micro-
organisms primarily depends on its characteristics. It has
been concluded that compounds of a low molecular weight
(LMW) are more easily available in sea waters, as well as
fresh-waters compared to the high molecular weight (HMW)
compounds, whereas a significant part of DON consists of
compounds not susceptible to biodegradation (Stepanauskas
and Leonardson, 1999). The sources of DON origin and envir-
onmental conditions may also be of particular significance.
Based on the results of tests incorporating bacteria and algae
it was concluded that the degree of DON use also depends on
the season. During spring floods Seitzinger et al. (2002) have
observed an increase in DON bioavailability despite its con-
centration being maintained at a stable level. The authors
point out that DON released from the soil is less utilizable for
microorganisms than DON originating from other sources,
e.g. discharged from a treatment plant. This may be due
to the fact that DON from agriculture and forest areas
contains aromatic compounds, while municipal wastewater
DON contains primarily aliphatic compounds. Aliphatic com-
pounds are more easily utilizable for microorganisms com-
pared to aromatic compounds, which may indicate the
existence of a correlation with the availability of nitrogen.
The degree of DON usage was between 0 and 73%, whereby
the higher values were observed for ON originating from
municipal, rather than natural sources (like forest area run-
off). Also, in the opinion of Wiegner and Seitzinger (2004)
DON from municipal sources influences higher bacteria
growth. The degree of DON usage by microorganisms in a
water environment (rivers, streams, swamp areas and seas) is
variable and fluctuates depending on the author from 0 to
80% (Bronk et al., 2006; Stepanauskas and Leonardson, 1999;
Wiegner and Seitzinger, 2004).

Berman (1997) presents data indicating that LMW com-
pounds included in DON may be directly or indirectly digested
by microorganisms. In the Kinneret lake (Israel) studied by
him the concentration of DON decreased from 0.371 to
0.125 g N m�3, and the concentration of dissolved inorganic
nitrogen decreased from 0.065 to 0.013 g N m�3, as a result
of the development of Aphanizomenon ovalisporum Cyano-
bacteria. These results indicate, that compounds which
comprise DON are an important direct and indirect source
of nitrogen for microplankton. This conclusion has been
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confirmed by laboratory studies, in which pure cultures of
bacteria developed well in a medium supplemented with ON
compounds (such as urea, hypoxanthine, lysine, guanine and
glucosamine). Later studies conducted by Berman and Chava
(1999) have not only confirmed that DON constitutes an
important direct and indirect source of nitrogen for phyto-
plankton, but have also shown that different types of algae
may use this source to a different degree. This means that
DON may selectively impact the type of algae types dominant
in a given environment.

The bioavailability of DON in natural waters depends
primarily on the differences in composition and molecular
weight of compounds which form this fraction of ON. Com-
pounds such as free amino-acids, urea and nucleic acids are
easily taken in by heterotrophic bacteria, as well as sea and
fresh-water algae. Veuger et al. (2004) have shown that apart
from urea and free amino-acids also dissolved linked amino-
acids may serve as an important source of nitrogen for
heterotrophic bacteria and phytoplankton. Further, HMW
compounds may constitute an alternative source of nitrogen
needed for the development of microorganisms. Pehlivano-
glu-Mantas and Sedlak (2008) have stated, that dissolved free
amino-acids may be used directly by algae as a source of
nitrogen, while dissolved linked amino-acids must be initially
subjected to the process of hydrolysis to the form of mono-
mers before they become available to algae. Also inorganic
compounds created as a result of DON hydrolysis and ammo-
nification are easily utilizable for algae.

Hasegawa et al. (2001) have conducted studies on the
intake and release of DON by microorganisms based on the
measurement of 15N isotope concentration. The authors have
concluded that nitrogen released by microorganisms feeding
on phytoplankton was easily utilizable by bacteria. This
indicates the occurrence of a significant nitrogen flow from
phytoplankton to bacteria through micro-consumers of the
former.

The evaluation of bioavailability of dissolved organic
matter routinely uses biological studies based on the growth
of bacteria. In this approach a very important, yet often
omitted notion is the achievement of environment samples
with limited access to nitrogen during incubation. This stems
from the fact that microorganisms are more likely to use
inorganic nitrogen than DON. This DON bioavailability eva-
luation method is based on three types of measurements: the
usage of dissolved oxygen and the associated mineralization
of DON (Moran et al., 1999), decrease of DON concentration
overtime (Wikner et al., 1999) and increase of biomass
concentration (Stepanauskas and Leonardson, 1999).

The aim of this study was to determine the susceptibility
of DON fraction contained in biologically treated wastewater
on biodegradability and bioavailability, as well as evaluate
the participation of this ON fraction in the TN load discharged
into the Baltic Sea.
Table 1 The average concentration of nitrogen forms (�standa
WWTPs.

WWTP NH4-N [g N m�3] NO3-N [g N m�3] 

Gdańsk 0.73 (�0.31) 6.43 (�0.90) 

Gdynia 0.37 (�0.32) 6.28 (�0.92) 
2. Material and methods

2.1. Study sample

The biologically treated wastewater originated from the
Gdańsk and Gdynia WWTPs. They are the largest municipal
WWTPs located in Northern Poland carrying out disposal of
wastewater to the Gdańsk Bay which forms a part of the Baltic
Sea. They enable biological removal of biogenic compounds
and their detailed description has been presented in prior
publications (Czerwionka et al., 2012). The test samples were
taken as daily average, in proportion to time. The character-
istic of biologically treated wastewater is presented in Table 1.

In order to limit the availability of inorganic forms of
nitrogen, their concentration was reduced below
1 g m�3. Due to the fact that in all biologically treated
wastewater samples studied the concentrations of ammonia
nitrogen and nitrite nitrogen were very low, in practice the
concentration of nitrate nitrogen was reduced. For that
purpose denitrification with an external source of organic
carbon in the form of sodium acetate was used (at a dose of
6 gCOD/gNO3-N).

The activated sludge used in the studies was taken as an
immediate sample directly from the nitrification chamber of
the studied WWTP. After transportation to the laboratory the
sludge was intensely aerated (oxygen concentration approx.
6 g O2 m

�3) for 1 day in order to mineralize the organic
contaminants contained in the sludge's biomass. Afterwards
the sludge was separated from the supernatant water
through spinning, the sludge was flushed two times with
distilled water and again condensed by spinning. After the
last spinning session, the sludge was dissolved in distilled
water in order to receive a solution with the desired con-
centration (1 cm3 of solution contained a sludge mass dis-
charged to 80 cm3 of wastewater).

The bioavailability tests incorporated a pure cultivation of
Selenastrum capricornutum algae on a standard microbiolo-
gical medium.

2.2. Experimental procedure

Four variants of performed tests were planned:

� secondary effluent without additions (control test);
� secondary effluent + algae (bioavailability test);
� secondary effluent + activated sludge (biodegradability
test);

� secondary effluent + activated sludge + algae (evaluation
of interaction with bioavailability and biodegradability).

The analyzed samples were mixed using a mechanical mixer
(250 rpm). The algae tests were irradiated with a fluorescent
rd deviation) in secondary effluent in the studied municipal

NO2-N [g N m�3] TN [g N m�3] ON [g N m�3]

0.17 (�0.08) 11.24 (�0.82) 3.91 (�0.82)
0.23 (�0.22) 9.61 (�0.91) 2.73 (�0.43)
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Figure 1 DON concentration changes during test 1 for second-
ary effluent from the Gdynia WWTP (a) and test 4 for secondary
effluent from the Gdańsk WWTP (b).

42 K. Czerwionka
lamp with a 12 h light/dark cycle, while the samples without
algae were isolated from light. Tests were carried out at a
temperature of 208C. The initial concentration of activated
sludge biomass in the biodegradability tests amounted
20 g m�3, and the initial content of algae suspended matter
in the bioavailability tests was 5 g m�3. The samples for
analysis were taken in the first day of measurements and
after 1, 2, 4, 7, 10, 14 and 21 days, respectively.

2.3. Analytical methods

The samples were filtered through membrane Millipore nitro-
cellulose filters (Billerica, MA) with different pore sizes
(1.2 and 0.1 mm, respectively). The filtrates were analyzed
for TN using a TOC analyzer (TOC-VCSH) coupled with a TN
module (TNM-1) (SHIMADZU Corporation, Kyoto, Japan), and
inorganic forms of nitrogen (NH4-N, NO3-N and NO2-N) using
Xion 500 spectrophotometer (Dr Lange GmbH, Berlin, Ger-
many). The analytical procedures, which were adapted by Dr
Lange GmbH (Germany) and SHIMADZU (Japan), followed the
Standard Methods for Examination of Water and Wastewater
(APHA, 2005). The DON concentrations were estimated from
the difference between TN after filtration and the sum of
inorganic N concentrations (Eq. (1)):

DON ¼ TN0:1 mm � ðNH4-N þ NO3-N þ NO2-NÞ: (1)

Total suspended solids (TSS) were measured by the gravimet-
ric methods in accordance with standard methods (APHA,
2005).

3. Results and discussion

Studies on the bioavailability and biodegradability of dis-
solved fractions of organic nitrogen contained in biologically
treated wastewater were carried out during the period from
March 2009 to June 2010. Five series of tests were carried out
on each of the two selected municipal treatment plants.
Table 2 Efficiency of DON removal from secondary effluents ori

WWTP Value DON
[g N m�3]

Efficiency of DON 

Control Bioa

Gdańsk Test 1 1.45 20.87 22.
Test 2 1.78 17.67 23.
Test 3 2.56 19.45 24.
Test 4 2.36 25.83 29.
Test 5 2.08 23.89 28.
Average 2.05 21.54 25.
SD 0.40 2.96 2.

Gdynia Test 1 1.70 4.24 3.
Test 2 1.14 14.56 16.
Test 3 1.56 18.88 20.
Test 4 2.02 21.23 26.
Test 5 1.13 11.15 14.
Average a 1.46 16.46 19.
SDa 0.37 4.59 3.

a The values of test 1 were not taken into account when calculating
Table 2 presents the DON removal efficiency values achieved
during individual tests.

During the tests it was possible to observe two primary
trends in the progress of DON changes. The first (most often
occurring) was characterized by an initial period in which the
DON content would increase (especially in samples with
added activated sludge). In subsequent days of the tests a
decrease in the content of this organic nitrogen fraction was
observed. An example of such a process is presented in Fig. 1a
ginating from the analyzed municipal WWTPs.

removal [%]

vailability Biodegradability Bioavailability
and biodegradability

56 35.78 38.89
23 28.67 32.78
87 31.09 37.59
69 39.40 43.34
97 38.75 42.54
86 34.74 39.03
94 4.22 3.80

53 9.07 11.01
32 21.92 24.08
56 25.71 29.17
08 30.11 37.67
02 19.76 23.58
25 24.38 28.63
94 5.66 3.89

 the mean and standard deviation.
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(test 1 for wastewater from the Gdynia WWTP). In certain
tests a trend of continued decrease of DON value during the
entire incubation period was observed. An example of such a
process is presented in Fig. 1b (test 4 for wastewater from the
Gdańsk WWTP).

The amount of DON susceptible to biodegradation/utiliz-
able by Chlorophyta can also be presented in the form of a
chart similar to the BOD test. Fig. 2 presents an example of
such a chart (test 4 for wastewater from the Gdańsk WWTP).

The amount of DON susceptible to biodegradation with
the participation of activated sludge microorganisms
(brDON) varied between 20 and 40%. Simultaneously in
the control sample (containing filtered biologically treated
wastewater containing bacterial biomass, which went
through a filter with a pore size of 1.2 mm) a reduction of
DON was observed within 10—25%. The achieved results show
that a significant increase in biomass concentration (from
trace values to approx. 20 g m�3) resulted in an approx.
double increase in the amount of DON which was removed
through biodegradation. Simultaneously these are values
close to the ones presented by Pagilla et al. (2006), who
in his studies achieved a value of brDON at a level of approx.
26%. At the same time, the initial increase of DON concen-
tration in samples with activated sludge occurring in most
tests may be associated with the release of soluble microbial
products (SMP) by microorganisms. It was also observable
during earlier studies of DON conversions in bioreactors with
activated sludge, at a laboratory scale as well as at a full
scale. Each time an increase of DON was observed in the
nitrification zone, where the processes of final wastewater
purification in aerobic conditions occurred (Czerwionka
et al., 2012).

The amount of DON digested by S. capricornutum varied
between 12 to nearly 30%. Pagilla et al. (2006) have shown
that a participation of bioavailable DON (bDON) was approx.
21%. Also the results of the 30-day test with the participation
of those Chlorophyta have shown that 26% of DON was
bioavailable (Litman et al., 2008). However, the results of
studies by Porro et al. (2008) were less conclusive and have
shown a participation of bDON at a level of 25—50%. All the
while, the participation of bDON in studies conducted by
Sedlak and Jeong (2011) was significantly higher and reached
approx. 50%. At the same time, based on the results of
the DON composition analysis, they have shown that only
10—29% of DON is biologically not utilizable to algae (inert).
Therefore, the results received in the presented studies are
within the lower ranges of bDON participation contained in
secondary effluent.

Such an interpretation, however, raises doubts due to the
usage method of nitrogen contained in DON by Chlorophyta
which are unable to break down organic compounds. An
explanation of this situation can be found by comparing
the value of removed DON in the control sample and the
bioavailability test. Based on the values presented in Table 2
it can be concluded that a significant portion of DON under-
goes decomposition with the participation of bacteria con-
tained in wastewater, and is only available to algae in that
form. A confirmation of this situation is the very quick
decrease in concentration of inorganic forms during the
bioavailability tests. It should be noted however, that in
all of those tests the achieved values of bDON were higher
than the amount of removed DON in the control sample. A
clarification of such a situation comes in the form of study
results presented by Litman et al. (2008), in which the
incorporation of an algae inoculum varied in composition
contributed to the increase in the bDON amount to 68%
compared to 26% achieved for the pure S. capricornutum
culture. In the analyzed studies the biologically treated
wastewater samples were not disinfected and could have
contained other types of algae, whereby some of them could
have the ability to decompose organic compounds in order to
gain nitrogen (e.g. blue algae). A significant influence on the
availability of inorganic forms of nitrogen on the develop-
ment of algae is shown by the results of a test in which
activated sludge and Chlorophyta cultures are simulta-
neously added to the biologically treated wastewater. In
these types of tests the decrease in DON concentration
was the highest, ranging from 21 to 43% of the initial value.
Even larger decreases, up to nearly 58%, were recorded in
studies by Pagilla et al. (2006).

The fertilizing degree of the Baltic Sea with biogenic
compounds (including nitrogen) is very important for living
conditions of organisms in these waters. An excess of biogenic
compounds contributes to the intense eutrophication. Due to
its specificity (the time period of total water exchange is very
long, approx. 25—30 years) the Baltic Sea is particularly
sensitive to the increased flow of nutrients. Based on the
analysis of data from the year 2000 regarding the origin of
biogenic compounds disposed to the Baltic Sea basin it was
concluded, that up to 58% of nitrogen compounds originated
from area sources, 32% constituted natural ambience, and 10%
originated from point sources (treated municipal and indus-
trial wastewater discharge) (HELCOM, 2005). In the year
2000 the total nitrogen load disposed to the Baltic Sea was
822 thousand tons of N year�1, including Polish participation
accounted for approx. 28%. The load disposed by rivers and
point sources from the area of Poland was approx. 186.2 thou-
sand tons of N year�1, including 36.8 thousand tons of N year�1

as a discharge of treated municipal wastewater. As a result of
constructing new and modernizing existing main and local
treatment plants as a activated sludge, trickling filter or
wetland systems (Obarska-Pempkowiak and Gajewska,
2003), in 2010 the load from municipal wastewaters was
reduced by nearly 40% (to 22.4 thousand tons of N year�1).

Reported effluent ON contributions vary widely in muni-
cipal WWTPs from less than 2% to 85% of the effluent TN
(Gajewska, 2011; Pagilla et al., 2006; Pehlivanoglu-Mantas
and Sedlak, 2008). Czerwionka et al. (2012) based on similar
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studies carried out in eight large municipal treatment plants
with biological nutrients removal located in Northern Poland
have concluded that the average DON concentration in trea-
ted wastewater varied from 0.5 to 1.3 g N m�3. At the same
time DON constituted 12—45% of ON contained in such waste-
water. Within the scope of this study it was concluded that in
the 2 analyzed WWTPs, the DON constituted 15—18% of TN
contained in secondary effluents up to 50% of ON, which is
within the variable range specified in prior studies. Assuming
similar proportions for treated wastewater discharged from
other municipal WWTPs in Poland it can be estimated, that
the annual DON load discharged into the Baltic Sea waters in
2010 ranged from 3.4 to 4.0 thousand tons of N year�1,
whereby the annual load of bDON may reach up to 1.7 thou-
sand tons of N year�1.

This was approx. 7.5% of the total nitrogen load entering
with secondary effluent from municipal wastewater treat-
ment plants. It is also only 4 times lower load in relation to
estimated submarine groundwater discharge for the entire
Baltic Sea (7.1 thousand tons of N year�1) (Szymczycha et al.,
2012). This indicates the great importance of bDON on
nitrogen balance for this basin.

4. Conclusions

An analysis of literary data and results achieved during
conducted research shows that the use of the method invol-
ving determination of brDON based on a test similar to
measurement of dissolved biodegradable organic carbon is
a reliable method of determining its contribution. The only
value which requires clarification in further studies is the
recommended duration of the test which, depending on the
authors, varies within a range between 7 and 30 days (Khan
et al., 2009; Simsek et al., 2013).

The situation is drastically different in terms of determining
the bDON fraction. The application of a standard test with
Chlorophyta does not guarantee reliable and repeatable
results of bDON content. Literature presents results of studies
involving various methods, whereby currently it cannot be
concluded which of them should be considered appropriate.

The results achieved during the performed studies indicate,
that it is possible to significantly decrease the DON concentra-
tion at a biological level, ranging from 20 to 40% for the studied
wastewater samples. Simultaneously, up to 43% of the DON
load discharged into the water environment with biologically
treated wastewater may be used by algae. Therefore, the DON
should be considered as a form of nitrogen, which may have a
significant and direct impact on the conditions obtaining at the
treated wastewater receiving bodies.

The estimated annual bDON load deposited into Baltic Sea
waters from Poland through discharge of biologically treated
wastewater in the year 2010 reached 1.7 thousand tons of
N year�1.
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Summary Zooplankton availability is a major factor affecting herring body condition that in
turn describes its well-being. As herring feeding is known to be selective, it is relevant to access
its preferences upon zooplankton species and particular copepod developmental stages to
forecast possible intraspecific competition for resources in the species scarce environment of
the Gulf of Riga where herring stock size due to successful recruitment has almost doubled since
1989. This study tries to answer whether the small-sized plankters dominated zooplankton
community permits herring to be a selective eater. Also how herring body condition has changed
in connection to environment driven zooplankton community changes. The time series of
zooplankton abundance and herring condition from 1995—2012 were studied; and a detailed
study of herring diet was performed monthly by stomach content analysis during the main feeding
season in 2011 and 2012. We found that herring selectively prey on Limnocalanus macrurus and
older copepodite stages of Eurytemora affinis, and moreover these were species of whose
selected copepodite stages explained most of variation in herring condition factor. The found
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relationship between herring feeding selectivity and long-term variation of herring condition allows
applying spring zooplankton abundance of E. affinis and L. macrurus to estimate favourable feeding
conditions for herring, and could also require the revision of currently used model for herring
recruitment estimations, where only biomass of E. affinis is taken into account. In recent years, the
high condition of herring can be associated with a considerable increase of lipid-rich copepod species
L. macrurus.
# 2015 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).
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1. Introduction

Herring Clupea harengus membras L. is one of the most
important zooplanktivorous pelagic fish species in the Baltic
Sea fishery, where a considerable decrease of its weight-at-
age and condition has been detected since 1980/90s (Cardi-
nale and Arrhenius, 2000). The Gulf of Riga herring, a sepa-
rate population of the Baltic Sea herring, is characterized by
the lowest growth rates compared with herring stocks of the
remaining Baltic Sea (Arrhenius and Hansson, 1993). Two
paired explanations can be connected to this issue (Casini
et al., 2006). Both are determined by prey availability:
density dependent factors of increased herring stock size,
a pattern of stock shift inverse to that of the Central Baltic
since the late 80s (ICES, 2009); and hydro-climatic condition
driven changes in the zooplankton community (Cardinale and
Arrhenius, 2000; Kornilovs et al., 1992).

A considerable amount of literature has been published on
zooplankton predation by clupeid fish in the Baltic Sea.
Sandström (1980) was first to demonstrate selective feeding
by herring. Then, in a zooplankton species and copepod
development stage-resolved study Flinkman et al. (1992)
identified that herring feeding is limited by the availability
of suitably sized plankters, not the total amount of zooplank-
ton, thus, herring mainly controls older copepodite stages
and adult specimens. Long-term studies have outlined that
the climate change induced salinity decrease has affected
food availability, emphasizing decline in Pseudocalanus sp.,
main prey item of herring and sprat (Sprattus sprattus L.
1758) of the Central Baltic (Kornilovs et al., 2001; Möllmann
et al., 2000, 2004b, 2005). Therefore, food availability has
been also coupled with inter- and intraspecific competition
as a result of the sprat stock increase after predation release
by collapsed cod (Gadus morhua L. 1758) stock (Alheit et al.,
2005; Casini et al., 2010; Margonski et al., 2010; Möllmann
et al., 2004a; Möllmann and Köster, 2002; Rudstam et al.,
1994).

Unlike in the Central Baltic, sprat stock is assessed to be at
a low level in the Gulf of Riga where it does not control
zooplankton biomass but instead, herring strongly dominates
in commercial catches at about 90% of total values (Kotta
et al., 2008). Therefore, the gulf is a pleasingly simple, few-
species ecosystem for pelagic trophic studies. Due to large
freshwater runoff and restricted water exchange to the
Baltic Proper, low salinity (5—7 psu) (Berzinsh, 1995) deter-
mines the zooplankton community in the gulf. That consists
of a limited number of occurring species, dominated by
small-sized plankters, such as cladocerans (in summer) and
few taxa of copepods (Ikauniece, 2001; Ojaveer et al., 1998).
Lankov et al. (2010) showed Eurytemora affinis prevailing
herring diet by annual summer investigations on pooled
data basis. Whereas, detailed studies on zooplankton stage-
selective and season-specific feeding in the Gulf of Riga are
unknown so far. Recognizing herring as a selective feeder
(Flinkman et al., 1992) in this few-species environment, it is
important to assess its preferences upon both zooplankton
species and particular copepod developmental stages. This is
to forecast possible intraspecific competition for resources in
the light of almost doubled stock size since the late 1980s
(ICES, 2009). In this study we analyse: (1) juvenile and adult
herring selective predation on cladocerans and development
stage-resolved copepods, (2) and the zooplankton community
relation to the changes in herring condition in the Gulf of Riga,
using a time series of 18 years (1995—2012).

2. Material and methods

2.1. Study area and sampling in 2011 and 2012

Herring was collected in monthly cruises along the main
feeding season from May to October in 2011 and 2012 in the
coastal area of the Gulf of Riga. One trawl haul per month
was performed, using OTM pelagic mid-water trawl (dura-
tion: 15—30 min; depth range: 23—30 m), close to the ther-
mocline (20—30 m) (Stipa et al., 1999). On the basis
of diurnal feeding cycle, the hauls were conducted only
during second half of the day. The total fish length was
measured to the nearest 0.5 cm and mean wet body weight
per length class determined to a precision of 0.1 g. Sto-
machs of 5 randomly chosen fish per sampling time and
length class were removed and preserved in 4% formalde-
hyde solution immediately on board (n < 5, where number
of fish per 0.5 cm length class was not reached). Otoliths
were removed for age determination later in laboratory
using a stereomicroscope.

To evaluate prey availability, zooplankton sampling was
performed on each hauling station, as well as on additional
stations representing the central part of the Gulf of Riga from
the bottom to the surface with a 160 mm Juday net (diameter
of the upper aperture: 37 cm; diameter of the middle sec-
tion: 50 cm) (UNESCO, 1968).

2.2. Sample analysis

Every herring stomach was cut open, and the complete
content weighed to a precision of 0.001 g and analysed using
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Table 1 Identification categories and mean individual wet
weight [WW, mg ind.�1] (Hernroth, 1985; Simm and Ojaveer,
unpubl. data) of mesozooplankton studied in the Gulf of Riga
in 2011 and 2012. For calculations of C-index (Pearre, 1982)
herring prey data were used as an average number of an
identification category per length class and sampling time,
and zooplankton abundance expressed as ind. m�3 according
to the same identification categories. C, copepodite stages.

Species Mean WW
[mg ind.�1]

Prey
category

Evadne nordmanni 6
Podon/Pleopis spp. 6 Cladoc
Bosmina coregoni 7

Cyclopoida C1—5 4
Acartia spp. C1—3 4
Eurytemora affinis C1—3 5 Cop_C1—6
Cyclopoida C6 9
Acartia spp. C4—5 10

Eurytemora affinis C4—5 14 Eury_C4—5
Acartia spp. C6 22 Acar_C6
Eurytemora affinis C6 30 Eury_C6
Limnocalanus
macrurus C1—5

50 Limn_C1—5

Cercopagis pengoi 120 Cercop
Limnocalanus macrurus C6 652 Limn_C6
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a light microscope (magnification 50—100�). If a stomach
contained a large number of prey, a subsample of at least
100 individuals was analysed. Each of the prey was deter-
mined to the lowest possible taxonomic level. The following
stages were distinguished for copepods: early copepodites
C1—3, older copepodites C4—5, adult females C6 and adult
males C6, and cladocerans measured to 0.2 mm. Nauplii and
rotifers were excluded from analyses as herring consumed an
inconsiderable number of them. A total of 797 stomachs were
analysed.

Zooplankton samples were preserved and analyses were
performed according to the standard protocol of the Manual
for Marine Monitoring in the COMBINE Programme of HELCOM
(2013). Biomasses were estimated from values on individual
wet weight (Hernroth, 1985; Simm and Ojaveer, unpubl.
data).

2.3. Data series for 1995 to 2012

To assess historical zooplankton abundance and biomass
trends, and variability of herring condition factor, monitoring
data collected in the Gulf of Riga by the Institute of Food
Safety, Animal Health and Environment “BIOR” from 1995—
2012 were used.

Zooplankton was sampled from the bottom to the surface
with a 160 mm Juday net (UNESCO, 1968) and analysed
according to internal procedures (Kornilovs et al., 2001)
and the standard protocol of the Manual for Marine Monitor-
ing in the COMBINE Programme of HELCOM (2013). Mean
abundance and biomass (Hernroth, 1985; Simm and Ojaveer,
unpubl. data) values of stations sampled in May were used.

Fish condition was estimated by Fulton's (1904) condition
factor, an index assuming heavier fish of a given length are in
better condition (Froese, 2006). To determine herring con-
dition, on average about 1000 individuals were analysed
based on fish individual biological data in commercial trawl
fishery each year, and mean condition in June and July was
used.

Zooplankton species dynamics are related to water and air
temperature. Freimane (1967, 1968) found a tight correla-
tion between Copepoda abundance and a sum of daily nega-
tive values of air temperature, and that a particular species,
L. macrurus, abundance depended on water temperature,
salinity and amount of solar radiation. Severe winters are
associated with sharp environmental changes that could be
major drivers of zooplankton dynamics. To describe winter
severity, the data used were a sum of daily negative values of
air temperature [8C] in Riga, measured by the Latvian Envir-
onment, Geology and Meteorology Centre from 1995—2012.
These data were further used in a correlation with main
forage zooplankton species.

2.4. Data analysis

All statistical analyses were done using the software package
R 3.0.2 (R Core Team, 2013). Feeding selectivity on size-
ranged zooplankton species- and season-specific individual
wet weights (Hernroth, 1985; Simm and Ojaveer, unpubl.
data) (Table 1) was described using a Yates' corrected chi-
square ðx2

yÞ test based (abundance of individuals was
expressed as percentage of total wet weight of stomach
content or zooplankton sample; see the supplementary
material) C-index (Pearre, 1982) (Eq. (1)):

C ¼ � x2
y

n

  !1=2

; (1)

where n was total percentage (200) of zooplankton in the sea
and in the stomachs. The index is zero-valued for no selection
and ranges between �1 and +1, wherein negative values was
associated with rejection and positive values with selection.
C-index is not sensitive to rare prey species and is statistically
testable. The prey data used was an average number of a
zooplankton identification category per herring length class
and sampling time. Zooplankton abundance was expressed
per m3 according to the same identification categories.

The potential influence of the factors: (i) season, (ii)
herring age group, (iii) prey category, and (iv) combination
of herring age group and prey category, as well as (v) combi-
nation of season and prey category on the differences in
selectivity index was evaluated using Linear mixed-effects
(lme) model fit with the REML method as implemented in the
package nlme of the program R (Pinheiro et al., 2013). A
combination of multiple samples from each month and year
(same sampling occasion) was used as a random effect. Due
to variable haul locations throughout the study area and
therefore a limitation of simultaneous spatial data, analyses
that were performed assumed no differences between trawl
sites. As herring is known to actively search for its food items,
we expected it to school in locations where the desired food
was most available. Therefore, the trawl sites varied along
the coastal area of the Gulf of Riga making it possible to
sample respective to occurrence of herring.
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If the model showed a statistically significant effect of
factor or factor combination, simultaneous tests with
adjusted p values for general linear hypothesis (post-hoc
test) of the package multcomp in the program R were used
to assess which levels showed statistically significant differ-
ence (Hothorn et al., 2008). A selectivity value for each prey
category level was compared to 0. In the “prey category and
age” combination and the “prey category and season” com-
bination, comparisons were performed at each prey level
between age classes and between seasons.

As zooplankton species dynamics are related to water and
air temperature, the Pearson correlation was applied to
relate L. macrurus and E. affinis long-term abundance in
May with winter air temperatures from 1995—2012. Correla-
tion was used to relate long-term changes in the body con-
dition of herring with May abundance of these dominant prey
species.

3. Results

3.1. Juvenile and adult herring selective
predation on zooplankton

The overall model resulted in a “prey category”, a combina-
tion of “herring age group and prey category”, and a com-
bination of “season and prey category” influencing
differences in herring selectivity index (lme model,
p < 0.0001) (Table 2). Further tests for these significant
interactions (Table 3) revealed that both juvenile and adult
herring rejected small-sized early copepodites (Cop_C1—
6 � age, p < 0.0001). All herring selectively preyed on large
cold-water calanoid L. macrurus C1—5 (Limn_C1—5,
p = 0.01) and C6 stages (Limn_C6, p < 0.001).

3.2. Seasonal variation of herring feeding
selectivity

In absolute numbers, the herring diet was dominated by
copepods L. macrurus during all the main feeding periods
and E. affinis in spring and summer; and along with an
invasive opportunistic cladoceran Cercopagis pengoi in sum-
mer and autumn, when it is available in the zooplankton
community. Proportion of mysids increased with a reduced
zooplankton biomass in autumn period.
Table 2 The overall linear mixed-effects model results
(ANOVA table) of variables (i) season, (ii) herring age,
(iii) prey categories, (iv) combination of herring age group
and prey category, and (v) combination of season and prey
category (p < 0.0001).

Interactions between
variables

F-value d.f. p-value

Season 0.32 2 0.7308
Age 1.97 1 0.1609
Prey category 51.53 7 <0.0001
Age � Prey category 17.61 7 <0.0001
Season � Prey category 24.62 14 <0.0001
Seasonal variation of prey abundance largely did not
correspond to herring consumption though. Highly abundant
small copepodites of E. affinis up to C3, Acartia spp. up to C5
and Cyclopoida up to C6 were truly rejected along the main
feeding season. Acartia spp. C6 despite its relatively large
mean individual mass of 22 mg ind.�1 did not seem to be
desirable prey for herring. An inconsiderable amount of fish
eggs and extremely abundant rotifers and copepod nauplii
were consumed.

In spring, herring selectively fed on both E. affinis C4—6
and L. macrurus C1—6 and in summer on E. affinis C4—5 and
L. macrurus C1—6. Invasive cladoceran C. pengoi was posi-
tively selected in the autumn, along with L. macrurus cope-
podites and adults (Fig. 1). Unfortunately, nectobenthos was
not sampled during this study; therefore, selectivity on
mysids could not be calculated.

3.3. Long-term relation of herring condition,
Limnocalanus macrurus and Eurytemora affinis

We became particularly interested in long-term variation of
E. affinis and L. macrurus, as herring consumed a consider-
able biomass of these copepods along the feeding study
in 2011 and 2012 (43% of herring had L. macrurus and
66% had E. affinis in their stomachs that made up 45 and
12% of total consumed biomass respectively). Moreover,
L. macrurus C1—5 (Limn_C1—5, p = 0.01) and adults
(Limn_C6, p < 0.001) were zooplankton groups herring indi-
cated selective predation on throughout the period of May to
October, while E. affinis C4—5 was positively selected by
adult herring both in spring and summer, without a signifi-
cant difference between these two seasons (Eury_C4—
5 � age, p < 0.0001) (Fig. 1).

Since the last peak of L. macrurus in the 1980s, afterwards
it had almost disappeared from the zooplankton community in
the gulf (Yurkovskis et al., 1999). Fig. 2 provides an anomaly of
May data 1995—2012 that indicates a shift has occurred. Since
2005 mostly positive abundance anomalies of L. macrurus
have dominated and in recent years it has reached the
long-term mean abundance of 20 800—79 730 mg m�3, while
E. affinis spring abundance has oscillated mostly inversely
to L. macrurus.

In order to describe winter severity (conditions influencing
spring productivity), a sum of daily negative values of air
temperature in winter was used, and that correlated with
L. macrurus abundance in May (r = 0.58, p < 0.012), while
negative correlation with E. affinis was found (r = �0.61,
p < 0.008).

Selectivity estimates indicate that herring preys on older
copepodites of E. affinis and L. macrurus (Fig. 1). An abun-
dance sum of E. affinis C4—5 and L. macrurus C1—6 stages in
May had the tightest correlation with the herring condition
factor in June and July, as a response to feeding conditions in
spring (r = 0.70, p = 0.007) (Table 4).

4. Discussion

We found that herring selectively targets older copepodites of
E. affinis and large-sized L. macrurus. These findings further
support the idea that herring feeding is strictly zooplankton
species- and copepod stage-selective (Flinkman et al., 1992).



Table 3 Mean and standard deviation of selectivity values (C-index) (Pearre, 1982) for each prey category and each prey category
by age groups. The index ranges between �1 and +1, wherein negative values are associated with rejection and positive values with
selection; p-values given for the comparison of mean selectivity values with 0 for prey categories and between age groups. Juveniles
are 1 year and adults 2—12 year old fish. For prey categories refer to Table 1.

Prey category Prey category Prey category � Age

Mean � S.D. p-value Mean � S.D. p-value

Juveniles Adults

Cladoc �0.04 � 0.23 0.22 0.07 � 0.23 �0.10 � 0.21 <0.0001
Cop_C1—6 �0.28 � 0.29 <0.001 �0.26 � 0.31 �0.29 � 0.28 <0.0001
Eury_C4—5 �0.03 � 0.24 1 �0.12 � 0.24 0.01 � 0.23 <0.0001
Acar_C6 �0.04 � 0.06 1 �0.05 � 0.06 �0.04 � 0.06 0.97
Eury_C6 �0.01 � 0.14 0.9 �0.06 � 0.11 0.01 � 0.14 0.59
Limn_C1—5 0.05 � 0.22 0.01 �0.07 � 0.26 0.09 � 0.17 0.88
Cercop 0.08 � 0.47 <0.001 0.22 � 0.52 �0.00 � 0.41 <0.0001
Limn_C6 0.13 � 0.34 <0.001 �0.06 � 0.38 0.20 � 0.29 0.73
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Herring avoids small early copepodites, nauplii and rotifers
even in the species scarce environment of the Gulf of Riga,
prevailed by small sized plankters. The particulate-feeding
we have identified, consequently assists in our understanding
of the role of changes in the well-being of the herring, as
these were zooplankton species whose abundance sum of
selected copepodite stages explained most of the variation
in a historical time series of herring condition factor.

As small-sized plankters prevailed in the Gulf of Riga, we
expected diet overlap between adult and juvenile herring
towards larger but restricted food fractions, what was indeed
true. The main difference was in juveniles consuming cla-
docerans, both small- (Bosmina coregoni, Evadne nordmanni,
Podon/Pleopis spp.) and large-sized (C. pengoi), while adults
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preferred older copepodites of E. affinis. Therefore, body
size of the prey was not the only determining cause of
selection. For length classes studied here (>8 cm), the feed-
ing of herring might not be limited by gape-size (Arrhenius,
1996) but rather by prey motility. Because of their low escape
response, cladocerans were more likely to be captured
(Drenner, 1978; Viitasalo et al., 2001) so that an opportunistic
shift to cladocerans in summer could be energetically advan-
tageous. Most likely adult herring had a greater capture
success on far more motile copepods, as E. affinis, attained
through learning to forage, as shown for other fish species
(Brown and Laland, 2003). As there were no differences
in diet between herring juveniles and adults towards mature
E. affinis and all stages of large-sized L. macrurus suggesting
Eury_C4–5 Acar_C6

Limn_C1–5 Limn_C6

r autumn spring summe r autumn spring summe r
eason

 (Pearre, 1982) in each prey category. The index ranges between
and positive values with selection. For prey categories refer to



Figure 2 Abundance [ind. m�3] anomaly of Eurytemora affinis and Limnocalanus macrurus in the Gulf of Riga in May 1995—2012.
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dietary overlap at some level, we address the point that
mature herring do not feed in spring while spawning (Link,
2001; Slotte, 1999). In the meantime, juveniles feed actively
and could be considerable consumers of the shared food
resources of copepods in the season when cladocerans are
not widely available in the zooplankton community yet.

A striking finding to emerge from our study was that both
the juvenile and adult herring strongly preferred L. macrurus
species only lately recovered in the Gulf of Riga. Increased
herring condition in recent years could be associated with a
considerable increase of L. macrurus. A distinct characteristic
of L. macrurus is its lipid content of 67% of dry weight, one of
the highest among zooplankton species (Vanderploeg et al.,
1998) combined with individual size and weight largest among
holoplankton species in the Baltic Sea (Hernroth, 1985).

As already mentioned, since late 1980s L. macrurus was
almost extinct in the gulf. No significant relationship with
herring predation was found at previous studies (Kornilovs
Table 4 Pearson correlations between abundance of major
development stage-resolved prey copepods Eurytemora affi-
nis and Limnocalanus macrurus in spring and herring condi-
tion factor (CF) in successive summer studied in the Gulf of
Riga in 1995—2012. C, copepodite stages. For prey categories
refer to Table 1.

Prey category r p-value

Eury_C1—3 0.39 0.182
Eury_C4—5 0.68 0.011
Eury_C6 0.33 0.266
Limn_C1—3 0.05 0.869
Limn_C4—5 0.37 0.208
Limn_C6 0.20 0.514
Eury_C4—5 + Limn_C1—6 0.70 0.007
et al., 2004). Our study was in contrast to earlier findings by
Lankov et al. (2010) who conducted annual summer investi-
gations from 1999—2006, and detected no evidence of L.
macrurus in herring stomachs. Therefore, extremely low
numbers of L. macrurus or even an absence in the gulf could
not be explained by herring predation for the named period
but rather abiotic factors.

In spring, zooplankton abundance increases mostly as a
response to abiotic factors (e.g. water temperature) and a
subsequently increased food availability (Jurgensone et al.,
2011). As predation rates are still relatively low, due to
herring spawning, zooplankton community is comparatively
unaffected by fish (Rudstam et al., 1994). Although the
species development could be affected by food availability
in spring, we explained the recent increase of L. macrurus by
the positive correlation between its abundance in spring and
sum of daily negative values of air temperature in previous
winter. Evidently, more frequent cold winters in the last
decade have contributed recovery of L. macrurus, a glacial
relict species. It should be noted that in 1990s there was only
one cold winter with the gulf frozen, as ice occurrence due to
a sharp environmental change is the factor affecting species
development in spring. L. macrurus is known to be restricted
between narrow environmental limits of upper temperature
limit of 148C, and a lower limit of dissolved oxygen of
5.6 mg L�1 (Kane et al., 2004; Strøm, 1946). Accordingly,
the possible interference of oxygen levels (even though
dependent on temperature) cannot be ruled out, as the
critical combination could be the case in August, when water
temperature is often high, water stratified, and oxygen levels
lower than optimal under the thermocline (most regular
habitat of L. macrurus) (LHEI unpubl. monitoring data,
2012). Yet, the situation in summer and later in autumn
can hardly be described by direct link between copepods
and hydrological conditions, as it disappears due to predation
pressure by fish (Casini et al., 2009).
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Cold winters have benefited L. macrurus development,
but those winters also have resulted with lower water tem-
perature in successive springs, delaying development of more
thermophilic species like E. affinis. As E. affinis abundance
explained most of variation in the herring condition, without
a doubt these findings will be much scrutinized, but depend-
able conclusions for significant L. macrurus impact on high
condition in last years can be made. One caveat in inter-
preting our results is that the herring condition failed to be
explained by biomass of these zooplankton species. The
biomass of L. macrurus increased towards the end of the
time series, therefore the period of its higher biomass is
rather short. The biomass appears to be of a great impor-
tance, as these two copepod species have considerably
different individual weights: L. macrurus is about tenfold
heavier than E. affinis (Hernroth, 1985).

However, more research on this topic needs to be under-
taken before the association between herring condition and
variation of its preferred food items is more clearly under-
stood. Investigating the effects of density-dependent mechan-
isms on herring growth and condition with the association of
biotic factors, as young and adult herring should compete for
the available zooplankton specimens (Casini et al., 2006). It
will be curious to survey future trends of L. macrurus abun-
dance in the light of changing climate, as it (while being
restricted between narrow environmental limits) plays an
important role in pelagic food web. Although, a common
viewpoint is that higher temperature ensures higher zooplank-
ton biomass and better feeding conditions in the Baltic Sea
(Cardinale et al., 2009), we suggest that a pronounced sea-
sonality (cold winters with ice cover) could benefit herring
feeding conditions and ensure higher body condition, as in the
Norwegian Sea, where a cold water copepod Calanus finmarch-
icus is the most important prey species for herring (Engelhard
and Heino, 2006). Body condition of a fish is the “fast line” to
explain its well-being (Froese, 2006) that in turn, is provided
by availability of desired food items. High condition is linked to
better recruitment thereafter, due to higher fecundity (Arula
et al., 2012), lower mortality rates (Engelhard and Heino,
2006) and indirectly indicates a magnitude of possible intras-
pecific competition.

So far herring recruitment in the Gulf of Riga has been
forecasted using Ricker model approach by using two com-
plementary factors: E. affinis biomass in May and average
water temperature in August that has encountered issue of
poor predictions of rich year classes during the last years
(ICES, 2013). We speculate that the combination of our
findings provides some support for the conceptual premise
that the found relationship between the herring feeding
selectivity and long-term variation in the herring condition
factor has implications to use spring abundance trends of
selected copepodite stages of E. affinis and L. macrurus to
estimate feeding situation and, therefore, body condition of
herring in the successive year.
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Summary Information on distribution of the bivalve Rangia cuneata in the Polish part of the
Vistula Lagoon is presented. The species, first recorded in the Lagoon in 2010, has since rapidly
colonized almost the entire basin. The distribution and population structure of the species have
been studied in the Polish part of the Lagoon since 2012. Preliminary results on distribution and
size structure of the population highlight extensive fluctuations in 2012—2014. A drastic reduction
in the abundance following the relatively long winter of 2012/2013 suggests that the winter
oxygen deficiency associated with the ice cover could be critical for the population development.
Potential effects of the new invasive bivalve on the structure of benthic habitats and macro-
zoobenthos communities are discussed.
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1. Introduction

The Vistula Lagoon is situated in the south-eastern Baltic and
extends for about 91 km along the Polish and Russian coast of
the Gulf of Gdańsk (Fig. 1). After the Curonian Lagoon, the
Vistula Lagoon is the second largest coastal lagoon in the
southern Baltic. At present, the Lagoon is connected with the
Baltic via the Pilawska Strait in the eastern, Russian, part of
the Lagoon. The Lagoon's total surface area, maximum and
mean depths are 833 km2, 5.1 m, and 2.6 m, respectively.
The state border between Poland and Russian Federation
divides the Lagoon into the eastern part (64% of the area)
ences. Production and hosting by Elsevier Sp. z o.o. This is an open
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Figure 1 Map of the study area and the grid of stations sampled in 2012—2014.

The first report on the establishment and spread of the alien clam 55
belonging to Russia and called the Kaliningrad Lagoon, and
the western part (36% of the area) belonging to Poland. The
Lagoon's bottom is primarily muddy; sands are found only in a
narrow belt close to the shore and on shallows, down to the
depth of about 1.0—2.0 m. The Lagoon's water typically
warms up rapidly in spring. In winter, the Lagoon may become
ice-bound. The Lagoon's salinity is variable and ranges, within
the Polish part, from about 0.5 to about 4.8 psu (Czubarenko
and Margoński, 2008). At present, the Lagoon is classified as a
eutrophic (and even hypereutrophic in the Polish part) water
body (Aleksandrov, 2010; Nawrocka and Kobos, 2011). The
western (Polish) part of the Lagoon is a protected area within
the NATURA 2000 network (PLB 280010).

It is a species native to the Gulf of Mexico. In the 1960s,
the species colonized coastal Atlantic waters (the Chesa-
peake Bay) to spread north up to the mouth of the Hudson
River, New York (e.g. Pfitzenmeyer and Drobeck, 1964).
According to some authors, it could have occurred along
the Atlantic coast of North America earlier, and became
extinct in the Pleistocene to reappear in the 1960s (Hopkins
and Andrews, 1970). Other authors are of the opinion that the
species has continued to be present there since the Pleisto-
cene, but was rare and therefore not spotted (Pfitzenmeyer
and Drobeck, 1964). In the European waters, it was first
recorded in 2005 in the Belgian harbour of Antwerp (Verween
et al., 2006). In the Vistula Lagoon, R. cuneata was first
reported from the eastern, Russian, part in 2010 (Ezhova,
2012; Rudinskaya and Gusev, 2012), the first record from the
western, Polish, part dating to 2011 (Warzocha and Drgas,
2013). In both cases, the presence of individuals up to 30—
40 mm long suggests the introductions to have occurred 2—3
years earlier. Rangia cuneata is the first mactrid species in
the fauna of Poland. The species is regarded (e.g. Tarver,
1972) as preferring low-salinity heavily turbid water and a
soft bottom (mud or sand).

This report is aimed at presenting preliminary results of
research, carried out since 2012, on the establishment,
spread, and spatial distribution of R. cuneata in the Polish
part of the Vistula Lagoon. The survey covered the bottom
area beyond the inshore belt of reeds and bulrush, known as
the Mid-lagoon (Klimowicz, 1958; Żmudziński, 1957). The
sampling station grid is shown in Fig. 1. In total 55 stations
were visited in summer seasons (July—September) from
2012 to 2014. The sediment was sampled with a 225 cm2

Ekman grab weighing 7 kg and sieved with a 1 mm mesh
sieves. A minimum of five replicate samples was taken at
each station.

2. Results and discussion

The occurrence of R. cuneata in the Polish part of the Vistula
Lagoon in 2012—2014 is shown in Fig. 2. In terms of the
species' distribution in summer 2012, the area surveyed was
divided into two distinct parts: one was the western part,
including also areas off river mouths, supported no
R. cuneata, the other being the remaining part of the Polish
section of the Lagoon, where the bivalve was present at most
stations (Fig. 2A). The area colonized by the species sup-
ported both juveniles and adults (from 2 to 48 mm). The
absence of R. cuneata off river mouths could be explained by
the prevalent low salinity (usually not more than 0.5 psu)
which is too low for the survival of veliger larvae. R. cuneata
can adapt to salinities varying from nearly 0 to 33 psu, but
the young of the species have a much lower salinity tolerance
than adults (Cooper, 1981; LaSalle and de la Cruz, 1985).
Moreover, the interactions between temperature and sali-
nity may increase the mortality of young stages (Cain, 1973).
In 2013, following winter, there were almost no R. cuneata
present (Fig. 2B) except for numerous live individuals found
on the sandy bottom in the southern part of the Lagoon,
close to the mouth of River Stradanka (Fig. 2B). Stations in
the remaining part of the area yielded very few live indivi-
duals. As shown by the data collected by the Institute of



Figure 2 The occurrence of Rangia cuneata in the Polish part of the Vistula Lagoon in 2012—2014.
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Meteorology and Water Management (IMWM), the winter of
2012/2013 in the Lagoon was characterized by the ice cover
persisting longer than in the winter of 2011/2012 and 2013/
2014. This may indicate an effect of winter severity on
the survival of R. cuneata, oxygen deficiency resulting
from the absence of seawater inflows via the Pilawska Strait
(e.g. Lazarienko and Majewski, 1975; Łomniewski, 1958)
being a potential stress factor acting during the ice cover
persistence. Klimowicz (1958) suggested winter oxygen defi-
ciency to be a potential factor affecting mollusc survival,
while Rychter et al. (2011) found the abundance of the crab
Rhithropanopeus harrisii to be substantially reduced after
long, severe winters in the Vistula Lagoon. Gallagher and
Wells (1969) observed high mortality of R. cuneata after the
strong winter in Chesapeake Bay suggesting low winter
temperature as a limiting factor. As the duration of ice cover



Figure 4 Settlement of Dreissena polymorpha on Rangia
cuneata shells in the Vistula Lagoon.
Photographed by Katarzyna Horbowa.

Figure 3 The mean abundance and biomass (formalin wet
weight, including shells) of Rangia cuneata in 2012, in different
depth strata.
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persistence in the Lagoon has been observed to decrease in
the recent years (IMWM data) compared to earlier years (e.g.
Łomniewski, 1958), the R. cuneata population dynamics in
the Lagoon may be greatly affected by climate changes.
Preliminary data collected in 2014 point to the presence of R.
cuneata (mainly young specimens; 0+ and 1+) throughout
almost the entire Polish part of the Lagoon (Fig. 2C). Fig. 3
shows the mean abundance and biomass, as calculated from
the 2012 data, in the function of depth and sediment type.
Although the plot disregards horizontal variability, these
preliminary data suggest the absence of any significant
effect of depth and sediment type on the presence of R.
cuneata. However, some studies (e.g. Wong et al., 2010)
have revealed that sediment may be the important deter-
minant of the distribution of this species. As deeper (>3 m)
areas with the highest biomass found so far occur only in the
eastern part of the Lagoon, higher biomasses recorded in the
3—4 m depth range (Fig. 3) may reflect also an effect of a
closer distance to the Pilawska Strait, and hence better
oxygen conditions, e.g. during winter time.

The R. cuneata invasion in the Vistula Lagoon gives rise to
questions as to potential effects of the bivalve on benthic
habitats and macrozoobenthos structure in the Lagoon.
There is no doubt that the total macrozoobenthos biomass
will change, particularly on the muddy bottom. The max-
imum biomass of R. cuneata, found in the study area reaches
about 160 g m�2. So far, there has been no bivalve that could
have occurred throughout the Mid-lagoon and would have
produced such a high biomass (Klimowicz, 1958). The bivalve
has a relatively large, thick shell and lives on the sediment
surface. It is then capable of modifying benthic habitats by
acting as a substratum for other species. Settlement of
Dreissena polymorpha on R. cuneata shells has already been
observed (Fig. 4). To sum up, regardless of the preliminary
nature of the results obtained so far, they indicate that R.
cuneata may become a permanent component of the macro-
zoobenthos community in the Polish part of the Vistula
Lagoon. Even though the size structure, abundance, and
biomass of R. cuneata may vary widely, the habitat conditions
fit the species' preference very well allowing a very high
colonization rate and a rapid population recovery after
drastic disturbances.
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The Polish National Conference on The state, trends and
contemporary changes in monitoring the Baltic Sea envir-
onment “Baltic 2015” took place at the Institute of Ocea-
nology, Polish Academy of Sciences, on 14—16 October
2015. The event was held under the patronage of the
Polish Space Agency and the Marshals of the Provinces of
Pomerania and Western Pomerania. Among the personages
appointed to the Honorary Conference Committee were
the Minister for Science and Higher Education Lena
Kolarska-Bobińska and the Minister for the Environment
Maciej Grabowski.

The Conference was co-organised by the following institu-
tions:

— The Polish Scientific Committee on Oceanic Research
(Polish Academy of Sciences);

— The Polish Space Agency;
— The Marine Fisheries Institute;
— The Institute of Meteorology and Water Management —

Maritime Branch;
— The Maritime Institute, Gdańsk;
— The Polish Geological Institute (Department of Marine

Geology);
— The SatBałtyk Consortium, whose members are:

The Institute of Oceanology, Polish Academy of
Sciences (coordinator);
The Marine Science Institute, University of Szczecin;
The Institute of Oceanography, University of Gdańsk;
The Institute of Physics, Pomeranian Academy, Słupsk.
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Production and hosting by ElsevierELSEVIER

http://dx.doi.org/10.1016/j.oceano.2015.11.001
0078-3234/# 2015 Institute of Oceanology of the Polish Academy of Sci
access article under the CC BY-NC-ND license (http://creativecommons.
The Conference covered five themes: Session 1. The his-
tory and future of monitoring the Baltic environment
(chaired by Prof. Tomasz Linkowski); Session 2. The cli-
mate and circulation of Baltic waters (chaired by Prof.
Witold Cieślikiewicz), Session 3. Monitoring chemical
threats to the Baltic (chaired by Prof. Lucyna Falkowska),
Session 4. Satellite monitoring — the SatBałtyk System
(part 1: chaired by Prof. Vladimir Tomin, part 2: chaired by
Prof. Marek Moszyński), Session 5. Processes on the
bottom and shores of the Baltic (chaired by Prof. Ryszard
Kotliński), Session 6. Threats to and transformations
of the Baltic biosphere (part 1: chaired by Prof. Maciej
Wołowicz, part 2: chaired by Prof. Marcin Pliński).

During the conference the experts in various oceanolo-
gical disciplines, invited by the Honorary Conference Com-
mittee, delivered 23 lectures. In addition, there were
32 posters, selected from those submitted. The conference
was broadcast live on TASK television.

More information on the aims of the Conference and its
programme, as well as abstracts of the lectures and posters,
can be found at http://www.iopan.gda.pl/baltyk2015/. The
lectures, recorded by TASK TV, are accessible at http://tv.
task.gda.pl.

More than 250 people participated in the Conference,
including invited representatives of local and national admin-
istrations — decision-makers regarding the utilisation and con-
servation of the resources and environment of the Baltic Sea.

One of the key aspects of the programme was the cere-
monial inauguration of the Satellite System for the Compre-
hensive Monitoring of the Baltic Sea Environment, which
continually monitors some 70 different structural and func-
tional properties of this ecosystem, presenting them in the
form of maps, numerical data and graphs on the website
http://satbaltyk.iopan.gda.pl/.

The SatBałtyk system utilises measurement data from a
number of satellites systematically monitoring the Baltic as
well as two complex systems of mathematical models: the
ences. Production and hosting by Elsevier Sp. z o.o. This is an open
org/licenses/by-nc-nd/4.0/).

http://www.iopan.gda.pl/baltyk2015/
http://tv.task.gda.pl/
http://tv.task.gda.pl/
http://satbaltyk.iopan.gda.pl/
http://dx.doi.org/10.1016/j.oceano.2015.11.001
http://www.sciencedirect.com/science/journal/00000000
www.elsevier.com/locate/oceano
http://dx.doi.org/10.1016/j.oceano.2015.11.001
http://creativecommons.org/licenses/by-nc-nd/4.0/


Table 1 Selected parameters of the Baltic Sea environment determined by the SatBałtyk System (translation from Ostrowska
et al., 2015).

Parameter Additional information

1. Parameter group: Atmosphere, meteorology
Air temperature 1.5 or 2 m above the surface
Cloudiness Total, low-, medium- and high-level
Wind Speed and direction 10 m above the surface
Air humidity Relative and specific 1.5 or 2 m above the surface
Water equivalent of clouds Integrated water vapour content in the atmospheric column
Energy flux Fluxes of radiation (solar, photosynthetically active and long-wave) and sensible and

latent heat
Rainfall Convectional and stratiform
Snowfall Convectional and stratiform

2. Parameter group: Hydrology
Sea level Inclination of the sea surface with respect to its mean level
Sea surface temperature In the surface layer of sea water
Water temperature At different depths
Water salinity At different depths
Sea currents Speed and direction
Ice Range, concentration, thickness, drifting speed
Secchi depth Range of visibility of a Secchi disc (a white disc in daylight)

3. Parameter group: Marine optics
Coefficient of light attenuation In the surface water layer, for different wavelengths
Coefficient of light absorption At different depths, for different wavelengths
Coefficient of light scattering In the surface water layer, for different wavelengths
Coefficient of irradiance attenuation with
increasing depth in the sea

At different depths in the visible light spectral interval (photosynthetically active,
400—700 nm)

Range of visibility in the water In the horizontal direction in the surface water layer
Extent of the euphotic zone The depth reached by 1% of the visible (photosynthetically active) light flux

penetrating the sea surface

4. Parameter group: Energy balance
Solar radiation Downward and upward flux of short-wave radiation (0.3—4 mm) above the sea

surface; instantaneous, mean daily, doses
Thermal radiation Downward and upward flux of long-wave radiation (4—100 mm) above the sea

surface; daily mean values
Radiation balance Resultant daily mean values above the sea surface
Remote reflectance For different wavelengths
Energy in photosynthesis Photosynthetically active entering the sea (400—700 nm); absorbed by

phytoplankton cells; converted into the chemical energy of organic matter
Latent heat Mean 24 h flux
Sensible heat Mean 24 h flux

5. Parameter group: Sea water components
Dissolved oxygen concentration In the surface water layer
Nutrient concentrations Nitrates NO3, phosphates PO4, silicates SiO4 in the surface water layer
Chlorophyll concentrations Chlorophyll a, chlorophyll b and chlorophyll c at different depths
Carotenoid concentrations Photosynthetic, photo-protecting, at different depths
Phycobilin concentration At different depths
SPM concentration In the surface water layer

6. Parameter group: Phytoplankton, photosynthesis
Photosynthetic yield Maximum, and in the surface water layer
Rate of photosynthesis 24 h mean in the water column under 1 m2 of sea surface
Primary production The mass of organic matter produced during photosynthesis in the water column

under 1 m2 of sea surface in 24 h
Phytoplankton biomass The mass of carbon in phytoplankton cells in the surface water layer
Energy absorbed by phytoplankton In 24 h in the water column under 1 m2 of sea surface
Molecular oxygen flux Released during 24 h as a result of photosynthesis in the water column under 1 m2 of

sea surface
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Table 1 (Continued )

Parameter Additional information

7. Parameter group: Coastal zone
Extent of swash zone Reached by storm waves along the Polish coast
Width of dry beach Not inundated — to the base of the dune
Danger from rip currents Potential occurrence, pilot-programme sections
Dune erosion The volume of material carried away as a result of erosion by storm waves, pilot-

programme sections

8. Parameter group: Threats
Storm threats Areas of strong winds
Oil spills Areas where petroleum derivatives may occur on the water surface
Icing Extent of ice cover
Threats to the shoreline Erosion and inundation by storm waves, rip currents

The Polish National Scientific Conference “Baltic 2015” and the inauguration of the “SatBałtyk” satellite monitoring system III
diagnostic ones go by the general name of DESAMBEM1

(Darecki et al., 2008; Woźniak et al., 2008), while the prog-
nostic ones are referred to as BALTFOS2 (Nowicki et al., 2015;
Ołdakowski et al., 2005 and others cited in Ostrowska et al.,
2015). The environmental parameters determined with the
aid of these two systems complement one another: BALTFOS
assimilates empirical data obtained from satellite informa-
tion using the DESAMBEM algorithm, while at the same
time filling in gaps in the DESAMBEM data when the mea-
surements could not be made because the relevant areas
were covered by clouds, i.e. when the satellite did not
“see” the sea.

The SatBałtyk System is continually being calibrated and
corrected on the basis of in situ measurements acquired
during cruises on the Baltic of the research vessels r/v
Oceania, k/h Oceanograf 2 and the motor launch Sonda 2,
as well as from autonomous measurement buoys, the Baltic
Beta drilling platform and the shore stations situated along
the southern coast of the Baltic.

This system was established as a result of earlier optical,
bio-optical and other studies, which enabled the scientific
foundations for the remote-sensing of the complex Baltic Sea
environment to be laid. Those studies were performed over
many years by cooperating teams of scientists from the
Institute of Oceanology (Polish Academy of Sciences, Sopot),
the Institute of Oceanography (University of Gdańsk), the
Institute of Physics (Pomeranian Academy, Słupsk), the Insti-
tute of Marine Sciences (University of Szczecin) and the Sea
Fisheries Institute (Gdynia). In 2010 the first four of these
institutes formed the SatBałtyk Consortium, and as a con-
sequence of winning a competition, were able to jointly carry
1 The DESAMBEM algorithm (DEvelopment of a SAtellite Method for
Baltic Ecosystem Monitoring) came into being in 2001—2005 as a
result of the implementation of the project. The study and devel-
opment of a satellite system for monitoring the Baltic Sea ecosystem
(project No. PBZ-KBN 056/P04/2001) by the Institute of Oceanology
(Polish Academy of Sciences, Sopot) in cooperation with the Insti-
tute of Oceanography (University of Gdańsk), the Institute of Phys-
ics (Pomeranian Academy, Słupsk), and the Sea Fisheries Institute
(Gdynia).
2 BALTFOS (BALTic FOrecasting System) is a complex system of

prognostic models described in many of the papers cited in the
brochure (Ostrowska et al., 2015).
out a large research project in 2010—2015: Project No.
POIG.01.01.02-22-011/09-00 The Satellite Monitoring of
the Baltic Sea Environment (SatBałtyk).3 As a result, the
operational SatBałtyk System came into being. The Institute
of Oceanology PAN is coordinator of this research, and the
initiator and manager of the project was the late Prof.
Bogdan Woźniak until the end of 2014.4 His work was taken
up by Assoc. Prof. Mirosława Ostrowska, who has been the
Project Manager since 1st January 2015 (earlier she was the
Deputy Project Manager).

Most of the parameters currently being monitored by the
SatBałtyk System are set out in Table 1, which is a translation
of Annex 1 from the brochure (Ostrowska et al., 2015 — in
Polish), published in print and in electronic form, accessible
at http://www.iopan.gda.pl/baltyk2015/.

With ongoing scientific research continuing to expand
knowledge of the Baltic environment, it will become possible
to derive ever more accurate mathematical descriptions of
the interrelationships among the various processes taking
place in the sea and the atmosphere. In consequence, the set
of parameters available in the SatBałtyk System describing
the Baltic ecosystem will be extended and matched to the
needs of its users.

The parameters currently available in the System have
been divided into eight groups under the following working
headings: 1. Atmosphere, meteorology, 2. Hydrology, 3. Mar-
ine optics, 4. Energy balance, 5. Sea water components,
6. Phytoplankton, photosynthesis, 7. Coastal zone,
8. Threats. The spatial distributions of these parameters
are systematically monitored and made accessible to users
on the System's website (see above) in the form of distribu-
tion maps of their values in the Baltic area. From these maps
one can read off (and export) the numerical values of these
3 Project No. POIG.01.01.02-22-011/09, The Satellite Monitoring of
the Baltic Sea Environment SatBałtyk, co-financed by the European
Union from the European Regional Development Fund within the
framework of the Operational Programme — Innovative Economy;
Priority axis 1: Research and development of modern technologies;
Action 1.1: Support for scientific research for the building of a
knowledge-based economy.
4 Sadly, Professor Bogdan Woźniak, died on 30 December 2014,

having succumbed to an incurable disease (see In Memoriam Ocea-
nologia 57/1, 2015).

http://www.iopan.gda.pl/baltyk2015/
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parameters anywhere on the Baltic and for any length of time
during the monitoring period; their changes with time are
also available. The System provides descriptions of the rele-
vant parameters and a range of subsidiary information.
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