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KEYWORDS Summary A concept of conservation of energy flux for the internal waves propagating in an
Internal waves; inhomogeneous shallow water is examined. The emphasis is put on an application of solution of
Energy flux the Korteweg—de Vries (KdV) equation in a prescribed form of the cnoidal and solitary waves.
conservation; Numerical simulations were applied for the southern Baltic Sea, along a transect from the
Bottom friction; Bornholm Basin, through the Stupsk Sill and Stupsk Furrow to the Gdansk Basin. Three-layer
Shearing instability; density structure typical for the Baltic Sea has been considered. An increase of wave height and
Wave breaking decrease of phase speed with shallowing water depth was clearly demonstrated. The internal

wave dynamics on both sides of the Stupsk Sill was found to be different due to different vertical
density stratification in these areas. The bottom friction has only negligible influence on dynamics
of internal waves, while shearing instability may be important only for very high waves. Area of
possible instability, expressed in terms of the Richardson number Ri, is very small, and located
within the non-uniform density layer, close to the interface with upper uniform layer. Kinematic
breaking criteria have been examined and critical internal wave heights have been determined.
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internal wave evolution. At present, the South China Sea is
known as a “hot spot” for observations of the internal waves
generated by tides in deep sea and propagating on the ocean
shelf (Lien et al., 2014). A large-amplitude depression of the
first mode of the internal solitary waves has been observed
during spring tide using both shipboard and mooring ADCP and
CTD measurements. Maximum negative vertical displacement
approached the value of 100—150 m, nearly half of the water
depth, and observed phase velocity was equal to about
2ms~". Comprehensive observations of the internal tides
by Holloway (1994, 1996) in a region of shelf-break on the
Australian North West Shelf showed that internal tides exhibit
a three-dimensional structure. Waves of depression are
observed during summer, while in winter they are weaker
and are waves of positive elevation.

Satellite SAR images provided an excellent tool for obser-
vation and recording of the internal waves in the ocean. The
Indonesian Throughflow, the Middle Atlantic Bight, the Gulf
of Aden and the White Sea are only a few examples of such
locations. Other examples have been collected and discussed
by Massel (2015).

Except the observations in nature, several attempts of
modelling of the internal waves have been reported. Vlasenko
and Hutter (2002) using numerical simulations, studied trans-
formation of large amplitude internal solitary waves over a
slope-shelf topography. Grimshaw et al. (2004) employed the
extended Korteweg-de Vries (eKdV) equation to simulate pro-
pagation of internal solitary waves taking into account a real
variability of wave parameters for several oceanic shelves. It
was shown that if the background environment varies suffi-
ciently slowly in comparison with an individual solitary wave,
then the wave has a soliton-like form with varying amplitude
and phase for large distances.

Combined effect of the Earth rotation and varying bathy-
metry on the solitary internal waves propagating on long dis-
tances was described by Grimshaw et al. (2014) using an
extension of the KdV equation in the form of the Ostrovsky
equation. The main finding of this study is that the Earth
rotation induces a formation of a secondary wave packet,
trailing behind the leading wave. These results correspond to
bottom topography and density stratification for the cross
section on the South China Sea. However, as the authors argued,
they are rather typical for many other continental slopes.

In contrast to the deep sea there are not numerous papers
on the internal waves dynamics in the shallow water. The
application of the concept of conservation of energy flux to
study the long internal wave dynamics in the horizontally
inhomogeneous ocean was reported by Pelinovsky and Shav-
ratsky (1976) and Pelinovsky et al. (1994), however without
any connections to the real bathymetry and density stratifica-
tion. Laboratory experiments and theoretical studies have
been conducted by Helfrich and Melville (1986) and Helfrich
(1992) to explore shoaling of the internal solitary waves of
depression in a two-layer system on a uniform slope. An
extended Korteweg-de Vries (eKdV) equation, including the
nonlinearity, dispersion and dissipation was solved numerically
for single and rank-ordered pairs of solitary waves incident on
the slope-shelf topography of large dimension when the topo-
graphic effects dominate nonlinearity and dispersion. The
authors discussed an application of the developed theoretical
models for the real oceanographic situations, however expres-
sing some doubts to which extent a laminar damping in the

laboratory tanks properly reflects turbulent eddy viscosity in
the real ocean.

In this paper, numerical simulations of long internal waves
motion over a slowly changing bathymetry and density stra-
tification in the southern Baltic Sea are considered. For
analysis, the typical temperature and salinity vertical struc-
ture, recorded during the cruise of the research vessel s/v
Oceania in February 2003 along the transect from Bornholm
Basin, through Stupsk Sill and Stupsk Furrow to Gdansk Basins
(see Fig. 1) was used. This period corresponded to one of the
major inflows of saline water from the North Sea to the Baltic
Sea and high dynamics of the pycnocline motions (Massel,
2015; Piechura and Beszczynska-Moller, 2004).

A concept of the energy flux conservation was considered
under the assumption that the internal wave maintains its
cnoidal-like shape with varying wave parameters. Also, the
limiting cases of the cnoidal wave, namely the solitary and
sinusoidal waves are taken into account. In the numerical
simulations, the non-dissipative motion, as well as motion
with several dissipative mechanisms, such as bottom friction,
shearing instability with mixing and wave breaking, have
been taken into account.

The paper is organised as follows. In Section 2, the con-
cept of energy flux conservation for internal waves is intro-
duced. In Section 3, motion of the internal waves of
prescribed form is discussed and governing equations are
solved. Finally, variation of the wave height and wave shape
are determined and illustrated for given locations along the
transect in the southern Baltic Sea. The major conclusions
are formulated in Section 4.

2. Concept of the energy flux conservation

We would like to consider a long internal wave motion in two-
dimensional vertical plane (x, z) with z-axis positive upward.
Water depth is slowly varying in the x direction and the
refraction effects are omitted. The background density
p(x,2) is a known slowly varying function of x and z coordi-
nates. Under the Boussinesq approximation, the rate of wave
energy change can be presented as follows (Kundu et al.,
2016; Massel, 2015):

2 13502 +w))| + go(2w + -(pu) =0, (1)
where u and w are the velocity components in x and z
direction, respectively, p is the water pressure and p(z) is
the perturbation of density component due to wave action.
The first term in Eq. (1) represents a rate of change of the
kinetic energy and the second term can be considered as the
rate of change of potential energy. The last term is the net
work done by the pressure forces and it can be interpreted as
the divergence of the energy flux pu (Gill, 1982).
Therefore, the energy flux integrated over water depth
and averaged over wave period can be written as follows:

T 0
Fw-1/ [ |, Pz Otz et @)

in which T =2x/w is the internal wave period and w is the
wave frequency.

To determine the energy flux Fg(x) we consider the
vertical displacements of isopycnals due to long internal
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Figure 1  Water depths, water temperature and salinity in the Bornholm Basin, Stupsk Sill and Stupsk Furrow on February 4—6, 2003

(Piechura and Beszczynska-Maller, 2004).

waves in the form (Grimshaw et al., 2004; Kurkina et al.,
2011; Massel, 2015):

;(szv t) = W(Xv t)d)(x,z), (3)

in which n(x, t) describes an evolution of the internal wave
shape in space and time, and function ®(x, z) determines a
vertical modal structure of the internal wave.

Among a variety of approaches to describe an evolution
of the long periodic internal waves, the Korteweg-de Vries
(KdV) theory (Korteweg and de Vries, 1895; Massel, 1989;
Miles, 1981; Whitham, 1974) is applied where the balance
between nonlinearity and dispersion of wave motion is
included:

) ) ) Bx

S+ Col+ansl+ =0, (4)
in which C,, is the linear phase velocity, « is the nonlinearity
parameter and g is the dispersion parameter.

The function ®(x, z) in Eq. (3) is a solution of the eigen-
value problem which in the Boussinesq approximation
becomes (Massel, 2015):

d*®(x,z) N*(x,z)—a?
dz? w?—f*

where k(x) is the horizontal wavenumber, f is the inertial
frequency and N(x, z) is the Vaisala-Brunt frequency:

K- (x)®(x,z) = 0, (5)

g dp(x,z)

p(x,z) dz ©)

N2 (x,z) = —

in which 5(x, z) is the background density.
Function ®(x, z) is defined for the water column
(— h <z <0) and the boundary conditions are:

®(x,0) = d(x, —h) = 0. @)

The above boundary value problem should be valid for each
mode, n, and the wave frequency w should be bounded above
by the Vaisala-Brunt frequency, N(x, z), and below by the
inertial frequency, f, i.e.:

2 < w? <N*(x,z). (8)

For long periodic waves if w? < N*(x, z) and when the Earth
rotation is neglected, we obtain:

N (x,z)—? ~ N (X,2), o’ —f*~w?. ©9)

Thus, Eq. (5) for function ®(x, z) can be rewritten as follows:

2
&)2(,2) +q(x,2)AP(x,2z) =0, (10)
dz
where
1
q(x,2) =N*(x,2), A= (11)
C3(x)

The solution of Eq. (10) is described fully in Section 3.2.3 for
an inhomogeneous three-layer density stratification. Here
we only note that the function ®(x, z) is normalised so that
maximum value of the function ®(x, z) is equal to 1 at some
level z, and ®(x, z) vanishes at the sea surface and sea
bottom. For a given frequency w, solution of Eq. (10) shows
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that an initial disturbance is decomposed into a set of
propagating modes A, with corresponding phase velocities
C,ﬁ"). However for further analysis, the first most energetic
mode (eigenvalue) A = A, is retained, with the phase velocity
given by Eq. (11). It should be noted here that phase velocity
Cp(x) is totally dependent on the vertical water stratification
and Vaisala-Brunt frequency, and it does not depend on the
internal wave amplitude.

From the following expressions for the dynamic pressure p
and horizontal velocity u (Krauss, 1966; Kurkina et al., 2011;
Kundu et al., 2016):

p(x,z) = —p(x,z)Cp(x)u(x,z) and

dd(x,z) (12)
dz '’

the energy flux integrated over water depth and averaged

over wave period becomes:

T 70 2
Fei=7 [, [, om0 g2 gzat

(13)

u(x,z) = —Cp(x)n(x, t)

or:
_ 1 /7
Fet = Goami [ (. tde. (14)
where
0 dd(x,z)\*
H(x)f/_hm,o(x,z) (T) dz. (15)

Functions C,(x) and II(x) depend totally on the vertical
stratification of water masses at a given distance x and they
do not depend on time.

Now we assume the conservation of energy flux for a given
dissipation mechanisms in the general form:

8FE(X)

———+D(x) = 1
£ D) =0, (16)

in which D(x) is the dissipation term. This term obeys the

possible energy losses due to bottom friction, percolation

within the sea bottom, shearing instability and mixing in

water column, and wave breaking.

3. Propagation of long internal waves on
slowly varying water depth

3.1. Governing equations

In general, the energy flux conservation concept should be
valid for arbitrary internal wave shape n(x, t). However,
determination of initial n(xo, t) function is very difficult to
achieve in the natural conditions. Therefore we will con-
sider an evolution of long internal waves with isopycnal
displacements given in a prescribed form of the periodic
cnoidal waves. The cnoidal waves resulting from the KdV
equation were chosen as they provide an opportunity to
study dynamics of the simple linear sinusoidal waves as
well as solitary waves within the same framework of the
Jacobian elliptic functions (Abramowitz and Stegun, 1975).

Thus we assume the wave shape as follows (Massel, 1989,
2015):

n(x, t) = H(x){% (1 —E—m) +cn? [% (x—Ut)} } (17)

in which H(x) is the wave height, L is the wave length, cn(x) is
the Jacobian elliptic function, and K and E are the complete
elliptic integrals of the first and second kind, respectively.
They are functions of the elliptic parameter m from the range
0 < m <1 (Abramowitz and Stegun, 1975). The phase speed
U is given by:

U=Cy(x) {1 +é";’l§;‘) (2—3E—m)]. (18)

The wave height H(x) corresponds to the maximum isopycnal
displacement ¢ at a level z where the normalised function ®
(x, z) =1. Due to boundary conditions (7), the isopycnal
displacements at sea surface and sea bottom are equal to
zero.

To define an unknown elliptic parameter m, the following
relationship is applied (Massel, 1989, 2015):

. 2
@)mﬁL:m”’ (19)
or
(399)fﬂXMCMXYDZ_ mK? 20

B(x) 48 {1 | alRH) (2—3%—m)] 2

in which nonlinearity and dispersion parameters & and 3 are:

0 dd(x.2)\ >
4(x) alx) 3 f—h(x)( fé”) dz
a(x) = =_ R
Co(x) 2 I " )(dd)((jx,z))z dz
—n(x 4

(21)

) 1 %00 @(x,2) dz
mmzcﬂ =t

X) 2,0 (dox)\2
p(x) Jnee <#> dz

(22)

To get the energy flux we have to solve the integral in
Eq. (14) for n(x, t) given by Eq. (17). The calculations are
facilitated by a recursion relations from Gradshteyn and
Ryzhik (1965):

/m=%/ﬁmm%wwa @3)
then:
10)=1 and I(1):—1+m+§, (24)
and:
I(1+2) = Gf%) @2m—1)I(l+ 1) + (gf%)

x (m—mA)I(l). (25)

Using these relationships an evolution equation for wave
height becomes:
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i=3
i(quu?;mnmu0+mn:Q (26)
or
dH(x) 1 & 1 Dx)
a 2P0 " 2 prem @
in which
i=3
Pi(x) = G (x)II(x) > Ai(x), (28)
i=1
2
A(x) = {% (1,§,m>] , (29)
2
mm:—é(v§4ﬁ, (30)
Aﬂxyzg%ipm—bm(1—m—5)+4nﬂ—mﬂ. 31)

Prior to solving Eq. (27), the dissipation term D(x) should be
determined. In the following reasoning, various dissipation
mechanisms are discussed. However, it will be useful to start
with case of the non-dissipative motion.

3.2. Wave motion without energy dissipation

When dissipation is totally neglected, i.e. D(x) = 0, solution
of Eq. (27) takes the form:

~(Gx0)\ T (T(x0)\ "* | 153 Ai(%0)
H0) = <cpp<x> ) (H(x) ) S

where xo denotes the reference point where the values
Cp(xo), II(xo) and Aj(xo) are assumed to be known.

12
H(xo), (32)

3.2.1. Solitary wave

The above formula for the cnoidal waves is simplified con-
siderably for extreme values of the elliptic parameter m,
namely for m=1and m=0. When m — 1, we have E =1 and
K— oco. Consequently L— oo, and function cn*(u)—
cosh ~2(u). Thus the solitary wave shape becomes:

. 12
n(x,t) = H(x)cosh? [(% ZEX) (x_Ut)} : (33)
where
U=_Cp(x) (1 + %&(x)H(x)) ~ Cp(x). (34)
For averaged energy flux for the solitary waves we have:
—— 4 5 B(x)\"? 3/2

Thus, if D(x) =0 from Eq. (27) we find:

H(x) = E4(x) E2(x) E3(x) H(xo), (36)
where:
_(Gx)\?
F10) = (&(x)(x))
R R 1/3

EZ(X)‘{ a(xxo)>> (‘?&"f)] ' e

I(x)\ *?
Es() (H<x°>)

Let us rewrite Eq. (36) as follows:

H(x) = C* (x) T3 (x)q"/> (X) Drer. (38)
in which:
0 (db(xz))> dz
q(x) = fo”<2“) (39)
fﬁhCI) (x,2)dz
and
Dret = C/* (x0) I (x0)q "/ (X0)H (Xo). (40)

Expression (40) is in full agreement with results of Pelinovsky
and Shavratsky (1976) obtained by another methods.

In a similar way we can determine the amplitudes of
velocities and water density, i.e.:

vertical velocity ~ C,*> (x)I1-%3(x)q"3(x)
horizontal velocity ~ C,"" (x)I1"2/%(x)q"/* (x) dq)c(j’; 2)
dz
(41)

water density ~ C,*>()IT%3(x)q"3 (x)®(x, 2)

3.2.2. Linear wave

In the second extreme case when the parameter m — 0, the
complete elliptic integrals E=K=7x/2. Therefore the first
term in Eq. (17) becomes:

. [1 E
lim [E <17Rfm)} =-1/2, (42)
and

2K
cn? {T Ut} — cos? [% Cp(x)t]. (43)
Now the wave shape becomes:
n(x,t) = — @ + H(x)cos? [ 7 Co(x)t]

= @ cos {ZTH Cp(x)t} , (44)

and for wave height H(x) we have:

_ (G0(x0)\** (T(x0)\ "
H = (Zaa) (mg) Mo @)

3.2.3. Numerical simulation for an inhomogeneous
three-layer water density structure

To illustrate the applicability of above formulae we assume
for a moment that the dissipation energy is absent and the
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internal waves are propagating over slowly changing water
depth in the southern Baltic Sea. Two sections of the sloping
bottom in region of the Stupsk Sill and the Stupsk Furrow have
been chosen for numerical simulation. The first section of
length of about 27 km extends from Stations 172 till Station
199. Numbers of Stations correspond to the distances given in
Fig. 1. Water depth is changing from about 90 m in the
Bornholm Basin to about 55 m close to the Stupsk Sill. Thus,
the mean bottom slope is ~0.0011. The experimental data on
the density stratification p(x, z) were obtained from the s/v
Oceania cruises in February 2003. They confirm that the
three-layer vertical density distribution dominates in the
Baltic Sea (Krauss, 1966; Massel, 2015). The upper and
bottom layers are usually uniform and the non-uniform layer
between them is characterised by slowly changing density as
follows:

01 for —h1<z<0

_ N3 (%)

p(z) = § prexp|— g (z+hy)| for —h<z<-hy, (46)
P for —h<z<-h,

in which h is total water depth, h; is the thickness of upper
layer, (h, — hq) is the thickness of the non-uniform layer,
(h — hy) is the thickness of bottom uniform layer and Ny(x) is
the Vaisala-Brunt frequency given as:

0 for —h1<z<0
Q1
2 gln (*)
NO(X) - 02 for —hZSZS—h1 (47)
hi—h,
0 for —h<z<-—-h;

Solution of the linear eigenvalue problem (see Eq. (10))
for long internal waves with a given density distribution can
be obtained by an analytical method. In particular, we adopt
the function ®(x, z) in the form:

B(x)z —h1<z<0
d(x,z) = { C(x)cos(yz) + D(x)sin(yz) —h;<z<—h; (48)
E(x)(z + h) _h<z<—h,

where y = No(x)/Cp(X).

The functions B(x), C(x), D(x) and E(x) are obtained from
the continuity conditions at the sublayers boundaries. These
conditions are expressed in the form of continuity of function
d(x, z) and its gradient d®(x, z)/dz across the boundaries
(Massel, 2015). The resulted set of equations has a non-trivial
solution only when the following determinant A becomes
zero:

ayr Q2 a3 Q14
a a a a
A= 21 22 23 24 | _ 0’ (49)
az1 Qa3 a3z Q34
G41 Q42 Q43 Q44
in which:
a4 = 0

ay =hy, aip =cos(yhy), a3 = —sin(yhy),

a1 =1, axp=-—ysin(yhy), a3 =—ycos(yhy), a4=0
azq :07 az; = —CO?(yhz), ass :Sin(yhz), ass=h—h,
a4q :0, a4y :—]/Sln()/hz)., d43 = —)/COS(]/hz)7 044:1

(50)

For a given value of the Vaisala-Brunt frequency Ny(x),
Eq. (49) allows to determine the phase velocities C,(x) for

an infinite number of modes, n, and corresponding functions
for a given mode are:

a3021—0a11ay
X) = ¥B X
QA12023—01302

a1102—012021
D(x) = ———=—B(x
) Q12023 —013022 1
E(x) = —(aC(x) + a33D(x))

34

Now we apply above formulae for the first mode of the
internal solitary wave moving over the west slope of the
Stupsk Sill. The scattered rhombuses in Fig. 2 show the
solitary wave height increase with a distance x, when
approaching to the Stupsk Sill, what should be expected.
Spreading of dots results from the variation in space of the
experimental temperature and salinity values which are
initial ones for determination of density stratification accord-
ing to UNESCO formula (Massel, 2015). Solid line represent
the best fitting of the simulation data. These remarks also
apply for other figures in the paper.

It should be noted that on the distance of about 30 km, the
non-dimensional wave height has increased more than two
times with respect to wave height at the reference point. In
the same time, the circular dots demonstrate a slower
decrease of the non-dimensional phase velocity C,(x).

Fig. 3 illustrates an important dependence of the solitary
non-dimensional wave height and phase velocity on water
depth. Non-dimensional wave height is decreasing approxi-
mately as the function H(x)/H(xo) ~ h=2-%” while the phase
velocity increase is approximated by the linear function of
Cp(x)/Cp(x0) = 0.015h — 0.21. In Fig. 4 the known fact that
the dispersion parameter 8 depends mostly on the water
depth h is confirmed. For both regions under consideration,
parameter B is almost a linear function of water depth.
However values of parameter 8 for the same water depths
are different for both slopes what suggests that the disper-
sion parameter B possibly depends also on another factors.
For deeper waters in the Gotland Deep in the Baltic Sea,

2.2
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ZO: dots - numerical simulation data
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wave height H[x]/H[x,] and phase vel. C,[x]/C,[x]

Figure 2 Non-dimensional wave height and phase velocity as a
function of distance for the west slope of the Stupsk Sill. Solid
curves denote the best fitting of simulation data.
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Figure 3 Non-dimensional wave height and phase velocity as a
function of water depth for the west slope of the Stupsk Sill. Solid
curves denote the best fitting of simulation data.

Talipova et al. (1998) showed that g=2.12 - 107%h32¢ and
phase velocity C, =0.82 In(h) — 3.4.

As shown in Fig. 5, the nonlinear parameter « linearly
attenuates with the water depth for both regions under
consideration, i.e. « ~ —0.001h + 0.117. It means that inter-
nal waves climbing on the west slope of the Stupsk Sill and on
the east slope of the Stupsk Furrow become more and more
nonlinear, what should be expected. Moreover, Fig. 6 shows a
linear relationship between wave height H and the function
C;4/3(x) (see Eq. (38). From this equation it follows that
under assumption of constant energy flux, when water depth
decreases, the solitary wave height increases and the crest of
a solitary wave becomes higher and wave shape becomes
thinner as shown in Fig. 7).

Similar numerical simulations have been performed for
east slope of the Stupsk Furrow for Stations 244—318 (see
Fig. 1). Comparison of the phase velocities given in Fig. 8
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Figure 4 Dispersion parameter § as a function of water depth.
Solid curve denotes the best fitting of simulation data.
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Figure 5 Nonlinear parameter « as a function of water depth.
Solid curves denote the best fitting of simulation data.

showed that C,(x) for this slope is smaller than phase velocity
on west slope of the Stupsk Sill.

From Eq. (10) follows that except water depth, the phase
velocity C,(x) depends on the Vaisala-Brunt frequency No(x)
which is a function of the vertical stratification of water
density. So, let us write:

G(x)

P2—P1
Veh(x) f(m + pz)’ 2)

where the ratio (o, — p1)/ (01 + p2) can be called as a density
parameter. Function (52) is shown in Fig. 9 for both regions
under consideration. The non-dimensional phase velocities
form two separated groups depending on the density param-
eter. Larger value of this parameter yields the higher value of
the phase velocity for the west slope of the Stupsk Sill than for
the other region. However within each group of data, the
non-dimensional phase velocity is almost linearly dependent
on the density parameter:

2.2 .

dots - numerical simulation data
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HIx1/Hlxol

T T T T T T T T LI B S S B B B s s s e

0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6
-4/3
Cp[ ]

Figure 6 Non-dimensional wave height as a function of phase
velocity for the west slope of the Stupsk Sill. Solid curve denotes
the best fitting of simulation data.
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(33)

From the above analysis it follows that the Stupsk Sill sepa-
rates regions of different phase velocities of the solitary
waves. This difference is mostly due to different density
structure of a water column. The density p; at the top of
a pycnocline remains the same for both regions and it is equal
to p; ~ 1005.65 kg m~3. On the other hand, the bottom layer
density for the west slope of the Stupsk Sill is equal
p2 ~ 1013—1014 kg m~3 while for the east slope of the Stupsk
Furrow it is equal only p, ~ 1008—1010 kg m~3. It means that
dense bottom water from the Bornholm Basin is not able to
overflow through the Stupsk Sill, being blocked at the west
slope of the Stupsk Sill.
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Figure 8 Comparison of phase velocity as a function of water
depth for the west slope of the Stupsk Sill and the east slope of the
Stupsk Furrow. Solid curves denote the best fitting of simulation
data.

the east slope of the Stupsk Furrow. Solid curves denote the
best fitting of simulation data.

Eq. (38) indicates that internal wave height is proportional
to the phase velocity as H(x) mC;4/3(x). Therefore for the
same value of the density parameter (o, — p1)/ (01 + 02),
smaller phase velocity corresponds to a higher wave. That
is illustrated in Fig. 10 by comparison of two groups of data
for the west slope of the Stupsk Sill and the east slope of the
Stupsk Furrow. The following reference values of the wave
heights for both regions have been used for calculations: H
(X0 =172) =1 m and H(xp = 244) = 1 m.

Another factor which can influence the phase speed and
wave height is the thickness of a pycnocline. As it is shown in
Fig. 11, thickness of the pycnoclines is changed linearly with
water depth h in both regions under consideration. On the
west slope of the Stupsk Sill, the thickness is bigger than on
the east slope of the Stupsk Furrow. It should be noted that
pycnocline thickness (h, — h) is located in a denominator of
fraction in the formula for Vaisala-Brent frequency Ny(x) (see
Eq. (47)). Therefore, the smaller pycnocline thickness should

4.0+
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- 4 pe
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Figure 10 Non-dimensional wave height as a function of den-
sity parameter for the west slope of the Stupsk Sill and the east
slope of Stupsk Furrow. Solid curves denote the best fitting of
simulation data.
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Figure 11 Thickness of non-uniform layer as a function of
water depth. Solid curves denote the best fitting of simulation
data.

give higher frequency Ny(x) and vice versa. Despite this fact,
the influence of the density ratio (p,/ 1) on frequency Ng(x)
is much stronger resulting finally in the higher value of
the Vaisala-Brunt frequency on the west slope of the Stupsk
Sill.

Let us now consider a short cnoidal wave (T =10 min)
propagating on the west slope of the Stupsk Sill. In Fig. 12,
the relationship of wave height and phase speed on the water
depth is shown. Wave height of the short cnoidal wave
increases much slower than the solitary wave height (see
Fig. 3 for comparison). However, phase speed behaves in a
similar way, being independent on the shape of an internal
wave.

] hy=89m

dots - numerical simulation data

the Stupsk Sill profile
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water depth h [m]

wave height H[h]/H[ho] and phase vel. C,[h]/ C,[ho]

Figure 12 Internal wave height and phase velocity as a func-
tion of water depth for short internal wave. Solid curves denote
the best fitting of simulation data.

3.3. Wave motion with energy dissipation

3.3.1. Influence of bottom friction

In the previous section, propagation of the internal waves
over varying water depth was discussed under assumption
that the energy dissipation is absent. When waves are non
breaking and the energy loss by percolation is neglected, the
only dissipation mechanism is the bottom friction, i.e. D(x)
= D¢ Then, the energy flux becomes:

dFe(x)
dx

in which the average work done by friction stress for periodic
wave per unit area is (Massel, 2012):

+ D(x) =0, (54)

1T
p-w-7 [ ofujus|t. (55)

where f is the friction factor (f, ~ 0.05) and u,, is the bottom
velocity due to internal waves:

i) = G 6 () (56)

First let us apply above relationships for the cnoidal waves of
arbitrary elliptic parameter m. Thus, the dissipation term D,
becomes:

D(x) = —P(x)H*(x), (57)
in which:
e e (AP Gy
Patx) = (01,0 () S oo (58)
and
3
Bi(x) = [% <1—E—m)} , (59)
3

B, (x) = l;—':’ (1—E—m) , (60)

1 E
B3(X) :W 17R7m)

X {m(m—1)—2(2m—1) {1—E—m} }, (61)

Bs(x) = # { ; (2m—1) {m(1 —m)—2(2m-1) <1 - E —m)}
—-3m(1—m) {1—E—m] } (62)

Substituting Eq. (57) into Eq. (27) provides the governing
equation for wave amplitude H(x) in a form of the Bernoulli
equation:

H*(x) =0, (63)
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which has the following solution:

12
H(x) = (’:;1((’;:))) G (x, x0)H(Xo), (64)

where:

G(x) = 1+ 7(~h)fH

< ()P x0) [ P E0a(x) (65)
and
Sy (d(x,2)\} 2
patx) = G005 ) oo (66)

For the solitary waves, if m = 1, the energy flux, the dissipa-
tion term and the wave height become:

Fe(x) = P1()H2(x)

. 12
_4v3 X CL(x)TI(x) (ﬁ(x)) H2, (67)

3

Dyr = P2 (x)H*/? ()

_1V3 500 h do(x,2) px) 1/ZHE‘/2
=5 G0p(- )er( e >Z?h a(x) ’

where:

G(x,x0) =1 +§ﬁ(—h)frH(x0)p12/3(x0)x/" p1*5/3(x)l:’2(x) dx

(70)

3 L N2
Py(x) = 16;\55 C2(x) (dq)c(;;’ Z)) <%> . (71)

z=—h

We illustrate an influence of the bottom friction on the propa-
gation of solitary waves on west slope of the Stupsk Sill for the
initial wave height H=3 m and friction factor f,=0.05. In
Fig. 13, the ratio of the wave height Hg(x)/H(x) is shown,
where Hg is the wave height including the bottom friction and
H(x) is wave height without dissipation. Reduction of wave
height due to bottom friction is very small, being less than 1.5%
for water depth decreasing along the slope from 89 m till 62 m.

3.3.2. Shearing instability and mixing

Except the bottom friction, internal wave energy is
decreasing by radial spreading and mixing in the water
column where the passing wave generates high shear. The
energy loss due to shear-induced mixing may be enhanced
for shoaling internal waves on shelf. Following Bogucki and
Garrett (1993), we examine an influence of the solitary
wave height on attenuation of the Richardson number
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0.995 -

Hy[x]/H[x]

dots - numerical simulation data

the Stupsk Sill profile

0.990

0985 ———— T T T T T T T T
55 60 65 70 75 80 85 90

water depth h [m]

Figure 13  Influence of bottom friction on dynamics of solitary
wave height. Solid curves denote the best fitting of simulation
data.

Ri. Let the basic state consist steady, shearing flow with
dominated horizontal flow. The governing equation for
such flow is the Taylor—Goldstein equation for the vertical
structure of a perturbation in a stratified flow. The ques-
tion is now, what is the critical velocity shear below which
the flow is stable and above which mixing occurs. This
limiting velocity can be determined from the Richardson
number (Kundu et al., 2016):

Ri(x,2) = N (72)

2
d
)
When Ri(x, z) > 1/4 holds everywhere in the domain, the
stratified shear flow is stable. On the other hand, criterion Ri

(x, z) < 1/4 is a necessary but not sufficient condition for
instability. In our case for the Richardson number we obtain:

N (x)
(o0 00n00 F232)*

where function ®(x, z) is givenin Eq. (48). For the three-layer
vertical density distribution, Eq. (73) is applicable only in the
non-uniform layer when —h, < z — hy. In the upper uniform
layer (—h;<z<0) and in the lower uniform layer
(— h<z< —h,), the second derivative of function ®(x, z)
is equal to zero and the Richardson number Ri(x, z) cannot be
determined.

Fig. 14 shows distribution of the Richardson number in the
non-uniform layer for Station 199 at west slope of the Stupsk
Sill when internal wave height ~26 m. The area where the
Richardson number Ri(x, z) < 1/4 is concentrated under the
wave crest and below the upper level of non-uniform
layer. This area is rather small, even for very big wave height.
The minimum value of the Richardson number drops to
about 0.17.

Bogucki and Garrett (1993) argued that for a two-layer
system separated by a thin interface with a finite density
gradient, the Richardson number in the interface falls below
1/4f the internal wave height exceeds 2[(h, — hy) h1]"/2. For
such wave height a two-layer system generates mixing by

Ri(x,z) = (73)
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Figure 14 Area of possible shearing instability at the Station 199.

shear instability, and the interface is widening due to passing
of internal wave. Bogucki and Garrett (1993), using the
concept of interface widening developed a model describing
internal wave dissipation and wave height attenuation. How-
ever, this model is not applicable as the interface thickness
(hy — hy) in our case is not small.

3.3.3. Wave breaking

Numerical calculations by Vlasenko and Hutter (2002) showed
that the kinematic instability is responsible for mechanism of
strong wave breaking rather than a shearing instability,
discussed above. They considered a two-layer system with
a vertical fluid stratification. Amplitudes of waves and the
bottom parameters were chosen to be close to those
observed in the Andaman and Sulu Seas. A proposed breaking
criterion for the internal solitary waves for sea bottom slope
in the range 0.52° < B < 21.8° is:

H 0.8°
>

hb_hm B /3
where His the maximum displacement at the centre of wave, 8
is the bottom slope, hy, is the water depth at point of wave
breaking and h,, is the depth of an undisturbed position of the
interface line. If the water depth on the shelf is less than hy, a
solitary wave breaks before it and penetrates into the shallow
water zone, otherwise it passes into the shelf without breaking.

Laboratory experiments by Helfrich and Melville (1986)
and Helfrich (1992) showed that wave breaking occurs when
normalised maximal wave height H/(h, — h,) exceeds
0.4 and does not depends on the bottom slope, i.e.:

H
he—hn >04. (75)
Observations of Lien et al. (2014) on the Dougsha slope
(about 0.4°) in the northern South China Sea confirmed that

104, (74)

convective breaking of the solitary internal waves, with
negative displacement, occurs at H/ (h — h,,) > 0.4, in agree-
ment with the Helfrich's laboratory results.

For typical three-layer density structure, discussed
above, determination of the wave breaking criteria is more
complicated. First, we apply criterion (75) and assume that
depth h,, coincides with a level of the maximum eigen-
function ®(x, z), defined by the linear boundary value
problem (10) at which d®(x, z)/dz =0. At this level, the
isopycnal displacement ¢(x), given in Eq. (3), has the
maximum value.

The second breaking criterion follows from assumption
that location of the wave breaking is defined at a position
where the horizontal velocity u begins to surpass the phase
speed Cp(x) at some level z in water column, i.e.:

Ju(x,2)| > Co(x). (76)

Numerical simulations showed that for the three-layer
density structure, the velocity |u(x, z)| reaches a maxi-
mum value close to the sea bottom. Therefore, this value
was used for comparison with the phase speed. In Fig. 15 a
comparison of the limiting wave heights for both breaking
criteria is shown for some Stations on the west slope of the
Stupsk Sill, starting from deeper water in the Bornholm
Basin and going easterly up to the Stupsk Sill. At the deeper
section of the slope, up to Station 193, criterion (76)
requires much bigger wave height H(x) than criterion
(75). For smaller depths (from Section 193 till Section
199), waves break after reaching criterion (76) and before
criterion (75) is satisfied. It should be noted that these
results are based on the numerical simulation for real
bathymetry and experimental density stratification. How-
ever, due to lack of the experimental data on the wave
height, these conclusions should be taken only as some
estimations of the real breaking process.
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Figure 15 Comparison of two breaking criteria for the west
slope of the Stupsk Sill. Solid curves denote the best fitting of
simulation data.

4. Conclusions

In this paper, dynamics of the internal cnoidal and solitary
waves propagating on horizontally inhomogeneous shallow
water is studied. For slowly varying background environment
(water depth and density stratification), the theoretical for-
mulae for the wave height and wave shape parameters are
derived in an explicit forms, based on the concept of the
conservation of energy flux with various energy dissipation
terms.

The numerical simulations were applied for the southern
Baltic Sea, along the transect from the Bornholm Basin,
through the Stupsk Sill and Stupsk Furrow to the Gdansk
Basin. An increase of wave height and decrease of the phase
speed in shallowing water depth was illustrated. The bottom
friction has only negligible influence on the dynamics of
internal waves, while the shearing instability may be impor-
tant only for very large wave heights. The area of the possible
instability, expressed in terms of the Richardson number Ri, is
very small and restricted to an area within the non-uniform
density layer, close to the upper uniform layer. The kinematic
breaking criteria, suggested by Helfrich and Vlasenko and
Hutter, have been examined and critical internal wave
heights for the three-layer density structure have been
determined.
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utilizing a number of appropriate numerical models than can simulate the wave propagation from
offshore up to the swash zone. The coastal zone of Rethymno in Greece is selected as a case study area
and simulations of wave characteristics with the model SWAN for the period 1960—2100 in the offshore
region are presented. These data are given as boundary conditions to further numerical models (MIKE21
PMS and HD) in order to investigate the spatial evolution of the wave and the hydrodynamic field in
intermediate and shallow waters. Finally, the calculated wave height serves as input to empirical
formulas and time dependent wave propagation models (MIKE21 BW) to estimate the wave run-up and
wave overtopping (EurOtop). It is suggested that the proposed procedure is generic enough to be

applicable to any similar region.

© 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. zo.0. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).

1. Introduction

In recent years research efforts from several disciplines have
focused on the long-term prediction of climate change and its
effects, including prediction of wind and wave climate
changes, intensity and frequency of rainfalls as well as
changes in temperature and increase in sea level. This paper
focuses on the effects of climate change on coastal zones and
specifically examines the occurrence of coastal floods under
climate change scenarios.

Coastal floods are complex phenomena influenced by a
series of factors including the bathymetry of sea bottom,
existing port and coastal works, erosion and sea level rise
phenomena geometry of the urban environments (e.g. roads,
buildings, drainage systems, etc.). Recent research has con-
tributed to the development of useful tools to predict and
calculate the causes of coastal flood events (Kundzewicz,
2014) arising from e.g. storms and storm surges (Anselme
et al., 2011; Breilh et al., 2014; Long et al., 2014), sea level
rise (Warner and Tissot, 2012; Wisniewski and Wolski, 2011)
and tsunami (McCabe et al., 2014). These phenomena even-
tually result in wave overtopping and wave run-up (Laudier
etal., 2011; Lynett et al., 2010; Matias et al., 2012; Plant and
Stockdon, 2015; Senechal et al., 2011; Smith et al., 2012;
Stockdon and Holman, 2011) on shore and thus result in
coastal flooding. During the last years the impacts of climate
change on coastal flooding and on the stability and operation
of ports and coastal defense structures has risen in attention,
looking specifically on disaster risk resilience (Karambas,
2015; Koftis et al., 2015; Kokkinos et al., 2014).

Moving closer to numerical modelling of coastal flood
components discussed above, Chini and Stansby (2012) pre-
sented a modelling system for determining wave overtopping
discharge depending on water level and nearshore wave
height. Kokkinos et al. (2014) assessed wave run-up and
storm surge in the Aegean Sea using large wave data char-
acteristics proving the vulnerability to flooding for the exam-
ined coastal areas. Gallien et al. (2014) took advantage of
flood field observations in order to evaluate the accuracy of
two urban flood prediction models. The first one, termed
static, compares water level to land elevation while the
second one, and more sophisticated, is based on a hydro-
dynamic model using time-dependent overtopping rates and
estimating the overland flow.

The issue of flood risk management in coastal regions has
been on the research agendas of several national and EU
funded projects (Oumeraci et al., 2015; RISC-KIT, 2015). The

present research, undertaken within the framework of the
project PEARL (Preparing for Extreme And Rare events in
coastalL regions) is funded under the 7th Framework Pro-
gramme for Research of the European Union (FP7/2007-
2013). The main goal of PEARL is to develop adaptive, socio-
technical risk management measures and strategies for
coastal communities against extreme hydro-meteorological
events minimizing social, economic and environmental
impacts and increasing the resilience of coastal regions in
Europe (Makropoulos et al., 2014, 2015).

The approach presented in this paper is an integrated
methodology for long-term prediction of climate changes and
their respective impacts on coastal zones, starting from the
wind climate change ending with the calculation of wave
overtopping and run-up. This is achieved by the combination
and cooperation of various numerical models for predicting
and simulating the related natural phenomena. The case
study in which the proposed methodology is demonstrated
is the coastal region of Rethymno in the island of Crete,
Greece. The results can be used in future plans of local
authorities in order to take appropriate measures to inform
the residents and to support optimum design of future pro-
tection works. Due to the methodology's generic nature, it
can be applied to any coastal region. Section 2 presents the
complexities of the selected area of research (Rethymno) and
introduces the framework of the methodology by specifying
the chain of numerical models implemented. Section 3 high-
lights the main assumptions and the available data used for
past and future projections of local wave climate data
obtained for SWAN model (Booij et al., 1999; Ris et al.,
1999), a third-generation wave model that computes ran-
dom, short-crested, wind generated waves in open sea,
coastal regions and inland waters. With offshore wave data
available, definition and categorization of the storm events is
accomplished in order to distinguish the severity of each
event. Registered flood events in the port area of Rethymno,
as reported by residents’ testimonials, are categorized
according to wind measurements conducted by the National
Weather Service. This action verifies the storm characteris-
tics arising from the suggested approach. The simulations are
then fed, as boundary conditions, into a wave propagation
model (Section 4) to simulate the wave characteristics and
the hydrodynamic field nearshore (MIKE21 PMS, HD (DHI,
2007a,b,c)). Subsequently the characteristic wave height,
as transformed through various physical processes (shoaling,
refraction, breaking, etc.), is used to simulate wave run-up
with an improved Boussinesq-type model MIKE21BW (DHI,
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2007a,b,c), and to estimate the wave overtopping (EurOtop,
2007) in selected reaches along the coastal zone of Rethymno
(Section 5). Section 6 discusses the methodology and pre-
sents the main conclusions, important results obtained and
suggested areas for further investigation.

2. Methodology
2.1. Rethymno site description

The area under study (Fig. 1) is located at the Prefecture of
Rethymno, which is one of the four Prefectures of Crete in
Greece. Rethymno city's population stands at 32,468 inhabi-
tants, which characterize it as the third most populous urban
area in Crete. Rethymno is the centre of commercial, admin-
istrative and cultural activities of the homonymous Regional
Unit where most of the human activities are being developed
along the coastline of the harbour area. The area, where the
methodology will be tested, includes the Port of Rethymno
and the adjacent coastal area (a total area of about 14 km?
with a coastline length of approximately 8 km).

Flooding has always been a serious problem for Rethymno.
Major flood events have been encountered throughout the
years, resulting in serious damages mainly in the Old Town of
Rethymno and the east low-lying areas (Figs. 2—5). Further-
more, changes in wind conditions — potentially due to cli-
matic changes — have resulted in more frequent occurrence
of storm events. Extreme weather conditions of strong winds
resulting in the creation of storm waves are combined some-
times with flash floods from ephemeral streams. Dire con-
sequence of the extreme waves formulation were the violent
wave overtopping along the windward breakwaters of the

harbour, as shown in Fig. 5, threatening the stability of
breakwaters and port facilities as well as the safety of human
population. An additional severe result of wave overtopping
is the flood inundation of the harbour's surface area and the
surrounding roads. The quantities of seawater (see figure)
that penetrates from the west (Parking area) during those
storm events, overflows the harbour's surface area, as well as
the wider coastal area, causing disruption to loading and
unloading operations, damage to the port facilities and the
cargo, traffic problems and damage to coastal shops and
restaurants. The adjacent recreational beaches are also
exposed to erosion, spoiling the coastal site and affecting
the tourism's contribution to local economy.

The combined occurrence of extreme hydro-meteorolo-
gical events poses a real threat to Rethymno's community and
emphasizes the need for specific actionable roadmaps that
will enhance the existing infrastructure and operational
strategies against the danger of flood by helping stakeholders
toidentify areas that are sensitive to floods and also to define
efficient flood management strategies including engineering,
environmental and socio-economic measures for Rethymno.

2.2. Description of methodology followed and
numerical models chain

The SWAN model is initially used to simulate the offshore
wave characteristics (directional spectrum) taking into
account the changes of wind climate, followed by the MIKE21
PMS model which is applied for the transformation of the
offshore information to shallower regions, up to the coast.
Finally, a combination of MIKE21 BW, EurOtop and empirical
formulas are utilized for the computation of wave overtopping

Figure 1

Rethymno city, Crete, Greece and area of interest.
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Figure 2 Historic flood in Rethymno, October 28th 1991 (Archontakis, 2013).

and run-up. The necessary wave condition at the offshore exploited for calculating the changes of wave overtopping
boundary of the local geographical area were derived from and run-up which ultimately causes inland flooding of the
adownscaling approach, based on the transformation of global coastal region of Rethymno's area.

wind fields carrying the effect of climate change and affecting The offshore wave simulations utilize a 3-level SWAN-
nearshore wave conditions. The latter are subsequently based scheme (Athanassoulis et al., 2014) illustrated in

2013 2013 - *‘: B 2013

2010 i 2010

Figure 3 Recent floods at the harbour area of Rethymno (2010—2013).
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(b)

Figure 4 Damages of the base of windward wave breakwater: (a) previous damages, photograph taken on January 4th, 2014; (b) new
damages after structural repairs, photograph taken on January 14th, 2015.

Figure 5
breakwater damages.

Fig. 6 which was developed in the framework of Thales
project CCSEAWAVS (Prinos, 2014) which aimed to estimate
the effects of climate change on sea level and wave climate
of the Greek seas, the coastal vulnerability and the safety
of coastal and marine structures. This simulation scheme
uses past and future projections climatic wind fields (also
produced in the context of CCSEAWAVS) for the estimation
of wave characteristics with resolution 0.2 x 0.2 degrees in
the Mediterranean basin (Level 1). These data provide bound-
ary information for repeating the simulation using a finer
mesh 0.05 x 0.05 degrees inside an Eastern Mediterranean

Level-1 Mediterranean Sea

Spatial step ~ 20 km

Level-2 Surrounding seas of Greece,

Aegean Spatial step ~ 5 km

Penetration of seawater through overtopping to the wider area of port facilities and debris from the windward wave

subsection (Level 2); see Fig. 6. Then, a high-resolution
0.005 x 0.005 degrees mesh is applied in the frames of the
present work in the selected coastal region (Level 3). Details of
the methodology are described in Athanassoulis et al. (2015).
For evaluation purposes, systematic comparisons with results
from the operational WAM-Cycle 4 implementation (courtesy
of the Atmospheric Modelling & Weather Forecasting Group,
University of Athens) were performed.

Within the present work, the Level 3 results of the off-
shore wave height, period, and direction are used to distin-
guish the usual incident waves from the storm surges. Thisis a

hvmno nearshore area
mno nearsr > :

0.5 km

Region: (23" 59° 397 £. 24" 51° 597 €] x (35 16" 30" N, 35 52' 43" N}

35°50'N,

35°40'N;

35°30'N
|

35020'N

24°E  24°10'E 24°20E 24°30°E 24°40°E 24°50'E

Figure 6 Estimation of offshore wave characteristics using a 3-level downscaling approach.
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crucial step of the whole procedure, since the goal of this
paper is to predict the extreme values of wave character-
istics. The basic idea is to group storms into classes based on
similar characteristics in order to apply the desired simula-
tions for each category. Additionally, this will become valu-
able information for a future research dealing with the
evaluation of coastal vulnerability for each class. Thus, many
scientists of coastal study have made efforts to this direction.
According to Dean and Dalrymple (2004) the destructiveness
of a storm surge depends inter alia on its magnitude and
duration and the wind-driven waves. Several attempts have
been made after the Saffir-Simpson Scale (Saffir, 1977; Simp-
son, 1979) for storm intensity in the United States where
hurricanes are placed in five classes depending on their central
pressure, the maximum wind speed and the surge elevation.
Halsey (1986) proposed a classification of Atlantic coast extra-
tropical storms based on damage potential index. Dolan and
Davis (1992, 1994) developed a classification of extratropical
storms, or northeasters for the middle Atlantic coast, where an
index of storm power was based on wave height and storm
duration. They grouped and ranked the storms into five classes
from weak to extreme, analogous to the Saffir—Simpson scale,
using an average linkage clustering method. Concerning recent
studies in Mediterranean Sea, Mendoza and Jiménez (2006,
2009) and Mendoza et al. (2011) provided a storm classification
based on the beach erosion potential in Catalonian Coast and
later for the Yucatan Peninsula (Mendoza et al., 2013) taking
into consideration the storm energy and using the cluster
analysis. The classification adopted here, is one of the most
well-documented and it is based on the concept of the
energy content (Dolan and Davis, 1992, 1994).

The above results are further exploited as boundary con-
ditions for a coastal region phase-resolving simulation includ-
ing the Rethymno area by means of a numerical wave model,
based on the Parabolic Mild Slope equations (PMS, MIKE21). In
this way the offshore wave characteristics are further down-
scaled in Level 4 taking into account additional local phe-
nomena such as shoaling, refraction, bottom friction and
wave breaking that take place in shallower water regions.
The latter phenomena are well represented in the fine spatio-
temporal mesh of Level 4 (as shown in Section 4, Fig. 16). The
output of the above calculation provides subsequently the
input to the hydrodynamic module through which the wave-
induced current in the near shore area is calculated.

Ultimate step within Level 4 is the implementation of the
empirical formulas and the MIKE21 BW wave model, so that
computation of wave overtopping and run-up shall be
achieved across the coastline. The latter model solves the
so-called Boussinesq type equations in the time domain. It
also resolves the wave propagation in detail and is best suited
for simulation of nonlinear wave interactions, capable of
reproducing the wave transformation across an arbitrary
profile from intermediate waters up to the shoreline for
the study of surf zone and swash zone dynamics. Herein,
the 1D version is used to simulate the combination of setup
and run-up whereas the empirical formulas are called for
comparison. Additionally EurOtop, a widely accepted tool, is
utilized incorporating techniques to investigate flood risk and
predict wave overtopping at seawalls, breakwaters and other
shoreline structures. This approach including the numerical
chain is proposed in the present paper and the chart in Fig. 7
summarizes the above procedure in four discrete steps.

Climatic Analysis
Regional climate modelling
Hindcasting and forecasting.

Simulation of generation and
propagation of offshore waves with
SWAN (downscalingn 3-levels with

finer meshes).
Categorization of storm events.

v

Simulation of wave propagation in shallower water
regions (taking into account shoaling, refraction,
depth-induced breaking, etc) with Parabolic Mild
Slope equations (MIKE21, PMS) and corresponding

hydrodynamic field (MIKE21, HD).

A

Calculation of wave over topping discharge (EurOtop)
and run-up (Boussinesq wave model, MIKE21)

Figure 7 Flow chart depicting the proposed procedure.

Chini and Stansby (2012), as mentioned in Section 1,
presented a similar downscaling procedure for determining
wave overtopping depending on water level and nearshore
wave height from global climate modelling. From offshore
conditions to nearshore, waves were simulated using WAM
(WAMDI-Group, 1988) and surges were modelled with the
continental shelf tide and surge model CS3 (Williams and
Flather, 2004). The nearshore wave propagation was
achieved by using the third generation wave spectral model
TOMAWAC, solving for the conservation of wave action on an
unstructured mesh using the finite element method (Benoit
et al., 1996). Finally, a neural network approach was used
from EurOtop to calculate the overtopping discharge at a
specific example of a vertical wall. The present approach
provides a more integrated approach, providing results for
both wave run-up and overtopping.

3. Projections of past and future wave
climate (SWAN)

3.1. Atmospheric variables and climate change
scenario

The wind data used as forcing of the SWAN simulation over
Rethymno were also one of the outcomes of the CCSEAWAVS
project (Velikou et al., 2014). Over the northeast Atlantic
and Europe, the regional atmospheric model REMO, which is
based on the Europamodel/Deutschland model system
(Majewski and Schrodin, 1994), was used in order to get a
high resolution atmospheric forcing. Climatic analysis of the
Mediterranean and the Greek sea area and eventually esti-
mation of atmospheric variables was achieved by utilizing the
RegCM regional model (RegCNET: regional climate network,
2003). Its spatial analysis is 25 km x 25 km and for the future
projections of atmospheric (10 m wind, atmospheric pres-
sure, air temperature) data the model is using the AR4-A1B
emission scenario. Past projections for 1960—2000 are based
on input from measured carbon dioxide emissions. Enhanced



An integrated wave modelling framework for extreme and rare events 77

simulated data in the Greek Sea region have also been
derived from the new version of RegCM3_10 regional model,
with 10 km x 10 km spatial resolution (Velikou et al., 2014).
RegCM3_25 model uses 18 vertical levels on a horizontal
192 x 108 grid and a time step of 60s. RegCM3_10 model
is nested inside the RegCM3_25 model and uses 18 vertical
levels on a horizontal 128 x 160 grid and a time step of 30's.

3.2. Study area, bathymetry and computational
grid

The Level 3 SWAN simulation was performed in a rectan-
gular frame with limits 35.3E, 35.7E Latitude and 24.25N,
24.75N Longitude. With a regular resolution of 0.005 x
0.005 degrees for Level 3, the produced computational grid
consists of 8181 grid points of which 6471 are wet-points
and the rest fall on land. The bathymetry was obtained from
the combination of the General Bathymetric Chart of the
Oceans database (GEBCO, 2009) and a nautical chart from
the Hellenic Navy Hydrographic Service. In particular, the
GEBCO database was used for depths higher than 500 m and
digitized nautical chart contours for depths lower or equal
to 500 m, along with the digitized coastline (Fig. 8).

The distribution of significant wave height, wave peak
period and mean wave direction at points n depicted in Fig. 8,
for one past (1961—2000) and two bi-centurial future periods
(2001—-2050, 2051—2100) is shown in Fig. 9. In general, the
projected future distributions remain very close to those of
the past period. Some weak but noticeable variations are
observed during period 2051—-2100, with higher occurrence
of waves originating from the North sector. Although rela-
tively small, this probability shift towards southward waves
can be significant due to the North-facing orientation of
Rethymno coast.

The seasonal pattern (mean value for each month) for the
same time-periods is illustrated in Fig. 10. The seasonal
pattern is similar for the two parameters, which is expected
due to the high correlation between wave height and wave
period. Mean values for period 2051—-2100 are generally
equal or higher to that of the other two periods with the
exception of 3 months (October—December). The higher
mean value during the last period is also noticeable in
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Figure 8 Bathymetric map used for Level 3 simulation.

Fig. 9, where a small reduction of the distribution peak is
observed for both the significant wave height and peak
period, implying an increased mean value due to the log-
normal probability form.

3.3. Categorization of storm surge events, joint
probability of significant wave height and period,
sea level rise

With offshore wave data available, a definition and categor-
ization of storm events can be derived, in order to treat
the storm surges in group and not individually and to link
them with respective factors of coastal vulnerability in a
future research. This is done by following the definition and
identification of the storms through the energy content as
proposed by Dolan and Davis (1992). The classification is
accomplished into five classes: | — weak, Il — moderate, IlI
— significant, IV — severe and V — extreme. The first step
before applying this approach is the characterization of the
forcing. A storm is defined as the event exceeding a minimum
significant wave height (e.g. H; > 2 m) and with a minimum
duration of 6 h (Li et al., 2014; Michele et al., 2007). The

0.3

0.25

H, m]

——— 1961-2000 |
------------ 2001-2050

--------- 2051-2100

210

180
Mean wave direction [deg]
7,1s)

Figure 9  Probability density functions for the significant wave height H; (left panel), peak wave period T, (central panel) and mean
wave direction (right panel), for three time periods, at points ni (i = 1—3) (shown in Fig. 8).
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periods, at points ni (i = 1—3) (shown in Fig. 8).

threshold of significant wave height (H;) is considered to be
2 m in order to describe rare events with only 10% of total
wave heights and thus defined as the 90th percentile of the
data set (Rangel-Buitrago and Anfuso, 2011). The energy
content of each event is then calculated as follows:

t
E= [ Hdt, (1)
3]
where (t;—t;) is the storm duration and H; is always greater
than Hs threshold.

The above analysis has been divided into two periods:
1960—2000 (past climate) and 2000—2100 (future climate). It
has to be noted here that this technique has also been applied
by other researchers in regions close to Rethymno (e.g.
Chania, Crete Island, Kokkinos et al., 2014). The analysis is
done for the North wind direction since it is the dominant
one that generates incident waves to the Rethymno coast.

Table 1

Storm events for the period 1960—2000 N direction.
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Seasonal pattern of the significant wave height H; (left panel) and peak wave period (right panel) T, for three time

The results of the average wave height, period and duration
in n2 grid point, in Fig. 8, for each storm class are given in
the following Tables 1 and 2 for the North wind direction
and in Tables 3 and 4 for the Northwest wind direction. The
extracted results came from n2 and n1 grid points, of Fig. 8,
respectively for the two incident directions. Although the
result of SWAN program gives an accuracy of 7 decimals
for both variables, an accuracy of 1 decimal was selected
herein, since it is answered in many engineering applications
as well.

Inspection of the below provided results presents that the
range of the wave height lies between 2 m (which is the
minimum value that has been determined in this paper in
order to have a storm event) up to almost 6 m. The specific
range appears the same in any storm class which can be
attributed to the fact that a storm event can consist of a
sequence of small wave heights e.g. 2 or 3 m for long time

North wind direction 1960—2000

Storm class Hs range [m] T, range [s]

Average Hs [m]

Average T, [s] Average duration [h] No. of events

| Weak 2.0—4.6 6.2-9.4 2.5
] Moderate 2.0-5.7 6.5—10.0 2.9
] Significant 2.0—4.6 7.5-9.6 3.6
IV Severe 2.0-5.6 6.7—10.7 3.3

\" Extreme — — —

7.7 14.20 318
8.1 34.50 27
8.1 44.25 4
8.3 72.50 6
- - 0

Table 2 Storm events for the period 2000—2100 N direction.

North wind direction 2000—2100

Storm class Hs range [m] T, range [s]

Average H; [m]

Average T, [s] Average duration [h] No. of events

| Weak 2.0-5.3 6.4—10.1 2.5
1] Moderate 2.0-5.0 6.7—9.9 2.7
] Significant 2.0-6.0 6.9—10.3 3.0
IV Severe 2.0-5.4 6.4—10.0 3.2
\" Extreme 2.0-5.0 7.8-9.7 4.2

7.7 14.13 823
8.0 42.03 94
8.2 61.84 13
8.2 81.38 8

9.1 72.00 1
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Table 3 Storm events for the period 1960—2000 NW direction.

Northwest wind direction 1960—2000

Storm class Hs range [m] T, range [s]

Average H; [m]

Average T, [s] Average duration [h] No. of events

I Weak 2.5—4.6 6.2-9.4 2.5

7.7 11.40 10

Table 4 Storm events for the period 2000—2100 NW direction.

North wind direction 2000—2100

Storm class Hs range [m] T, range [s] Average H; [m] Average T, [s] Average duration [h] No. of events
I Weak 2-4.6 6.2-9.4 2.5 7.7 10.55 33
] Moderate 2-5.7 6.5—10.0 3.0 8.1 39.00 1

duration or in a sequence of large wave heights for a small
duration. Besides, during the evolution of every storm event,
small or large wave heights can appear. Obviously, by climb-
ing storm class there is a tendency of the average wave

8
_. 6
£
»
T
s
c 4
2 i i i i i
1960 1980 2000 2020 2040 2060 2080 2100
year
Figure 11  Maximum wave height (max H;) per year for the two

periods (1960—2000, blue line and 2000—2100, light blue line).
(For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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and N wind directions.

heights and periods to be increased. As could be observed
in Table 1 the upper limits of Hs and T, ranges are greater in
class IV in comparison with class lll. The average values
though remain smaller. This can be attributed to the small
population of storm events for both categories.

In order to gain a more integrated view of the future wave
climate in the offshore region of Rethymno, the maximum
wave height (max Hs) per year for the two periods is also
depicted in Fig. 11 as obtained by the wave data in n2 grid
point. One can observe that the maximum wave height is
close to 8 m. However, this value appears in different wind
direction than the North one which is of the greatest interest
in the present paper. The maximum wave height coming from
North was calculated at 5.95 m as presented in the above
table.

Additionally the joint distributions of significant wave
height Hs and peak wave period T, at n2 grid point of
Fig. 8, normalized to the respective average values of them
(Hn and T,,) are given for the two examined different per-
iods: 1960—2000 in Fig. 12 and 2000—2100 in Fig. 13 respec-
tively. It is observed, through the high values of the
corresponding correlation factor r(Hs, T,) that these two
wave parameters are well correlated for extreme wave
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Scatter plots of normalized significant wave heights (H;/Hy,) and peak periods (T,/ Tp,) for period 1960—2000 and for NW
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HsHm

Figure 13
and N wind directions.

heights. Full dependence between extreme significant wave
height and peak wave period is therefore assumed.

3.4. Observed storm surge and flood events

Recorded historical wave overtopping events (Galanis, 2010)
include events that developed mainly in the port area, whose
respective dates are presented in Table 5.

In order to distinguish the class of each of the above storm
events the following procedure is applied. Firstly, the fetch
effective Fg, is calculated through CEM (2008) for the two
dominant directions of wind i.e. North and Northwest, yield-
ing to 281.8 km and 224.5 km respectively. The next step
takes advantage of the continuous measurements of wind
velocity and wind direction in the area of Rethymno every 3 h
by the National Weather Service. These field measurements
hold from 1958 up to date. However, the manageable data is
limited until the year 2008. Thus, only the first three events
of Table 5 can be categorized. In Figs. 14—16 the measured
wind characteristics are illustrated.

The mean values of the above events are summarized in
Table 6. It has to be mentioned that 360° denote the north
wind direction, hence the first case is included to the north-
west direction while the rest in the north.

Finally, having in mind the F.¢ and the wind speed, along
with the respective duration, the developed characteristic of
wave e.g. wave height Hs and peak wave period T, were
calculated using the SMB wave prediction method (Bretsch-
neider, 1952, 1958). Each storm event is then classified by
applying Eq. (1). The results are given in Table 7.

As it is observed, the reported storm events are up to the
third () class for north wind direction and to the first (1) for
the northwest, proving that the above classification respond
satisfactorily to reality. However, the storm class that

Table 5 Dates of flood events in the port area of Rethymno.
No. Date Year
1 20/11-21/11 1964
2 05/10—07/10 1989
3 28/11-29/11 2000
4 11/12 2010
5 28/02 2012
6 03/12 2013
7 11/12 2013

Scatter plots of normalized significant wave heights (H;/H,,) and peak periods (T,/Tp,) for period 2000—2100 and for NW

derived herein are five (Table 1) and two respectively
(Table 3) for the two directions, but it should be kept in
mind that the above flood events, reported from the resi-
dents, are limited and indisputably cannot capture all the
events that took place.

4. Numerical simulation of wave and
hydrodynamic field

The bathymetry of Rethymno coastal area is constructed into
a grid (Fig. 17) with dimensions 5.5 km x 6.2 km in x and y
axes respectively. The spatial step is chosen dx=dy=5m.
The bathymetry has been rotated counter clockwise at 90°
due to requirements of MIKE21 PMS.

The average values of wave height and period of each
storm class are adopted as input data and numerical simula-
tions with MIKE21 PMS are carried out to estimate the spatial
evolution of these quantities in the whole coastal area.
Consequently, the resulting radiation stresses serve as input
to the hydrodynamic module with MIKE21 HD to investigate
the spatial evolution of the velocity. The results are depicted
in Figs. 18 and 19 for the spatial distribution of significant
wave height and in Figs. 20 and 21, for the hydrodynamic field
for the total of five storm categories (I-V) in case of north
wind direction and for the two storm categories in case of
northwest wind direction (I, Il). Furthermore, simulations
have been carried out for the maximum incident wave as
derived by the above analysis. The wave height of it equals to
Hs = 6.0 m and the peak period is T, = 10 s. These results are
also presented in Figs. 18 and 20 for the spatial distribution of
significant wave height and the hydrodynamic field respec-
tively.

As it is obvious, from the above figures, one can notice the
effect of refraction, as waves approaching the shallower
region and the mean wave direction (represented by arrows)
tend to be perpendicular to the coastline. Furthermore,
diffraction phenomenon is satisfactorily simulated inside
the port basin (denoted e.g. by red circle in the bottom,
Fig. 20) providing the respective wave disturbance in that
area for each storm class intensity. The coloured contours
give information for the spatial evolution of wave height and
for the breaking line that moves away from the shoreline as
the storm class increase since the incident wave height
increase as well. In any scenario of the above eight (for each
storm class — including the maximum occurred incident wave
Hs=6.0m and for each direction), the magnitude of wave
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(a) Storm period: 20/11/1964 - 21/11/1964 (b) Storm period: 20/11/1964 - 21/11/1964
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Figure 14 Wind characteristics: (a) wind velocity and (b) wind direction for Case No. 1 of Table 5.
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Figure 15 Wind characteristics: (a) wind velocity and (b) wind direction for Case No. 2 of Table 5.

heights in the area of the windward breakwater of the port than the second one. It will be shown in the next section
is significantly greater than the respective approaching that information about the wave height in this area, calcu-
the shoreline. This was expected since the energy dissipa- lated by PMS, is essential for the proper calculation of
tion from depth-induced breaking in the first case is smaller overtopping.

(@)  Storm period: 28/11/2000 - 29/11/2000 (b)  Storm period: 28/11/2000 - 29/11/2000
U[m S'1] Dir []
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Figure 16  Wind characteristics: (a) wind velocity and (b) wind direction for Case No. 3 of Table 5.
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Table 6 Mean characteristics of storm events as extracted by field measurements.

No. Year Wind velocity [ms™] Wind direction [°] Duration [h]
1 1964 7.4 326 42
2 1989 15.3 335 48
3 2000 15.2 340 36

Table 7 Classification of storm events by field measurements.

No. Wind direction Hs [m] Tp [s] Storm class
1 NW 1.6 6.6 |

2 N 3.8 7.8 1]

3 N 3.8 7.8 Il

As the storm intensity increases, the wave heights
increase in the whole domain, generating strongest currents.
The basic conclusion of the above figures depicting the
hydrodynamic field, lies on the illustration of the most
vulnerable sub areas where the magnitude of velocity
components increase. Thus, in the sub area of the port
and the area west of it, (denoted e.g. by red circles in the
bottom above, Fig. 20) strongest movement of the currents
are observed. This is in accordance with the physical
observations where the most flood events are taking
place in the respective locations of Rethymno as shown in
Figs. 2—5. Another interesting point, that was expected and

it is well simulated by the hydrodynamic model, is the
generation of more dominant long-shore currents in the case
of northwest direction, since the oblique wave incidence
lead to greater values of radiation stresses (denoted e.g. by
red circle in the right of Fig. 21). Unfortunately, these
valuable results of the hydrodynamic field certainly affecting
run-up and overtopping cannot be incorporated in the major-
ity of numerical models, capable of predicting these pro-
cesses, as boundary conditions, especially in one horizontal
dimension models. Nonetheless, the simulation of spatial
evolution of current velocities in one hand give a more
integrated picture of the physical processes taking part in
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Figure 17 Numerical grid of Rethymno's bathymetry.
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Figure 19  Spatial distribution of significant wave height (H;) for storm classes (SC) | and Il for the northwest direction. Arrows denote

the mean wave direction.

the real field and cannot be avoided and on the other hand it
is necessary for prediction of sediment transport in the area,
which is a work on progress.

5. Wave overtopping and run-up

By taking advantage of the simulated wave propagation into
shallower water regions and the corresponding nearshore
wave characteristics, the wave overtopping and run-up can
be estimated at any desired profile of the whole field under
study.

5.1. Bathymetric profiles and chosen section

The wave run-up is calculated at two bathymetric profiles,
arbitrarily chosen but representative of the mean profile of sea
bottom in the area of interest, east and west of the port
(Fig. 22) with a mean bottom slope equals to 3%. While the
overtopping is calculated at section A-A’ of the port (Fig. 23)
which is a characteristic section of the current port construc-
tions, consisting of an upwind breakwater and a vertical quay
wall in the leeside, it must be underlined that the proposed
methodology can be proved really useful for redesigning future
protection projects since the estimation of overtopping and
run-up is available, with no extra time or computational cost.

5.2. Wave run-up
Wave run-up, Ru [m] is the extreme vertical height of the wave
onabeach, and it is affected by the wave setup and swash. This

quantity can be estimated through the following ways:

1. Empirical formula as derived by Stockdon et al. (2006)
Ru=1.1

2

2 1/2
y (0‘35tan Y /2+(HSLU(0.536tan,B +0.004) ))

2)

where tan g is the beach slope and Ly is the deep water
wave length associated to the wave peak period T, for
each storm (all values are in m). The final Ru for each
storm class is obtained by taking the average wave height
calculated for all storms.

2. Irregular wave run-up Equation of Coastal Engineering
Manual (CEM, 2008)

Ru {0.965 for 1.0<&<1.5

H, | 1.17€2% for 1.5<¢ ’ 3)

where £ is the Irribaren number defined as: & = \/t%
s/t0

3. Numerical simulation with the 1D version of a Boussi-
nesq-type wave model (MIKE21 BW).

The wave characteristics (Hs, Tp), as calculated by PMS
in intermediate water are fed into the time-dependant
model as irregular time series of surface elevation along
with the bathymetric profile. The recommended values
(DHI, 2007a,b,c) are used in MKE21 BW for simulation of
wave breaking and bottom friction.

The results for the five different storm classes for the three
different approaches are given in Table 8. Inspection of the
above results proves a deviation between the methods of run-
up calculation for each storm class. In the present paper the
latter method of numerical modelling is proposed, since it is
based on a Boussinesq model simulating the time-dependent
propagation of the wave train taking into account the
changes in bathymetric profile and not just the bottom slope,
thus, it is closer to real life sea state.

5.3. Wave overtopping

Calculation of mean overtopping discharge rate is the last
step of the methodology, but of primary importance since it
enables further estimation of the inland flooding due to storm
events. By inserting wave characteristics i.g: wave height at
the toe of the structure (H,) and wave period (T) and
geometrical characteristics i.g: the height of the crest of
the wall above still water (R.); the width of the structure
crest G; the coefficient for reduction factors (y) depending
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Figure 20 Hydrodynamic field for storm classes (SC) | to V and for the maximum occurred incident wave H,,qx = 6.0 m for the north
direction. Arrows denote the current direction. The colour legend of wave height contours is identical for all classes.

on the permeability, into the EurOtop tools (EurOtop, 2007),
such as parametric equations and artificial neural networks
one can calculate the overtopping. The section A-A" depicted
in Fig. 22 is similar to the one of Fig. 24 and thus one can
calculate the mean discharge rate per metre run of seawall Q
[Ls~"m~"] as shown in Table 9.

As it was expected, wave run-up and overtopping dis-
charge increase as the intensity of the phenomenon

increases. Nonetheless, the rapid increase of the overtopping
for the extreme class (V) of the storm is worth of mentioning.

6. Discussion and conclusions

There is a growing interest in the development of reliable
scenarios (future projections) for climate change affecting
inter alia the frequency of storm surge events, the magnitude
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Figure 21  Hydrodynamic field for storm classes (SC) | and Il for the northwest direction. Arrows denote the current direction.
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Figure 22 Selected bathymetric profiles for estimation of wave run-up.

Table 8 Calculation of wave run-up Ru [m] for the 2 different beach profiles of Fig. 22.

Storm class Ru [m] for Profile 1 Ru [m] for Profile 2
Empirical Empirical Numerical Empirical Empirical Numerical
Stockdon CEM (2006) Boussinesq Stockdon CEM (2006) Boussinesq
et al. (2006) (MIKE21) et al. (2006) (MIKE21)

I Weak 0.84 1.14 0.57 0.84 1.14 0.67

Il Moderate 1.01 1.26 0.64 1.01 1.26 0.71

11l Significant 1.14 1.34 0.69 1.14 1.34 0.72

\% Severe 1.24 1.42 0.7 1.24 1.42 0.75

Vv Extreme 1.94 1.78 0.78 1.94 1.78 0.90
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Figure 23

Table 9 Mean overtopping discharge rate Q (Section A-A').

Cross section

Selected cross section of the breakwater for estimation of wave overtopping.

Storm class Input data Output data
Hmo [m] Tp [s] Rc [m] G [m] 12 Qs ' m™]

| 2.33 7.68 6.1 4 0.55 0.002

Il 2.64 7.99 6.1 4 0.55 0.015

1} 2.85 8.19 6.1 4 0.55 0.045

\" 3.00 8.24 6.1 4 0.55 0.090

\" 4.04 9.08 6.1 4 0.55 2.801

of wave heights, stronger currents and sea level rise. The
above phenomena increase the flood risk for coastal areas
and induce morphodynamic changes and as such their study is
crucial for design and construction of climate resilient pro-
tection works.

In this paper, an integrated approach is proposed to
calculate the wave overtopping and run-up through a chain
of numerical tools starting from regional climate change
models and ending nearshore. The first discrete step consists
of climatic projections of wind forcing based on a potential

9m
Gc=4m

11.35m

15 m

emission scenario (e.g. AR4-A1B) and afterwards the simula-
tion of offshore wave generation and propagation. It is
expected that further emission scenarios will be selected
and applied in the future to provide a more comprehensive
picture of the future situation.

The proposed approach includes the categorization of
storm events to avoid (i) individually handling of every event
and (ii) to arrive at consolidated results. This was undertaken
using an energy concept. Field data measurements of wind
velocities and direction up to year 2008 were used to verify
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Figure 24 Definition sketch of breakwater cross section A-A’.
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the outcomes of the model, showing a satisfactory corre-
spondence concerning the classification of storm events.
However, more reported storm events from 2008 up to date
must be taken into consideration as soon as the relevant wind
data are available from the National Weather Service.

The results of wave and hydrodynamic field simulations,
by the means of a Parabolic Mild Slope model and a Hydro-
dynamic model, showed a good performance able to account
for the spatial evolution of wave heights and velocity cur-
rents respectively. The modelled area, where wave breaking
is more intense (on vertical fronts) and the generated cur-
rents become stronger, agrees fairly well with the field
observations i.e. the port area of Rethymno, where the
majority of coastal floods are reported. Finally, the imple-
mentation of Boussinesq model and EurOtop provides an
advantage towards the accurate calculation of wave run
up and overtopping respectively.

It can be argued that this procedure has a broader appli-
cation range and can be adopted in any coastal region. The
discrete steps, described in the methodology, can be adapted
for any climate change scenario, bathymetry and topography
of the potential coastal area of interest. We suggest that
further research efforts should follow two main, interesting,
directions: The first one would include the simulation of
flooding within the urban areas by means of a hydrodynamic
model, based on wave overtopping and run up results, and by
taking into account current urban geometry (buildings, drai-
nage, topography, etc.) but also possibly future urban form
resulting from urban growth simulations (Bouziotas et al.,
2015). The second direction is to embed the results into
National and/or Local authorities planning policies, possibly
using a collaborative knowledge co-production approach
(Evers et al., 2012) to investigate options for flood risk
management practices based on the calculated vulnerability
of the coastal area.
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modelling; With its increasing water management difficulties, the need for a sophisticated hydrological
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nutrients, and to evaluate water-management practices. The Soil and Water Assessment Tool was
used to implement a model of the study area and to assess the impact of climate-change scenarios
on the run-off of the Nemunas River and the Minija River, which are located in the Curonian
Lagoons drainage basin. The models calibration and validation were performed using monthly
streamflow data, and evaluated using the coefficient of determination (R?) and the Nash-Sutcliffe
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patterns of near-term climate projections, as defined by the Intergovernmental Panel on Climate
Change Fifth Assessment Report: both pessimistic (substantial changes in precipitation and temper-
ature) and optimistic (insubstantial changes in precipitation and temperature). Both simulations
produce similar general patterns in river-discharge change: a strong increase (up to 22%) in the
winter months, especially in February, a decrease during the spring (up to 10%) and summer (up to
18%), and a slight increase during the autumn (up to 10%).

© 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. z 0.0. This is an open access article under the CC BY-NC-ND license (http://creativecommons.

org/licenses/by-nc-nd/4.0/).

1. Introduction

The Curonian Lagoon is located at N 55°30' latitude and
E 21°15' longitude. It is the largest European coastal lagoon,
separated from the Baltic Sea by a narrow 0.5—4 km wide
sandy Curonian spit and connected to the Baltic Sea through
the Klaipeda Strait. Several small rivers — such as the Bol-
shaya and Malaya Morianka, Kalinovka, Deima, Rybnaya,
Minija, Dane and Dreverna — and one large river (Nemunas)
discharge into the Curonian Lagoon. The southern and central
parts of the lagoon contain fresh water due to the discharge
from those rivers. The run-off of rivers to the lagoon varies
from 14 to 33 km® per year (444 m®s~' to 1046 m*s~') and
exhibits a strong seasonal pattern, peaking with snowmelt
during the flood season of March to April (Dubra and
Cervinskas, 1968).

The area of land draining into the Curonian Lagoon covers
100,458 km?, of which 48% lies in Belarus, 46% in Lithuania,
and 6% in the Kaliningrad Oblast and Poland (Gailiusis et al.,
1992) (see Fig. 1). The drainage area of the Curonian Lagoon
consists of several river basins; however, the most important
of them is the Nemunas River drainage basin in terms of flow
rates and nutrient inputs, supplying about 98% of its inflows
(Jakimavicius, 2012). The annual Nemunas River water
inflow into the Curonian Lagoon is more than three times
greater than the volume of water in the lagoon (Zilinskas
et al., 2012). According to researchers, the average annual
run-off during 1812 to 2002 was 22.054 km?® (699 m3s™")
(Gailiusis et al., 1992), and from 1960 to 2007 it was
21.847 km> (692 m3 s~") (Jakimavicius and Kovalenkoviené,
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Figure 1  Curonian Lagoon drainage area.

2010). As a result, the lagoon's water level is usually higher
than that of the Baltic Sea; therefore, the dominant currents
are from the lagoon to the Baltic Sea.

Over the years, the water discharge to the lagoon chan-
ged, and this led to a fluctuation of the water balance. Major
changes have been observed in the last decade in the winter—
spring period. In the winter months of January and February,
due to observed warmer winters, the Nemunas' run-off has
increased, while spring floods are decreasing; therefore, run-
off levels over the year became more homogeneous (Zilinskas
et al., 2012).

Agriculture has a significant impact on the status of water
bodies in the Nemunas River basin, especially in the sub-basins
of the Sesupe and Nevezis Rivers; this factor has a local, but
serious, impact. Chemicals that enter the river from agricul-
ture and fishponds are a major source of pollution. A substan-
tial proportion of point-source pollution comes from industry.
According to the Second Assessment of Transboundary Rivers,
Lakes and Groundwaters by the United Nations Economic
Commission for Europe (2011), there is room for development
in the monitoring of the Nemunas River, as the current list of
monitored pollutants is limited. There is a lack of biological
observation and monitoring of pollutants in river-bottom sedi-
ments, and a joint, harmonized monitoring programme for the
transboundary watercourses is needed. It is important to
develop a model for nutrient and other biogeochemically
significant dissolved-substance contributions that are altering
and influencing the ecosystems of the Nemunas River and
Curonian Lagoon.

The first step is the development of a hydrological model
and analysis of changes in the Curonian Lagoon drainage basin
due to global processes (climate change, etc.), as well as
local anthropogenic activities, and forecasting possible
changes in the future. Model hydrology calibration, uncer-
tainty analysis and sensitivity analysis enables a broader
understanding of key processes in the catchment area.
Recent work conducted in the field of Curonian Lagoon
drainage basin modelling is reported in the doctoral disserta-
tion “Changes of water balance elements of the Curonian
Lagoon and their forecast due to anthropogenic and natural
factors” by Jakimavicius (2012). In this work, the author had
created hydrological models for the separate Nemunas catch-
ment areas using HBV (Hydrologiska Byrans Vattenbalansav-
delning), before calibrating and validating them. The
sensitivity and uncertainty of the Nemunas run-off model
parameters were assessed using the SUSA (Software for
Uncertainty and Sensitivity Analyses) package. Hydrometeor-
ological information of the period 1961—-1990 was used for
the model's creation. The period 1961—1975 was selected
for the model's calibration, whereas the period 1976—1990
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was used for its validation. Prognostic data from 14 measure-
ment stations, data from 1961 to 1990 and the downscaling
method were applied to calculate the daily mean data from
the mean monthly output data of climate-change scenarios.
In this way, obtained prognostic values of precipitation and
temperature data were used to simulate the Nemunas' inflow
and to compute its water balance (Jakimavicius, 2012).

Projections of the temperature and precipitation of the
Nemunas' river basin for the 21st century (according to
conclusions of the Fourth Assessment Report of the United
Nations Intergovernmental Panel on Climate Change, as well
as the results of output data of ECHAM5 and HadCM3 global
climate models under A2, A1B and B1 greenhouse gas emis-
sion scenarios) were used to create the climate-change
scenarios. These data were used to compute the Nemunas'
inflow to the lagoon during 2011—2100, the amount of pre-
cipitation entering the lagoon and water evaporation from
the lagoon's surface (Jakimavicius, 2012).

The study conducted by Jakimavicius (2012) is quite
comprehensive; however, it lacks some key points. The
research mainly focuses on the changes of water-balance
elements of the Curonian Lagoon, such as the Nemunas
River's inflow to the lagoon, and the water exchange between
the Baltic Sea and the Curonian Lagoon, with no focus on the
smaller rivers', such as the Minija, run-off change. The pre-
cipitation amount used covered only the territory of Lithua-
nia. The selected baseline period is outdated and does not
fully represent the current conditions of the catchment area.
The climate change scenarios covered the precipitation
amount and temperature change, with no change to the
relative humidity.

The SWAT (Soil and Water Assessment Tool) model is also
used by Lithuania's Ministry of Environment in development
of a method and modelling system for nitrogen and phos-
phorus load-calculation for the surface waters of Lithuania
(ELLE and PAIC, 2012). The model covers only the territory of
Lithuania, which is divided into more than 1200 sub-basins.
The developed model uses high-resolution DEM (Digital
Elevation Model), soil and land-use data layers in order to
create Hydrologic Response Units (HRUs) with a resolution of
5m x 5 m; therefore, the model's accuracy and predictive
capability is reduced. Overall, the model's Nash-Sutcliffe
efficiency coefficient (NSE) performance for the monthly
median flow is 0.5. The model is primarily used for the
development of methods and tools for multi-objective spatial
optimization, and structural agriculture-change scenario
assessments. With additional model set-up corrections and
amore thorough calibration, this model can become state-of-
the-art for Lithuania's territory; however, it is not open
access, is unavailable for usage outside of the Lithuanian
Environmental Protection Agency and results have not yet
been published in peer-reviewed journals. These facts led to
the necessity of producing a more flexible tool for analysing
and predicting hydrological and biogeochemical cycles of the
Curonian Lagoon's drainage basin. In addition, the created
model could allow the exchange of modelling results and
benefit development of large-scale modelling systems.

2. Material and methods

The Curonian Lagoon drainage basin model was set up using
the SWAT: a physically based, continuous-time catchment

model that operates on a daily time step and is designed
to predict the impact of management on water, sediment,
and agricultural chemical yields in ungauged drainage areas
(Arnold et al., 1993).

The drainage basin area was divided into multiple sub-
basins, which were then further subdivided into Hydrological
Response Units that consist of homogeneous land-use, man-
agement and soil characteristics (Arnold et al., 1993). Using
the SWAT, run-off was predicted for each HRU separately and
routed to obtain the total run-off of a catchment area. This
solution improves the model's accuracy and provides a much
better physical description of the water balance (Neitsch
et al., 2011).

A stable version of the SWAT from 2009 was used due to the
fact that additional extensions and extra tools are available
for this version, and also because this version has undergone
much testing and correction.

For the calibration of the Curonian Lagoon drainage basin
model, the SWAT-CUP (Soil and Water Assessment Tool Cali-
bration and Uncertainty Programs) semi-automated SUFI-2
method (Sequential Uncertainty Fitting, version 2) was
applied, as it is most commonly used, well-documented
method, and is reported to produce satisfactory results
(Arnold et al., 2012). Model calibration and validation were
performed using monthly streamflow data.

Several publications (Arnold et al., 2012; Balascio et al.,
1998; Moriasi et al., 2007) have examined the usage of
different model-evaluation statistics; however, not many
of them provide directions or advice on using acceptable
ranges of values for these performance indicators. Some of
the guidelines suggest using the NSE and the coefficient of
determination (R?), in addition to graphical techniques (Mor-
iasi et al., 2007). Suggested guidelines were followed, and
the Curonian Lagoon's drainage basin model was evaluated
according to them.

2.1. SWAT model description and features

The development of the SWAT is a continuation of the United
States Department of Agriculture Agricultural Research Ser-
vice (USDA-ARS), a modelling experience that spans a period
of roughly 30 years. The current SWAT model is a direct
descendant of the Simulator for Water Resources in Rural
Basins (SWRRB) model, which was designed to simulate
management impacts on water and sediment movement
for ungauged rural basins across the U.S. (Arnold et al.,
2010). The SWAT has experienced constant reviews and an
extension of its functionality since it was created in the early
1990s. The most significant improvements are listed in the
official SWAT theoretical documentation (Neitsch et al.,
2011) and include the following: incorporation of multiple
HRUs, auto-fertilization and auto-irrigation management
options, incorporation of the canopy storage of water, the
Penman-Monteith potential evapotranspiration equation, in-
stream water quality equations, improvement of snow melt
routines, nutrient cycling routines, rice and wetland rou-
tines, bacteria transport routines, Green and Ampt infiltra-
tion, weather generator improvements and many other
factors. The incorporation of the Curve Number (CN) method
and non-spatial HRUs allow adaptation of the model to
virtually any drainage basin with a wide variety of hydro-
logical conditions (Gassman et al., 2007). Simulation of the
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hydrology of a catchment area can be separated into two
major points:

1. Land phase of the hydrological cycle: the amount of
water, nutrient, sediment and pesticide loadings in the
main channel in each sub-basin.

2. Water or routing phase of the hydrological cycle: the
movement of water, sediments, etc., through the chan-
nel network of the drainage area to the outlet (Neitsch
et al., 2011).

The hydrologic cycle simulated by SWAT is based on the water
balance equation:

t
SWiepe = SWeo + Z(Rday_qurf_Ea_Wseep_ng)7 (1)
i=1
where SW,. 4. is the final soil water content at day ¢ [mm H,0],
SWyo the initial soil water content, R4q, the amount of
precipitation on day t [mm H,0], Qs the amount of surface
runoff on day t [mm H,0], E, the amount of evapotranspira-
tion on day t [mm H,0], wseep the amount of water entering
vadose zone from the soil profile on day t [mm H,0], and Qg
is the amount of return flow on day t [mm H,0].

2.2. Model set-up and data

There are four main data sets that were used in the SWAT set-
up:

1. Digital Elevation Model (DEM) data;
2. Land-use data;

3. Soil data;

4. Weather data.

There are many more optional datasets that can be used as
inputs for the SWAT.

2.2.1. DEM
DEM data were obtained from the Consortium for Spatial
Information (CGIAR-CSI) database (CGIAR — Consortium for

Table 1 Land use type occurrence in the Curonian Lagoon
drainage basin area.

Nr.  Class Land use type Area
label [% of total]
1 CRWO  Cropland/woodland mosaic 64
2 CRDY  Dryland cropland and pasture 23
3 FOMI Mixed forest 6
4 CRGR  Cropland/grassland mosaic 3
5 WATB  Water bodies 2
6 FOEN  Evergreen needleleaf forest 2
7 FODB Deciduous broadleaf forest 1
8 URMD  Residential medium density <1
9 GRAS  Grassland <1
10 FODN  Deciduous needleleaf forest <1
11 CRIR Irrigated cropland and pasture <1
12 TUWO Wooded tundra <1
13  SHRB Shrubland <1

Spatial Information, accessed: February 2014) based on
the SRTM (Space Radar Topographic Mission) survey data
provided by NASA (National Aeronautics and Space Adminis-
tration) dating back to 2001. The resolution of the DEM is
51 m x 51 m. To use this DEM in the SWAT, the grid size had to
be changed to a coarser resolution. This decision is based on
studies of the DEM's resolution effects on the SWAT's output.
Studies showed that run-off had little or no sensitivity to the
resampled resolution, and the minimum DEM resolution
should range from 100 m to 200 m in order to achieve a less
than 10% error rate in the SWAT's output for flow, NO3-N and
total P predictions (Chaubey et al., 2005; Ghaffari, 2011; Lin
et al., 2010). A coarser resolution results in a decrease of the
computational needs by up to three times during model's set-
up and run phases. The DEM grids were resampled to a size
of 153 m x 153 m, which is within the recommended range
(Chaubey et al., 2005).

2.2.2. Land-use data

Land-use data were acquired from the WaterBase project
database (United Nations University, accessed: November
2014) based on the FAO's (Food and Agriculture Organization
of the United Nations) land-use data. There are 13 classes of
land-use types in the study area, which correspond to the
ones used in the SWAT database (Table 1). The most dominant
type of land-use in the area is CRWO (covering 64% of the
study area), which is the abbreviation for “cropland, wood-
land mosaic”, followed by CRDY (23%) — “dryland, cropland
and pasture” and FOMI (6%) — “mixed forest”. The informa-
tion required to simulate plant growth is stored in the SWAT
plant-growth database file according to plant species. The
SWAT uses a plant-growing cycle in order to determine how
much water is consumed by the canopy, and how much can be
stored and released by it. The model takes into account
growing seasons, harvesting and other parameters, which
can be specified or modified by the user during the model's
set-up stage.

2.2.3. Soil data

Soil data were acquired from the WaterBase project database
of United Nations University (accessed: November
2014). Twenty-six classes of soil are present in the study
area, which correspond to the ones used in the SWAT data-
base (Table 2). Soil-class characteristics can be determined in
the same way as for land-use classes, by using a database that
is implemented in the tool, which contains the most common
soil types and their properties.

Soil data used by the SWAT can be divided into two
groups: physical characteristics and chemical characteris-
tics. Physical properties of the soil govern the movement of
water and air through the soil's profile, and have a major
impact on the cycling of water within the HRU, whereas
inputs for chemical characteristics are used to set the
initial levels of chemicals that are present in the soil
(Neitsch et al., 2011). Physical properties for each soil
type are necessary for use of the model, while chemical
ones are optional. The most widely presented soil layer in
the study area is De18-2a-3049 (33%), which is categorized
as “loam”, followed by Gm32-2-3a-3074 (10%) and Lg55-1a-
31993199 (9%), which are “clay loam” and “sandy loam”
respectively.
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Table 2 Soil class occurrence in the Curonian Lagoon drain- by the Klaipeda University Coastal Research and Planning
age basin area. Institute (KU CORPI).

Nr. Class label Soil texture Area 2.2.6. Sub-basin set-up

[% of total] The study area was delineated using the MapWindow Terrain
1 De18-2a-3049 LOAM 33 Analysis Using Digital Elevation Models (TauDEM) tool, follow-
2 Gm32-2-3a-3074 CLAY LOAM 10 ing the specification of the threshold drainage area, which
3 Lg55-1a-3199 SANDK(_LOAM 9 is the minimum drainage area required to form the origin
4 De20-2ab-3052 LOAM 8 of the stream, and identification of the drainage basin outlets.
5 De18-1a-3048 SANDY LOAM 6 The accuracy of the delineation process was influenced by the
6 De17-1-2a-3047 SANDY LOAM 4 DEM's resolution. Several iterations were performed with
7 Pl5-1ab-3236 LOAMY SAND 4 different delineation threshold-values, thus creating models
8 Lo78-1-2a-3204 SANDY LOAM 3 with different numbers of sub-basins. Each model's initial
9 Be144-2-3-3019 CLAY LOAM 3 output performance was tested in order to analyse the deli-
10 Dg5-1ab-3055 S AND;(_LO AM 3 neation threshold-value's influence on its predictive flow cap-
1 Dd8-1ab-3045 SANDY LOAM 2 abilities. As a result, a total of 117 sub-basins were produced,
12 De13-1ab-3046 SANDY LOAM 2 which proved to be the best performing number of sub-basins
13 De19-1a-3050 SANDY LOAM 2 for this study. Multiple HRUs were then created automatically
14 De19-2a-3051 SANDY LOAM 1 with the MapWindow SWAT plug-in within each sub-basin, as a
15 Je87-2-3a-3149 CLAY LOAM 1 function of the dominant land-use and soil types.
16 Lg41-2-3a-3194 LOAM 1
17 Lg43-2ab-3196 SANDY_LOAM 1 2.3. Calibration procedure
18 Lo69-2ab-3201 LOAM 1
19 0d22-a-3217 LOAM 1 The available period of observation data (2000—2010) was
20 Oe14-a-3223 LOAM 1 divided into the two groups of 2000—2007 for calibration and
21 PL5-1ab-3236 LOAMY_SAND <1 2008—2010 for validation; this supplies a period of 8 years for
22 Po30-1ab-3239 SANDY_LOAM <1 calibration and 3 years for validation.
23 Be126-2-3-6436 LOAM <1 Various studies have reported different input parameters
24 Lo79-2a-6572 LOAM <1 used in the SWAT model's calibration. Table 3 summarizes the
25 Lo81-1a-6574 SANDY_LOAM <1 most frequently used parameters in various studies (Abbas-
26 Qc62-1a-6623 SAND <1 pour, 2011; Arnold et al., 2012). As the SWAT is a comprehen-

2.2.4. Weather data

Historical weather data are usually gathered and archived by
the countries’ meteorological services. In Lithuania, such
data are available from the Lithuanian Hydrometeorological
Service, under the Ministry of Environment of the Republic of
Lithuania (LHMS). However, the study area covers not only
the territory of Lithuania, but also Kaliningrad Oblast and
Belarus, meaning that data had to be acquired from global
public resources. The weather data were acquired through
Global Weather Data for the SWAT service (National Centers
for Environmental Prediction, Accessed: November 2014). It
provides data for the 35-year period between 1979 and
2014. The service allows the downloading of daily data for
precipitation, wind, relative humidity and solar radiation in
the SWAT's file format for a given location and time period.
Weather data used for the Curonian Lagoon drainage basin
model covered a period of 16 years, from 1995 to 2010; the
first five years' data (1995—1999) were used for the model’s
warm-up stage, whereas the remaining data were used for
the model's set-up, calibration and validation.

2.2.5. Observed data

The observed run-off data files had to be prepared for the
model's output analysis and calibration. The available
observed data were for two river discharges: Nemunas, near
Smalininkai, and Minija, near Lankupiai (Fig. 2). The data
files present the daily time series over 11 years (2000—2010)
for measured discharges in m* s~'. These data were provided

sive model that simulates process interactions, many
parameters will impact multiple processes. For instance, CN
(Curve Number) directly impacts surface run-off; however, as
surface run-off changes, all components of the hydrological
balance change. The described feature is the primary reason
for calibrating the model starting with the hydrological bal-
ance and streamflow, then moving to sediment and, finally,
calibrating nutrients and pesticides (Arnold et al., 2012).
All suggested parameters described in Table 3 were subjected
to calibration and sensitivity analysis in order to regionalize
the most sensitive parameters and make the necessary adjust-
ments to their values. These steps were performed iteratively,
as recommended in the SUFI-2 calibration procedure docu-
mentation (Abbaspour, 2011). The maximization of NSE for
river discharge was used as an objective function:

2
NSE = 1— Zi(QmigS)iz , (2)
Zi(Qm,i*Qm)

where @, is the measured parameter value (e.g. river dis-
charge), Q; the simulated parameter value, and Q,, is the
average value of measured parameter. NSE values ranges
between —oc and 1.0, with 1.0 being the optimal value. Values
between 0.0 and 1.0 are generally viewed as acceptable levels
of performance, whereas values below 0.0 indicate unaccept-
able performance of the model (in this case the mean observed
value is a better predictor than the simulated one) (Krause
et al., 2005).

SWAT-CUP calibration iteration presumes the existence
of a set of simulations with predefined parameters, uncer-
tainty ranges for these parameter values, statistics of every
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Figure 2 Minija and Nemunas river historical discharge.

simulation output and overall statistics of the calibration
process. A simulation is a single execution of the SWAT model,
with certain parameter values within a boundary of the
uncertainty ranges, as defined in the iteration set-up pro-
cess. The initial calibration run was carried out with
2000 model simulations. As the number of parameters and
simulations was high, the time consumption of such a cali-
bration iteration was demanding. To complete one iteration
cycle on a standard laptop computer (with an Intel Core i7
2.4 GHz processor) with 2000 simulations, the calibration
tool had to run for 36 h (for a model with 117 sub-basins).
The speed performance of the calibration tool is strongly
dependent on the complexity of the model (the number of
sub-basins, HRUs, calibration parameters and simulated per-
iod), the processor's clock speed and some other factors, such
as the speed of the hard drive and the architecture of the
machine. Studies have shown that the calibration procedure's
run time could be enhanced by enabling the parallel proces-
sing of the calibration tool (Rouholahnejad et al., 2012).

Calibration was carried out, accounting for spatial para-
meter variations in different basins (of the Minija and Nemunas
Rivers) (see Fig. 3). Global model performance for the monthly
run-off values of NSE=0.79 and R?=0.81 were achieved,
which correspond to very good ratings (see Table 4). This
model was subjected to further validation and used in the
scenario assessment. SWAT-CUP produces a fitted parameter
value table for the best simulation. Corresponding values are
given in Table 5.

Some parameter values are similar for every sub-basin,
whereas others differ substantially. This can be explained
by the spatial distribution of sub-basins and their differ-
ences in soil, land-use and the topographic properties of
the area. Since sub-basins and HRUs are spatial averaging
over some area, the parameter values for the same catch-
ment area will change as the sizes of sub-basins and HRUs
change.

Defining proper parameter boundaries for parameters
used in the calibration stage can be a challenging process.
These ranges have a strong impact on the autocalibration
outcome. In some SWAT model autocalibration studies
(Arnold et al., 2012; Balascio et al., 1998; Moriasi et al.,
2007), different parameter ranges are used for the same
parameters that are subjected to calibration, but the expla-
nation for such boundary usage is not always provided.

The high number of parameters complicates and prolongs
the model's parameterization and calibration procedure, and
can therefore be considered as a weakness of the model,
especially if the soil and geological differences of the catch-
ment area are not well known. This was the drawback for
Curonian Lagoon basin model, as the soil and land-use data
were acquired from public sources and not from local ones,
which would be of better quality and backed-up by more
recent observations. Different competences in various fields
of study are required in order to fully assess the influence of
each parameter and its value to the basin. A more detailed
analysis of each parameter, not only those that are used in
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Table 3 Most frequently used calibration parameters in various SWAT model calibration studies.

Parameter Definition Process
CN2 Initial Soil Conservation Service runoff curve number Surface runoff
CH_K1 Effective hydraulic conductivity in tributary channel alluvium [mm h~"]
CH_K2 Effective hydraulic conductivity in main channel alluvium [mm h~"]
CH_N2 Manning's “n” value for the main channel
ESCO Soil evaporation compensation factor
EPCO Plant uptake compensation factor
SURLAG Surface runoff lag coefficient
CANMX Maximum canopy storage [mm H,0]
ALPHA_BF Baseflow alpha factor [days] Baseflow
GW_REVAP Groundwater “revap” coefficient
GW_DELAY Groundwater delay time [days]
GWQMN Threshold depth of water in the shallow aquifer required for return flow to occur [mm H,0]
GWHT Initial groundwater height [m]
REVAPMN Threshold depth of water in the shallow aquifer for “revap” or percolation
to the deep aquifer to occur [mm H,0]
SFTMP Snowfall temperature [°C] Snow
SMFMN Melt factor for snow on December 21 [mm H,0 °C-day ']
SMFMX Melt factor for snow on June 21 [mm H,0 °C-day ']
SMTMP Snowmelt base temperature [°C]
TLAPS Temperature laps rate [°C]
SOL_Z Depth from soil surface to bottom layer [mm] Soil
SOL_AWC Available water capacity of the soil layer
SOL_ZMX Maximum rooting depth of soil profile [mm]
SOL_BD Moist bulk density [Mg m~3] or [g cm 3]
SOL_K Saturated hydraulic conductivity [mm h~"]
SOL_ALB Moist soil albedo for top layer
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Figure 3 Calibration results for Minija and Nemunas river discharge.
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Table 4 Statistics report for the calibration period (2000—2007) of the Curonian Lagoon drainage basin model.

Variable P-factor R? NSE Mean (simulated) [m3s~"] StdDev (simulated) [m3s~]
FLOW_OUT (Minija) 0.28 0.77 0.76 32.61 (30.59) 29.99 (23.91)

FLOW_OUT (Nemunas) 0.38 0.85 0.84 455.91 (470.84) 204.85 (208.56)

this study, would benefit future developments of a Curonian
Lagoon drainage-basin model.

2.4, Validation procedure

Validation results show whether the parameters were cali-
brated in such a way as to represent the modelled system
adequately, in this case, the Curonian Lagoon's drainage
area. The model's validation output can be analysed in the
same way as the model calibration: a value for R? and NSE can
be computed and the plot of the simulated flow, as compared
to the observed flow, produced. After the successful valida-
tion of the model, it can be used for various purposes:
monitoring seasonal and long-term trends, predicting any
of the model's output elements under different conditions
and scenarios and using outputs as inputs for other models.

Table 5 Fitted parameter values for the Curonian Lagoon
drainage basin model.

Parameter?® Fitted parameter values

Nemunas sub-basin Minija sub-basin

RP_CANMX.hru® 24.810646 —39.028244
R_CH_N2.rte 27.378458 37.603989
R_CN2.mgt 248.030533 —43.943916
R_SOL_ALB.sol —0.964783 —19.724804
R_SOL_AWC.sol —44.375572 —71.344315
R_SOL_BD.sol —0.63497 —1.009578
R_SOL_K.sol 10.870995 —0.729487
R_SOL_Z.sol 1.501782 30.346178
R_SOL_ZMX.sol 36.707863 —35.845459
V_ALPHA_BF.gw 0.116285 1.178193
V_CH_K1.sub 199.661301 63.989532
V_CH_K2.rte —11.417052 —53.535545
V_EPCO.bsn 0.651629 0.598089
V_ESCO.bsn 0.484453 0.799542
V_GW_DELAY.gw  279.003998 —72.274193
V_GW_REVAP.gw  0.143441 0.11155
V_GWHT.gw 14.892682 4.632501
V_GWQMN.gw 381.135162 803.918335
V_REVAPMN.gw 331.778961 18.785471
V_SMFMN.bsn 3.019845 9.110275
V_SMFMX.bsn 12.965604 9.025815
V_SMTMP.bsn 0.340758 0.831538
V_SURLAG.bsn 27.429886 8.502431
V_TLAPS.sub 2.980006 —8.614986

@ Parameter definitions are given in Table 3.

b The qualifier (V_) refers to the substitution of a parameter by a
value from the given range, while (R_) refers to a relative change
in the parameter where the current value is multiplied by 1 plus a
factor in the given range.

¢ The extension (.hru,.rte,.mgt,.sol,.gw,.sub,.bsn) refer to the
SWAT file type where the parameter occurs.

The global Curonian Lagoon drainage area model validation
results are R? = 0.679 and NSE = 0.602, which correspond to
satisfactory values for the model at a monthly time-step. The
validation result confirms that this area-specific hydrological
model can produce sufficiently accurate predictions.

Although the required model performance objectives
were met, validation results give an insight into possible
errors in the output. The SWAT model was unable to predict
the high amounts of run-off occurring in the spring months
(for both observation points), and some peak flows were
underestimated. The model failed to simulate the high
amount of run-off that occurred in the late autumn and
winter months (November—January) of 2008—2009 and
2009—-2010 for both Minija and Nemunas (see Fig. 4). For
improving the model’s predictive accuracy, snowmelt and
ice-formation parameter temperatures might be adjusted
to account for early melting or late ice/snow formation.

2.5. Scenario formulation

Air temperature and the precipitation amount are the main
climate elements directly affecting the total run-off of
rivers. Prognostic air temperature, precipitation amount
and humidity-change data, derived from the Intergovern-
mental Panel on Climate Change Fifth Assessment Report
(IPCC AR5), were used with the SWAT for modelling river
inflow changes.

Near-term projections from the General Circulation
Model-Regional Climate Model (GCM-RCM) model chains
for Europe were used for modelling precipitation and tem-
perature changes. The analysis includes the following
10 GCM-RCM simulation chains for the Special Report on
Emissions Scenarios' (SRES) A1B scenario (which includes
the RCM group and GCM simulation): HadRM3Q0-HadCM3QO,
ETHZ-HadCM3Q0, HadRM3Q3-HadCM3Q3, SMHI-HadCM3Q3,
HadRM3Q16- HadCM3Q16, SMHIBCM, DMI-ARPEGE, KNMI-
ECHAMS5, MPI-ECHAM5, DMI-ECHAMS5 (Kirtman et al., 2013).
The CMIP5 (Coupled Model Intercomparison Project, Phase 5)
multi-model ensemble was used for the relative humidity
change.

The current-condition scenario was carried out before
implementation of the climate-change scenario simulations;
the produced average monthly run-off values were consid-
ered as the baseline. In order to analyse the impacts of
potential future climate change on the hydrology of the
Curonian Lagoon drainage area, every scenario was imple-
mented with downscaled, spatially variable climate inputs
(air temperature precipitation, relative humidity) using the
matching simulation period, which delivers a consistent
foundation for comparison of the scenario outputs. The
near-term change and projected changes described are for
the period 2016—2035.

According to the summary of IPCC AR5, air temperature is
going to increase by up to 1°C in winter, 0.5°C in spring and
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Figure 4 Validation result with the best fitted parameter value set for Minija and Nemunas river discharge.

autumn and 0.7°C in summer in the near-term; precipitation conditions of climate change, and in order to determine the
is expected to increase by 7.5% in winter, 5.0% in autumn and sensitivity of the modelled system.

spring, and 2.5% in summer and humidity is likely to decrease
slightly, by about 1% over most land areas (Kirtman et al.,
2013). Two climate change scenarios, one pessimistic and one
optimistic, were formulated (Table 6), and the effects of
these scenarios on river run-off were explored. The pessi-
mistic scenario includes high values for temperature and
precipitation change, whereas the optimistic scenario’s cor-
responding values were lower. Such scenarios were formu-
lated for assessing the response of the study area to various

3. Results

3.1. The pessimistic scenario’s results

For the pessimistic scenario, high values of precipitation and
temperature change were used to assess their effects on the
Nemunas and Minija Rivers' run-off. For the Nemunas River,
the projected changes in precipitation, temperature and

Table 6 Climate variable change in pessimistic and optimistic scenarios.

Scenario Simulated changes in:
Temperature [°C] Precipitation [%] Relative humidity [%]
DJF® MAM, SONP JUAC DJF MAM, SON JJA All seasons
Pessimistic +2 +0.5 +0.7 7.5 5 2.5 —1
Optimistic +0.6 +0.4 +0.3 3 1.5 0 —1

2 “DJF” refers to winter months: December, January, February.

b “MAM” refers to spring months: March, April, May; “SON” refers to autumn months: September, October, November.
€ “JJA” refers to summer months: June, July, August.
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Table 7 Simulated inter-seasonal Nemunas and Minija river average (av), minimal (min), and maximal (max) discharge change for

the pessimistic (°) and optimistic (°) scenario.

River River discharge change [+%]

Winter Spring Summer Autumn

av min max av min max av min max av min max
PMinija 22 21 23 -7 —28 -2 —18 —64 44 10 -10 23
PNemunas 17 20 1 —-10 —24 -19 -8 —16 14 9 0.5 12
OMinija 18 16 17 -5 -25 -8 —10 —65 -25 5 —18 20
°Nemunas 10 8 1 -9 -32 -20 -2 -20 2 3 -3 2

humidity will result in a stronger inter-seasonal fluctuation of
run-off. During the winter months, it is expected that the
Nemunas River run-off will increase by 17% in the short term.
The probable reason for this is the increased winter tem-
peratures, which will result in earlier snowmelt. An increase
in precipitation is also having a strong effect on run-off during
the winter months. The peak run-off for the winter will
experience no significant change, whereas the minimal

run-off will increase by approximately 20% (see Table 7,
Fig. 5), although the SWAT overestimated minimal run-off
for the Nemunas River in some cases, so this percentage could
be less.

For the Minija River, the effect of early snow melting is
more prominent; the increase in discharge will be approxi-
mately 22%. Minimum and maximum discharges for the win-
ter months will also increase by 21-23%. The strongest
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increase of discharges for both rivers is observed in February,
where the peak flow values are simulated to increase by more
than 60%.

During spring months, a 10% decrease in run-off is
expected for the Nemunas River and a 7% decrease is
expected for the Minija River (Table 7, Fig. 5). This is caused
by the ice-melting season moving to the winter months. The
maximum spring discharges in Lithuanian rivers generally
take place during March to April, but in the light of current
climate change, these events will happen earlier. The stron-
gest decrease in discharge during spring months is observed in
May for Minija, whereas for Nemunas, it is observed in April.

The summer months are expected to be warmer; this has a
significant negative impact on the discharge of rivers during
this period. For Nemunas, it results in an 8% decrease in run-
off, whereas for Minija, it results in an 18% decrease. The
minimal and maximal discharge values vary: for Nemunas,
peak flows during summer months will increase by 14%, but
the minimal flow will decrease by 16%. For Minija, peak flows
will increase by 44% and minimal flows will decrease by 64%.
The highest discharge change is expected during June to July
for Nemunas, and in July for Minija (see Fig. 5). Even if in
some cases the model overestimated the values of peak flows
and underestimated the minimal flows, the inter-seasonal
differences between climate change and baseline scenarios
are significant.

Discharge changes in the autumn months are less affected
by climate change. During this period, the average discharge
will increase by 10% for Minija and 9% for Nemunas. Maximal
run-off will increase by 23% for Minija and by 12% for Nemu-
nas. Minimal run-off will decrease by 10% for Minija and will
not change significantly for Nemunas (Table 7). In the autumn
months, the average discharge will increase for Nemunas
during the whole season, with no distinct patterns. The
Minija River's discharge, however, displays a decrease in
the run-off during September, and a steady increase in the
following months, reaching the highest increase during
November (Fig. 5).

The annual discharge in the short term for the Nemunas
River will increase by around 7%, and Minija's will increase
slightly, by around 2—3%. These results confirm those of
similar studies (Kriauciuniené et al., 2008; Meilutyté-Baraus-
kiené and Kovalenkoviene, 2007; Rogozova, 2006), which
indicate a slight increase in annual river run-off in the
near-term and a change in flood behaviour during the spring.

3.2. The optimistic scenario’s results

For the optimistic scenario, low values of precipitation and
temperature change were used to assess their effects on river
run-off. As expected, results of the optimistic scenario show
smaller changes than those of the pessimistic one, although
their tendencies remain the same (see Table 7).

For both Nemunas and Minija, the expected river dis-
charge will change mostly in the winter season: 18% for
Minija and 10% for Nemunas. Minimal and maximal discharges
during this season will increase by 16% and 17%, respectively,
for the Minija River, while for Nemunas an increase of 8% in
minimal discharge is expected, where the peak flows will
remain at almost the same level. The increase in discharge is
simulated during the entire season, with no distinct patterns

for Minija. The strongest increase is observed during February
for the Nemunas River.

During the spring months, a reduction in river flow is
expected: 5% and 9% for Minija and Nemunas, respectively
(Table 7). The maximal discharge will decrease by 8% and
20%, respectively, and the rivers' minimal discharges will
decrease by even more: 25% and 32%. The strongest decrease
in discharge is observed in April for Nemunas, and in May for
Minija (Fig. 5).

During the summer months, a small increase in precipita-
tion and a decrease in humidity were used in the optimistic
scenario, with no change in the temperature. However, a
decrease in the rivers' run-off was simulated: 10% for Minija
and 2% for Nemunas (Fig. 5). This may be caused by the
increased ET (evapotranspiration) and a higher water uptake
by plants. The highest reduction in discharge is observed in
the period of June to July for both rivers.

The autumn months will experience a small increase in
river discharge: 5% for Minija and 3% for Nemunas. The peak
and minimal flows will experience small fluctuations in both
cases. A general decrease in run-off during September, com-
pared to the baseline scenario, is simulated for Minija, with a
gradual increase of flow in the following months. The Nemu-
nas River's discharge displays a steady increase during Sep-
tember and October, with the highest values occurring in
November. With this optimistic scenario, the annual dis-
charge in the near-term for the Nemunas River will increase
by around 5%, and by 2—3% for the Minija River.

4. Discussion

The SWAT is a very useful tool for investigating climate
change's effects on the drainage basin, assessing manage-
ment strategies on a catchment area's hydrological and
water-quality response and other different scientific and
practical uses. However, calibration and validation of the
model is a key factor in reducing uncertainty and increasing
confidence in its predicative abilities, thus making applica-
tion of the model effective.

The Curonian Lagoon drainage basin model was success-
fully calibrated and validated, although some improvements
to the results could be achieved in the future. During cali-
bration, the model simulations generally underestimated
high seasonal amounts of run-off for Minija, especially during
the spring flood months of March to April. For both rivers, the
model underestimated the amount of discharge during the
months of June to August. This could be caused by some fitted
parameters of groundwater or base-flow; an overestimation
of plants’ water uptake could also be the reason for these
occurrences. Further improvements to the model could
assess the influence of each parameter on the run-off sepa-
rately, for acquiring a better understanding of the river-
discharge governing processes for each sub-basin.

During the climate scenario evaluation, both optimistic
and pessimistic scenario simulations produced similar gen-
eral patterns in changes to river discharge: a strong increase
in the winter months, especially in February, a decrease
during spring and summer and a slight increase during
autumn. It is noteworthy that even in the optimistic scenario,
river discharges show a relatively high reduction during the
spring months, meaning that the temperature threshold for



Curonian Lagoon drainage basin modelling and assessment of climate change impact 101

snowmelt can be reached even with a small increase in
temperature (see Fig. 5).

Different climate-change factors have influenced the
simulated changes in different ways. The relative humidity
change has an impact on river discharges through an increase
in water uptake by plants and ET. The share of the forested
area in the Minija River's basin is approximately 21% (Kon-
tautas and Matiukas, 2010), and about 35% for the Nemunas
River's basin (Rimkus et al., 2013). Relative humidity can
affect the flow of water through the plant: the higher the
relative humidity, the more slowly transpiration occurs and
vice versa. In the Curonian Lagoon drainage basin model, a
reduction in relative humidity led to a reduction in river run-
off during the summer months. This was the case even in the
optimistic scenario, where higher precipitation values were
used and the temperature values were not altered for this
period. Relatively high absolute changes in minimal and
maximal flows were simulated for the Minija River during
the summer months, especially in the pessimistic scenario.
Minija is a river dominated by rain floods in the run-off
balance. This factor becomes even more distinct in the light
of climate change, where heavy rain results in high local
increases of generated discharge. Approximately half of the
total run-off comes from rainwater; snow and groundwater
comprise 22% and 25%, respectively, of the run-off. As a result
of the earlier melting of snow, these values are projected to
change accordingly.

A general tendency for potential hydrological droughts
during the summer season is observed in both rivers. The
Nemunas and Minija Rivers' basins lie under humid temperate
climate conditions and cannot experience such water
shortages as appear in the tropical and mid-latitudinal arid
regions. Therefore, simulated dry periods and periods of low
streamflow are interpreted here as droughts, because of the
impact on wildlife and socio-economic factors (Rimkus et al.,
2013) — a decrease in crop yields, a reduction in overall
agricultural productivity, a massive increase in wildfires, an
intensification of tree defoliation, etc.

The Minija River's sub-basin response to different climate-
change factors was more significant than that of the Nemunas
River, which displayed some robustness to projected
changes. As smaller rivers in the Curonian Lagoon basin's
western boundaries display a high correlation (0.76—0.97) in
run-off and synchronicity in flood seasons (Meilutyté-Baraus-
kiené and Kovalenkoviené, 2007), it is assumed that the
changes in other, smaller rivers' sub-basins, such as the Deima
River's sub-basin, will be similar to those simulated for the
Minija River's sub-basin.

Possible future research directions may include improve-
ment of the model's performance, a more thorough calibra-
tion and more detailed sensitivity and uncertainty analysis. In
addition, the completed Curonian Lagoon drainage-basin
model could be used to assess different climate-change,
water-management and agricultural-management scenarios.
The SWAT can be coupled with other models that require a
hydrological input, in order to assess different management
problems and scenarios.

As the SWAT model contains biogeochemical sub-models
for nutrient transformation in its terrestrial and aquatic
components, as well as plant growth and agricultural man-
agement operations, the model developed in this study can
be upgraded to a full-featured drainage-basin model that can

fill in the time-based gaps of monthly monitoring of the
Nemunas River's outlet, giving an idea of what kind of varia-
tions occurred in the period of a month between two mon-
itoring expeditions. With further research and additional
calibration, this model can be used to simulate sediment,
pesticide and nutrient transport in the basin. The model
developed in this study can be linked to ecological-, biogeo-
chemical- and sediment-transport models for the Curonian
Lagoon. It can also support water-quality management stu-
dies of the Curonian Lagoon as well as scientific projects such
as the ecological response of the Curonian Lagoon to differ-
ent load conditions through the Nemunas River, or detailed
studies of carbon, nitrogen and phosphorus budgets.
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contributed to the change of ¢ in the Thracian Sea by 1.23 x 1073>W m~3 in the winter and
7.9 x 107*Wm~3 in the summer, significantly higher than the corresponding solar heat flux
contribution (1.41 x 10 >Wm~3 and 7.4 x 107> W m~3, respectively). Quantification of the ¢-
advective term crossing the north-western BSW branch (to the north of Lemnos Island), depicted a
strong non-linear relation to the relative vorticity of Samothraki Anticyclone. Similar analysis for
the south-western branch illustrated a relationship between the ¢-advective term sign and the
relative vorticity in the Sporades system. The ¢-mixing term increases its significance under
strong winds (>15ms™"), tending to destroy surface meso-scale eddies.
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1. Introduction

The North Aegean Sea (NAS) (Fig. 1) acts as a dilution basin,
directly affected by the buoyancy outflow of the low-salinity,
nutrient-rich Black Sea Water (BSW) exported through the
Dardanelles Strait, at the north-eastern part of the basin
(Androulidakis and Kourafalou, 2011). Along the Dardanelles,
a strongly-stratified two-layer system with opposing flows is
formed, consisting of the exiting to the NAS surface BSW layer
and the outflowing into the Sea of Marmara bottom layer
(Unliiata et al., 1990). The significant vertical shear stresses
developed at the system’'s interface favor the upward entrain-
ment, thus returning parts of NAS water back to the Aegean
(Karnaska and Maderich, 2008). Recent estimates of the annual
BSW discharge report values ranging between 38,820 m®s~'
(Karnaska and Maderich, 2008) and 42,790 m*s™" (Tugrul
et al., 2002), with approximately 67% of its volume being
directly transferred from the Marmara Sea and 33% attributed
to NAS water entrainment. After its outflow, BSW occupies the
first 50 m of the water column, overlying on the northward
flowing warm and highly saline Levantine Intermediate Water
(LIW), between a depth of 50 m and 400 m, and the North
Aegean Deep Water (NADW) from 400 m to the bottom
(Zervakis et al., 2000). Its impact on surface dynamics of
NAS exhibits strong seasonality, especially during early spring,
when the mean monthly outflux through the Dardanelles
Straits reaches 450 km? per season (57,740 m> s~ "), as a result
of the increased river runoff and precipitation over the Black
Sea and the raised local entrainment fluxes at the Dardanelles
(Tugrul et al., 2002).

The exit of BSW from the Dardanelles produces a cyclonic
flow, bifurcating at Lemnos Island, with the southern branch
being stronger during the summer, under the influence of the
annual northerly Etesian winds, and the northern branch
covering the entire Thracian Sea continental shelf (Vlasenko
etal., 1996; Zervakis and Georgopoulos, 2002). In winter BSW
core concentrates at the northern coast of Lemnos Island,
where it bifurcates primarily to the north-west and occa-
sionally to the southwest, under the influence of north-east-
erly (bora-type) gales. The most prominent surface patterns
in NAS include the thermohaline BSW-LIW frontal zone,
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Figure 1 The North Aegean Sea and its physiographic basins.

affected strongly by seasonal meteorology (Sylaios, 2011),
a semi-permanent anticyclone of variable strength and
dimensions developed in the Thracian Sea, around Samo-
thraki and possibly Imvros Islands (Cordero, 1999; Theocharis
and Georgopoulos, 1993; Zervakis and Georgopoulos, 2002)
and a rapidly changing cyclone—anticyclone system, covering
the upper 200 m of the Sporades Basin. This latter system
appears supplied either by the higher salinity waters moving
from the southern Aegean Sea or by the fresher water of BSW
(Kontoyiannis et al., 2003). Other eddy features of variable
strength and size appear dependent on BSW discharge and
Thermaikos Gulf freshwater outflows (Olson et al., 2007).

Several previous modeling efforts exist, using mostly the
Princeton Ocean Model (POM), applied under variable spatial
resolution grids and different boundary conditions for the
BSW outflux. Zodiatis et al. (1996) used a two-dimensional
vertically-integrated model to simulate the synoptic-scale
flow patterns of the NAS and utilized NOAA-AVHRR thermal
images for model validation. Korres et al. (2002) coupled a
high resolution atmospheric model with POM and assessed
model’s skill in forecasting the satellite-recorded sea surface
temperature (SST) field. Kourafalou and Barbopoulos (2003)
used the modified sigma-coordinated POM in a high resolution
mode (2.5 km x 2.5 km), nested at its southern boundary to a
coarse grid Mediterranean model and a regional, intermediate
resolution model. BSW discharge boundary condition was
determined by the net monthly inflow-outflow budget at
the Dardanelles, ranging from 5000 m3s~" in December to
15,000 m> s~ in June. Kourafalou and Tsiaras (2007) applied
POM in a 1.6 km x 1.6 km grid imposing a two-layer (inflow-
outflow) transport rate at the Dardanelles boundary. Tzali
et al. (2010) applied POM in a series of BSW outflow scenarios,
to assess the impact of BSW inflow rate on the established NAS
circulation. Finally, Androulidakis and Kourafalou (2011)
applied the Hybrid Coordinate Ocean Model (HYCOM) on a
very high resolution grid (1/50° x 1/50°) and introduced a new
mathematical scheme for BSW outflow rates. Model validation
involved the comparison of model results to satellite and in situ
data.

The present paper presents the results of a three-dimen-
sional hydrodynamic model for the thermohaline NAS circu-
lation, placing particular emphasis on (a) the model
validation procedure, by comparing surface model results
with extensive satellite datasets and CTD profiles from field
campaigns, (b) the stratification—mixing conditions of BSW
along its route over NAS, (c) the quantification of individual
terms of the potential energy anomaly general equation, and
(d) the description of the permanent and semi-permanent
surface meso-scale patterns, developed in NAS and their
inter-link to BSW buoyancy spreading.

2. Material and methods
2.1. Model description

The hydrodynamic Estuary and Lake Computer Model
(ELCOM), a three-dimensional numerical model developed
by the Centre for Water Research at the University of Western
Australia (Hodges and Dallimore, 2001) was used for modeling
the NAS. This model has mostly been used to simulate the
hydrodynamics of lakes and reservoirs, but it has also been
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applied in the modeling of buoyancy fluxes and geophysical
flows at large-scale enclosed basins, estuaries and coastal
seas, as the Persian Gulf (Alosairi et al., 2011), the Northern
Adriatic Sea (Spillman et al., 2007) and the Red Sea (Barry
etal., 2009). Kopasakis et al. (2012) modeled successfully NAS
water circulation and pollutants accumulation, while Kamidis
etal. (2011) validated the model to simulate the transport and
diffusion processes in Nestos River plume. Further, Sylaios
et al. (2013) utilized the above model-validated results to
assess the along- and cross-shore circulation and the stratifi-
cation-destratification processes in the shallow and elongated
Thassos Passage (Thracian Sea).

ELCOM solves the Reynolds-Averaged Navier Stokes equa-
tions, using both the hydrostatic and the Boussinesq approx-
imations. The numerical method applies a semi-implicit
formulation on a finite-volume framework using rectangular
Cartesian cells in an Arakawa-C grid stencil (Hodges, 2000).
Horizontal grid spacing is fixed, whereas the vertical spacing
may vary as a function of depth, but remains horizontally
uniform and fixed over time. Free-surface evolution in each
grid cell's column is solved by the vertical integration of the
conservation of mass equation for incompressible flow
applied to the kinematic boundary condition.

The numerical scheme follows the adapted TRIM approach
(Casulli and Cheng, 1992) with modifications for scalar con-
servation, numerical diffusion, and implementation of a
mixed-layer turbulence closure (Hodges, 2000). Convective
terms are calculated using a third order Euler—Lagrange
scheme, while the ULTIMATE-QUICKEST scheme is introduced
for the advection of scalars. The model produces the
dynamics of stratified water bodies with external environ-
mental forcing, such as tidal forcing, wind stresses, surface
thermal forcing as well as inflows and outflows (Hodges and
Dallimore, 2001) and thus seems appropriate for application
in NAS. Heat exchange through the water's surface is
governed by standard bulk transfer models corrected for
non-neutral atmospheric stability effects (Imberger and Pat-
terson, 1990). The model does not follow the commonly-used
eddy diffusivity approach, but adopts a unique 1D mixed-
layer model for computing the vertical mixing of momentum
and scalars (Laval et al., 2003), an approach particularly
proper for stratified water bodies as NAS.

2.2. NAS model set-up

2.2.1. Bathymetry and computational domain

Model domain extends from 38.6°N to 41.0°N and from 22.5°E
to 27.0°E, thus covering both shelf and deep areas of NAS
(Fig. 1). The bottom bathymetry was digitized in a Geo-
graphic Information System (Mapinfo v10.0), to develop a
Digital Elevation Model (DEM) from the Hellenic Navy
1:200,000 bathymetric chart. Model's computational grid
was developed using a spatial mapping tool (Vertical Mapper
for MapInfo) and the application of linear triangulation inter-
polation. The modeled area was discretized into a uniform
high resolution horizontal grid consisting of 1 km x 1 km
orthogonal cells (0.009° x 0.009°), allowing the accurate
representation of area's complex bathymetry and topogra-
phy. The water column at each horizontal cell was divided
into 20 exponentially stretched layers, consisting of thinner
surface layers with gradually increasing thickness towards

the bottom. All variables were located at fixed z-levels
(z-coordinate model), thus producing a computational
domain comprised by 3,109,280 rectangular finite-volumes.

2.2.2. Initial and boundary conditions

A constant initial condition over the grid domain (T = 10°C
and S = 38.0 psu) was determined for the ambient water of
NAS. Model boundary conditions involved hydrologic,
meteorological and tidal forcing. Hydrologic forcing was
determined on a mean monthly basis by applying river dis-
charge and water temperature for all main rivers of Greece
and Turkey, as reported by Skoulikidis et al. (1998). BSW
buoyancy flux was considered seasonally variable, with a
mean annual value of 42,222 m3s™" or 1331 km*yr™', as
computed by Tugrul et al. (2002). BSW daily temperature
was extracted from MODIS SST satellite data for the Sea of
Marmara. BSW salinity at the Dardanelles boundary varied
seasonally, with a mean annual value of 28.03 psu, following
Tirkoglu (2010).

Meteorological time-series for a four-year period (2005—
2008) with a 3 hrs time-step were acquired from the NOAA
database (http://ready.arl.noaa.gov/READYamet.php) at
1° x 1° spatial resolution, to describe the atmosphere-ocean
boundary conditions. Datasets included wind speed and
direction, atmospheric relative humidity, cloud cover, baro-
metric pressure, atmospheric temperature, precipitation
and solar radiation intensity.

Boundary temperature, salinity, currents and tidal eleva-
tions at the southern model boundary were obtained from
daily MyOcean products (www.myocean.eu) using the Med-
iterranean Sea Physics Re-analysis database (1987—2012).
Water temperature, salinity and velocity profiles were
acquired at 72 layers with a daily time-step at a spatial
resolution of 0.0625° along the southern boundary line of
the model's computational grid. Initially, these profiles were
vertically spline-interpolated to match the layered config-
uration of ELCOM model. At a second stage, a horizontal
interpolation algorithm, applied to each layer, filled the gaps
of horizontal model's discretization.

The NAS model was run for four consecutive years with a
time-step of 3 min. Year one (2005) was used to develop and
stabilize the flow field, especially due to BSW entry, while
years 2006—2008 to obtain, compare and post-process model
results. These consisted of the three-dimensional flow field,
the temperature and salinity fields and the sea-surface
height evolution.

2.3. Model validation procedure and criteria

Model validation was achieved in two manners: (a) by com-
paring sea-surface temperature model results at 44 regu-
larly-spaced model grid cells with the SST data obtained by
the International Group for High Resolution SST (GHRSST,
www.ghrsst.org), a platform combining daily updates of
near-real-time level 2 data (SSTs at observed pixels), level
3 data (gridded in space, but with no gap-filling) and level
4 data (gap-free objective analysis data), with a
0.25° x 0.25° spatial resolution (Martin et al., 2012); and
(b) by comparing model produced temperature and salinity
profiles with the 2006 CTD casts of summer NAS cruises
(Sylaios, 2011; Sylaios, unpublished data).


http://ready.arl.noaa.gov/READYamet.php
http://www.myocean.eu/
http://www.ghrsst.org/
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To evaluate the validity of model results with satellite and
in-situ data, a set of criteria was established (Jedrasik,
2005):

(a) the correlation coefficient, r, defined as:

o cov(oj,m;) Oim;—0 m

0Oo0m

(1)

0o0m
where o; and m; represent the observed and modeled
paired values (withi=1,2, ..., N), respectively, and o, m
and o, and o, the respective means and standard devia-
tions of the observed and modeled datasets. This is the
non-dimensional measure of co-variation of the observed
and modeled values, reaching its maximum at unity. Such
criterion is insensitive to the total model bias.

(b) the mean squared error, MSE, defined as:

2 = =2
_,> +(m‘z°) } @

[o]

MSE = o2 [(1 )+ (“—m

Oo

where the first term is the squared correlation coeffi-
cient; the second term describes the conditional model
bias C, expressing the correlation between model error
and the values simulated by the model; and the third
term the unconditional model bias B, defined as the ratio
of absolute bias to the squared standard deviation of the
observations. For increased model reliability MSE should
be minimum.

(c) the Nash-Sutcliffe effectiveness coefficient E, defined
as:

MSE

2
%

E=1- . (3)
It is considered as a dimensionless transformation of
MSE, also called a quadratic model score. Its value
increases up to unity with increasing model quality.

(d) the special correlation coefficient:

MSE

Ro= [1— 1%
: (f%—l—ﬁz

“4)

A perfect fit is reached when R;=1, meaning that
MSE = 0. R; better represents the fitting of model simu-
lations to the observed ones, compared to the total
square error (Jedrasik, 2005), and

(e) the mean modified model bias, defined as the ratio of
the mean modeled to the mean observed counterpart,
indicating the over- or under-estimation tendency of the
simulations.

2.4. Model results post-processing

To assess the impact of BSW buoyancy flow path over the
near-surface water column (0—200 m depth) of NAS, the
potential energy anomaly ¢ (PEA, in J m~>) was considered
through model results. PEA-values express the stability of the
water column, defined as the amount of energy per unit
volume needed to vertically homogenize the water column,
as (Simpson, 1981):

1 0
b=3 ] so-ndz ©)

where g is the gravitational acceleration [ms™2], z is the
vertical coordinate pointing upward at the sea surface [m],
7 is the depth-averaged density [kg m—], p is the local
density [kgm~3] at depth z, and h is the total water
depth [m]. By definition ¢ is depth independent, but it
varies horizontally and in time. It occurs that ¢ is zero for a
fully-mixed water column, and positive for stable stratifi-
cation.

Although PEA explains the instant state of water column in
terms of mixing and stratification, the temporal change of
PEA may explain the interacted processes related to mechan-
ical mixing (wind and tidal stirring) and stratifying mechan-
isms as the solar heat flux and the freshwater buoyancy flux
(Simpson et al., 1991). Therefore, the change of PEA in time
may be expressed as:

9 __Skepa W] ckopulu]  a9Qs 1
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where the first term represents the wind stirring influence
and the second term represents the tidal stirring effect, both
tending to decrease ¢ over time. § and ¢ are empirically
determined mixing coefficients (§=0.039 and ¢ =0.0038)
expressing the efficiency in the conversion of wind and the
tidally-generated turbulent kinetic energy into potential
energy (Lund-Hansen et al., 1996), ks and k, are the surface
and bottom drag coefficients (ks=6.4x 10> and
kp =2.5 x 1073), p, is the air density (1.2kgm™3), py is
the water density [kg m~3], h is the water column depth
[m] and W and up represent the wind speed [ms~'] and
bottom current velocity [m s~']. The third and fourth terms
express the stratifying solar heat flux and freshwater buoy-
ancy flux, respectively, tending to increase the ¢-value in
time. « and (, are thermal expansion coefficients
(@=1.6 x 107%C~" at 9°C and cf =4.0 x 103 Jkg~"°C"),
g is the gravity acceleration [m s™“], Qs is the incident solar
heat flux at the sea surface [W m~2] and N is the vertical
eddy viscosity coefficient [m? s~'], determined as Nz = yhu,
where1 y=3.3 x 1073 and u the depth-averaged tidal speed
[ms™].

In order to derive the relative impact of each individual
term on the change of the potential energy anomaly of NAS
water column, the combined Eq. (6) was integrated in time,
for a period of a month, using the mean daily values of
respective parameters, thus:

— ke /t\W|3dt+a—g/tQ dtt
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where terms 1 to 4 refer to the relative impact of the wind,
the incident solar radiation, the BSW buoyancy flux and the
tide on the total potential energy anomaly of the water
column. The term (dpw/0x) refers to the model-computed
depth-averaged (0—200m) density gradient between
BSW exit point at the Dardanelles and each selected
studied site throughout NAS. The impact of the tidal term
was considered as negligible for the micro-tidal environ-
ment of NAS.
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2.5. Relative contribution of PEA equation terms
along a meridional transect

To comprehend the impact of advection of BSW pulses on
NAS, the relative magnitude of each term in the general
dynamic ¢-equation was quantified, utilizing the ELCOM
model results for the upper 130 m layer, corresponding to
the upper 5 layers, along a meridional transect. The general
¢-equation derived by Burchard and Hofmeister (2008)
reads:

¢

O B A g /° h N
FTa —Vz(uq&)—i—ﬁvhp../huzdz—ﬁ/h (n—i—z)uvhpdz

B C

0 0
—3/ -z Wazpdz+@/ Pydz — 22 (Ps + PP
h \" 2 h/ o 2
F
D E

0 0
+E/7h (niifz)deJ“E/f,, (nfifz) Vh(KnVhp) dz,

G H

()

where U and u are the depth-averaged and the deviation from
the depth-mean horizontal velocity vectors, respectively
[m s~'], w is the deviation from depth-mean vertical velocity
[m s~ '], nis the elevation of sea surface above the mean [m],
o and p are the depth-averaged and the deviation from the
depth-mean densities, respectively [kg m~3], po is the refer-
ence density [kg m~3], Qis the source term for density due to
heating [Wm™2], K, is the horizontal eddy diffusivity
[m?s~"], P, is the vertical buoyancy flux (=(g/00)Kz(3p/
0z)), while Pé and Pg are the surface and bottom buoyancy
fluxes [m“ s™°], respectively, and v, is the horizontal gradi-
ent operator.

In the above equation the described processes are:
¢-advection (term A), representing the advection of
potential energy anomaly by the depth-averaged horizontal
velocity vector; the depth-mean straining (term B), repre-
senting the straining of the depth-averaged horizontal den-
sity gradient due to the deviation from the depth-mean
velocity vector; the non-mean straining (term C), repre-
senting the straining produced by the deviation from the
depth-averaged horizontal density gradient; the vertical
advection (term D), produced by the deviation from the
linear vertical velocity proceeding from the kinematic
boundary conditions imposed on the water column surface
and bottom; the vertical mixing (term E), expressed by the
integrated vertical buoyancy flux; the surface and bottom
density fluxes (term F), both increasing ¢; the heating due
to short-wave radiation (term G), representing inner
sources or sinks of potential density; and the divergence
of horizontal turbulent density fluxes (term H), increasing
¢ at the upper half of the water column.

For our analysis, only terms A, B, C, E, F and G were
accounted for as the most important factors controlling the
stratification—mixing dynamics of the area. Following Hoi-
tink et al. (2011), contributions from the temporal and
spatial variations of vertical velocity in the deviation of mean
density (term D) and the impact on stratification from the
horizontal divergence of horizontal turbulent density fluxes
(term H) were considered as negligible.

Term E (vertical mixing) was simplified into:

a¢) @’
vs =—Cal'pg—— 9)
(at Term-E 0 h

where (4 is the drag coefficient (=0.0025) and I"is the mixing
efficiency coefficient (=0.04).

Terms F and G involving inner sources of density due to
absorption of solar radiation and the surface and bottom
buoyancy fluxes appear dominated by surface heating. These
terms could be parameterized according to Wiles et al.
(2006), involving meteorological data (derived from NOAA
database) as the incoming short wave radiation, relative
humidity, wind speed and sea albedo for the derivation of
the upward heat flux due to evaporation, the long-wave back
radiation and the sensible heat transfer, as following:

o _ag
(ﬁ) Terms F&G a ZCP (QST QU)7 (10)

where C, is the heat capacity (=4.0 x 10® Jkg~'°C™"), ais the
thermal expansion coefficient (=1.51 x 107*K™"), Q is the
sub-surface incident solar radiation, T is the heat released
when radiation reaches the sea bottom, and Q, is the sum of
upward heat flux due to evaporation, long-wave back-radia-
tion and sensible heat flux (Q, = Qe + Qs + Qc). Qs is deter-
mined by Qs = Qs(1—A), where A is the sea surface albedo
(=0.15) and Qs is the incident solar radiation. T is computed
as a function of the effective diffusive attenuation coeffi-
cient for short wave radiation (k = 0.3) and total water depth,
as:

2(1—aq)
kh

where a4 = 0.55, representing the fraction of heat absorbed
at the thin surface layer. The upward heat flux terms were
determined using relative humidity and wind velocity data
from NOAA database combined with sea surface temperature
data from the ELCOM model and applying the standard heat
flux formulas (Gill, 1982). All calculations were performed in
MATLAB 10.

T=1- (1—ekm), (11)

3. Results
3.1. Model results validation

At the first validation stage, daily-averaged SST model results
were compared to satellite recorded SST daily data obtained
from the GHRSST dataset (n = 365 per year). For each station,
the produced scatter points followed closely the diagonal in
the simulated—observed data plots (Fig. 2a and b), providing
quite successful statistical measures. The spatially-mean
validation criteria, presented in Table 1, indicate that mod-
el's performance improves over time (years 2006—2008).
Mean conditional and unconditional model biases of the mean
squared error for all these years were computed at 0.040 and
0.099, respectively. From years 2006 to 2008 the mean
modified model bias turns from over- to slight under-estima-
tion of the satellite-derived SST (Table 1). This performance
varies spatially and temporally. In the Thracian Sea slight
winter and autumn over-estimation exists, changing to fair
under-estimation in spring and summer (Fig. 2c). Summer
under-estimation appears more prominent in the Sporades
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Figure 2 Scatter diagrams and temporal variability between the modeled and the GHRSST sea-surface temperature data during
2008. Subplots (a) and (c) compare data in the Thracian Sea (circle), and (b) and (d) in the Sporades Basin (diamond).

Basin (Fig. 2d). Such underestimation could also be attrib-
uted to the daily-averaging of modeled data, the impact of
relatively poor meteorological conditions resolution and the
fixed horizontal eddy viscosity and diffusivity coefficients.
Fig. 3illustrates the spatial variability in the model validation
statistical measures for year 2008. Higher correlation coeffi-
cients were obtained in the Thracian Sea and Thermaikos
Gulf, where the model slightly under-estimated observa-
tions. Lower correlation but improved modified bias was
achieved in the central parts of NAS and in the Chios Basin.

Table 1 Spatially-mean statistical measures for ELCOM

model validation in terms of SST.

Parameter 2006 2007 2008

Satellite-derived SST

Correlation coefficient, r 0.917 0.924 0.941

Mean squared-error, MSE 4.985 5.060 3.838

Nash-Sutcliffe effectiveness 0.774 0.779 0.818
coefficient, E

Special correlation 0.993 0.993 0.995
coefficient, R

Modified model bias, MMB 1.063 1.024 0.966

Temperature Salinity

Year 2006 CTD casts

Correlation coefficient, r 0.859 0.794

Mean squared-error, MSE 6.410 1.383

Nash-Sutcliffe effectiveness 0.402 0.138
coefficient, E

Special correlation 0.990 0.999
coefficient, R

Modified model bias, MMB 0.921 0.975

At the second validation stage, the model's ability to
reproduce the vertical distribution of temperature and sali-
nity fields was tested. Year 2006 CTD casts in NAS (103 sam-
pling sites) were compared to temperature and salinity
model results, up to 200 m depth. In-situ data were initially
layer-averaged, to match model discretization, and then
directly compared to model outputs (n=457). Validation
statistics shown in Table 1 indicate a rather good agreement
and a fair under-estimation of in-situ observed variables.
Indicative comparative profiles of water temperature and
salinity for sites in Thracian Sea and Sporades Basin are shown
in Fig. 4.

3.2. Model results description

The simulated surface flow exhibits similar patterns to those
produced by other recent NAS models (Androulidakis and
Kourafalou, 2011; Androulidakis et al., 2012; Kopasakis
et al., 2012) and in-situ observations (Eronat and Sayin,
2014; Sayinetal., 2011; Sylaios, 2011). In winter (09 February
2008), the Dardanelles low salinity flow bifurcates around
Lemnos Island, with its northern branch crossing the Lemnos-
Imvros Passage, moving eastwards towards Chalkidiki Penin-
sula (Fig. 5). The flow around Athos Peninsula and into
Singitikos Bay agrees to the Lagrangian observations of Olson
et al. (2007). Under Ekman transport, the southern Darda-
nelles branch flows around the southern coasts of Lemnos
Island, turning westwards to feed a weak anticyclone in the
Sporades Basin. This pattern is consistent to the observations
made by Olson et al. (2007) using drifters when reported on
the enhanced westward Ekman drift associated with the
strong northerly winds. A strong anti-cyclonic flow with a
large diameter (~70 km) is formed in the vicinity of the BSW-
LIW front, to the north-west of Lesvos Island.
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sea-surface temperature datasets.

In spring (08 May 2008) the wind influence lessens and as
BSW outflow remains at substantial levels (~50,000 m3s~"),
its northwestern branch achieves speeds up to 1 ms™',
strongly affecting the Thracian Sea (Fig. 6). This low salinity
water (~33.7—34.5) forms the Samothraki Anticyclone, a
distinctive feature in Thracian Sea. Part of the BSW flow
reaches the southwestern part of Thassos Island, and bifur-
cates into a branch moving towards Strymonikos Gulf and
another towards Athos Peninsula. Similar features were also
produced by the model of Androulidakis et al. (2012).

A circulation snapshot representing the summer conditions
of moderate south-eastern winds and diminished BSW outflow
is shown in Fig. 7 (05 July 2008). BSW flow follows a westward
pathway between Lemnos and Imvros Islands, with speeds
ranging from 0.7 to 0.95ms~". As flow moves northwards
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Spatial variability of (a) the correlation coefficient and (b) the modified model bias, between the modeled and the GHRSST

towards Thassos Island, it separates developing a twin cyclo-
nic—anti-cyclonic system to the west and north-west of Samo-
thraki Island. This twin cyclone—anticyclone system was also
simulated by Androulidakis et al. (2012) during the summer
period (August 2003). The BSW-LIW frontal zone was found to
the south and east of Lemnos Island, allowing the south-
western water transfer towards Skiros Basin. Again, Androu-
lidakis et al. (2012) points out the strong south-western pro-
pagation of surface waters and the presence of Sporades
Anticyclone during the entire summer.

3.3. PEA distribution and change

The PEA quantifies the deficit in the potential energy due
to stratification over a water column of 200 m depth, as
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Figure 4 Modeled and observed profiles (surface to 200 m depth) in the Thracian Sea (circle) for (a) water temperature and (b)
salinity and in the Sporades Basin (diamond) for (c) water temperature and (d) salinity, in summer 2006.
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Figure 5 Surface flow and salinity patterns in the North Aege-
an Sea as produced by ELCOM model on 09 February 2008.

compared to that of the fully mixed water column. The PEA
distribution in NAS increases due to the BSW buoyancy outflux
and the solar radiation effect and diminishes under the wind
mixing influence. Fig. 8 presents the PEA temporal variability
at selected sites in the Thracian Sea, in Lemnos Basin, to the
south of Lemnos Island and in Sporades Basin for year
2008. Results illustrate the PEA characteristic bell-shaped
curve resulting from the incident heat flux seasonality. In the
Thracian Sea and Lemnos Basin sites, the sudden PEA changes
are attributed to increased BSW bulges reaching the site
(positive change) and to wind impact and the LIW originated
masses entrapped through eddies at the site (negative
change). For example, the significant PEA reduction pro-
duced in the Thracian Sea and Lemnos Basin between 26 June
2008 and 04 July 2008 is attributed to the intrusion and
entrapment of saltier Levantine origin water, while wind
mixing (~10 m s~") is responsible for a similar sudden change
on 12 October 2008. Moving to the south of Lemnos Island and
towards Sporades Basin, the impact of BSW on the water
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Figure 6 Surface flow and salinity patterns in the North Ae-
gean Sea as produced by ELCOM model on 08 May 2008.

395

39,0

385

38,0

375

37,0

36,5

36,0
1355
| 1350
345
34,0
335
33,0
325
32,0
315
31,0
305
30,0
295
29,0
28,5
28,0
275
27,0
26,5
26,0
255
25,0

[nsd] Ayuiles WOo13

Figure 7
an Sea as produced by ELCOM model on 05 July 2008.

Surface flow and salinity patterns in the North Aege-

column stratification reduces, and PEA values peak at
650 Jm~> and 580 J m~3, respectively.

To understand the mechanisms responsible for the strati-
fication—mixing dynamics over NAS, the individual terms of
Eq. (6) were explored and their relative contribution on
¢-change was accounted for. In the Thracian Sea, during
January 2008, mean water column density of 1028.11 kg m—3,
mean density gradient of 1.41 x 107> kg m~*, mean wind
speed of 5.8 ms~' and mean solar radiation of 92 W m~2
were considered. The wind impact on ¢-change may be
estimated at 3.62 x 10~® W m~3, the influence of solar radia-
tion is an order of magnitude higher (1.41 x 107> W m™3),
while the buoyancy flux effect induced by BSW contributes
the most (1.23 x 1073 W m~3). During July 2008, solar heat
flux reached 330Wm™2 thus depth-averaged density
reduced to 1026.80 kg m~3, while the depth-averaged den-
sity gradient decreased slightly at 1.18 x 103 kg m™. As
wind speeds decreased, the wind effect on ¢-change reached
2.1 x 107 W m~3, the influence of solar heat flux increased
approximately by a factor of four (7.4 x 107> W m~3), while
the BSW impact almost halved compared to winter
(7.9 x 107*W m~3), but remained the dominant stratifica-
tion mechanism.

Integrating the above results over a monthly period during
2006—2008, the relative contribution of each term on the
total PEA may be examined. Table 2 presents the mean
monthly ¢-values for Thracian Sea, as obtained from calcu-
lated vertical density distribution and the use of Eq. (5), and
the integrated monthly ¢-values as obtained through
Eq. (7). The results obtained by both methods appear rather
comparative. Moreover, the relative contribution of each
mechanism (solar radiation, buoyancy effect and wind
impact) on the mean-monthly PEA value is also shown. The
solar radiation contribution on the water column PEA depicts
an average value of 130.79Jm™3, ranging between
55.28 Jm~3 in January and 55.86 J m~3 in December up to
208.02 Jm~3 in July. These findings appear in agreement
with the North Aegean sea-atmosphere heat fluxes analysis
developed by Poulos et al. (1997) and Androulidakis et al.
(2012). In the same month, the BSW buoyancy contribution
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Figure 8 Temporal change of the potential energy anomaly at (a) the Thracian Sea (solid black line), (b) the Lemnos Basin (red
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version of this article.)

also receives its maximum value (611.98 J m~3), leading to
the most stratified water column having a ¢-stratification
value of 811.27 J m~3. The wind impact reaches its maximum
$-contribution in January (22.19 J m~3), producing a rather
well-mixed water column in the Thracian Sea, since the
éroraL Value is limited to 94.94 Jm~3.

3.4. Quantification of PEA equation terms

Fig. 9 presents the temporal variation in the magnitude of
the examined potential energy equation terms crossing
the Northern Lemnos—the Thracian Sea meridional transect
during 2008 (A: 40.475°N, 25.241°E; B: 40.022°N, 25.241°E).
The dg/dt term varies between —1.014 x 10~*Wm~3 and
+1.389 x 107*W m~3 (Fig. 9a), while the ¢-advective term,

accounting for the effect of BSW buoyancy outflux crossing the
transect in the east-to-west direction (positive values), ranges
from —0.914 x 107*W m~3 to +3.926 x 10~* W m~3. Positive
values prevail throughout the year, indicating that BSW is
mostly transferred westward, towards the Thracian Sea
(Fig. 9b). This westward transferred ¢-advective flux appears
related to the presence of Samothraki Anticyclone, an eddy
system with 50—60 km diameter spread over the Thracian
Sea. The depth-mean straining term, explained as the
effect of tidal shear on the vertically constant horizontal
density gradients appears of lower magnitude than the
¢-advective term, ranging between —0.671 x 107>W m™3
and +0.440 x 107> W m~3 (Fig. 9¢c). Similarly, limited is the
variability of the non-mean straining (term C), while
the vertical mixing term (term E, Fig. 9e), expressed as

Table 2 The Thracian Sea mean monthly PEA, as computed by model results and monthly-integrated PEA and relative PEA-
contribution of individual terms as derived from Eq. (7) during 2006—2008.

Months Mean monthly dromaL [Jm ] psouar [J M~7] dpouvancy [J m] dwino [J M)
PEA [Jm~3]
January 103.83 94.94 55.28 62.27 22.19
February 104.04 115.97 70.55 54.89 9.17
March 224.71 206.22 120.10 95.87 9.57
April 308.49 317.18 156.73 163.05 2.57
May 613.32 601.80 206.76 398.15 3.08
June 786.51 673.00 200.03 475.02 2.02
July 755.01 811.27 208.02 611.98 8.70
August 774.92 761.55 195.60 567.40 1.42
September 662.56 633.02 141.20 497.36 5.51
October 431.28 455.27 96.64 368.29 9.64
November 249.55 292.79 62.79 235.60 5.56
December 163.08 172.46 55.86 121.66 5.03
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Figure9 Temporal variability of (a) the d¢/dt-term (x10~* W m~3), (b) the ¢-advective term (x10~* W m~3), (c) the ¢-depth-mean
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the surface heating buoyancy introduction terms (x 107> W m~3), crossing the north-west BSW branch. All terms were smoothed using a
low-pass-filter of 0.2 Hz cutoff frequency. Black lines in subplot (b) represent periods of Samothraki Anticyclone presence in Thracian

Sea.

theintegrated vertical buoyancy flux, fluctuates between near
zero and —0.012 x 10~3 W m~3, obtaining increased negative
values under the influence of strong southern and north-east-
ern winds (15—20 m s~"). The impact of solar heating, dom-
inating terms G & F, increases during the summer obtaining a
maximum value of 0.155 x 10~*W m~3 and reduces to near
zero values in the winter (Fig. 9f).

The variability of the ¢-equation terms crossing an indica-
tive meridional transect for the BSW south-western branch (C:
39.573°N, 25.241°E; D: 39.123°N, 25.241°E), is shown in
Fig. 10. The positive sign in the ¢-advective term (Fig. 10b)

is related to the strengthening of the SW branch, with
increased flow up to 0.6 m s~! moving from the south-eastern
cape of Lemnos towards Agios Efstratios Island. The Sporades
anticyclone appears mostly supported by high positive
¢-advective values, as on 09 March 2008 when Usw.
branch = 0.72mM s, the Pagvective term ~0.60 x 1074 W m3
and an anticyclonic flow is formed in Sporades (Fig. 11a).
Similar conditions prevail on 20 March 2008 (¢advective t€rm
~0.83 x 10~*W m~3), as shown in Fig. 11b. Under a negative
sign, the SW branch of BSW is weak or completely absent, and
the flow at the south of Lemnos Island is narrowed to the

i 20
: § 1.0
g | BT
g E o <E
=2 o £ 00
%‘T 8v
2y 0 ;
gz F210
15 ©
2.0 (a) < -2.0 (b)
1/1/2008 1/4/2008 1/7/2008 1/10/2008 1/1/2009 1/1/2008 1/4/2008 1/7/2008 1/10/2008 1/1/2009
1.0 .0
SE_ 05 £__ 05
8s% §5%
E o 0.0 AA AP A cAnpen M WA o g os 0.0 A Aamand At
-C.E§ (TAV Ul Y Y] LAVAVAM = .E§ VAN v %
%'E% 05 5 £5 05
sf= T8 5
5= o S ARRIC)
1/1/2008 1/4/2008 1/7/2008 1/10/2008 1/1/2009 1/1/2008 1/4/2008 1/7/2008 1/10/2008 1/1/2009 ‘E
0.2 <
$ 4
0.00 270 0.1 o o o o
_ g E_g i 23°E 24°E 25°E 26°E
8SsE FSef lm Al
E-v—; ;EE; 0w —y
g 27 0o 2z 3
ixe g§872 01
£ ‘c % =
-0.02 (e) a 3 0.2 (f)
11172008 1/4/2008 1/7/2008 1/10/2008 1/1/2009 3a 1112008 1/4/2008 1/7/2008 1/10/2008 1/1/2009

Date

Date

Figure 10 Temporal variability of (a) the d¢/dt-term (x10~*W m~3), (b) the ¢-advective term (x10~*W m™3), (c) the ¢-depth-
mean straining term (x 107> W m~3), (d) the ¢-non-mean straining term (x10~> W m~3), (e) the ¢-vertical mixing term (x10>W m™3)
and (f) the surface heating buoyancy introduction terms (x10~> W m™3), crossing the south-west BSW branch. All terms were smoothed

using a low-pass-filter of 0.2 Hz cutoff frequency.
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Figure 11

Surface water circulation in North Aegean Sea (a) on 09 March 2008, when the ¢agvective term of SW-branch

~0.60 x 107*W m™3, related to an anticyclone in Sporades Basin, (b) on 20 March 2008, when the @agvective term of SW-branch
~0.83 x 107*W m™3, related to an anticyclone in the Sporades Basin, (c) on 28 May 2008, when the ¢advective term of SW-branch
~—0.80 x 107* W m~3, related to a cyclonic flow in the Sporades Basin, and (d) on 2 June 2008, when the @agvective term of SW-branch
~—1.30 x 107*W m~3, related to a cyclonic flow in the Sporades Basin.

coastal zone, with a westward direction. Strong negative
Padvective term values appear linked to the occurrence of a
cyclonic flow in NE Sporades Basin, as on 28 May 2008
(Padvective ~ —0.80 x 107*Wm~3; Fig. 11c) and 02 June
2008 (Pagvective ~ —1.30 x 1074 W m~3; Fig. 11d). Sudden
changes in the ¢-advective term sign occur mostly during
August and September (Fig. 10b), leading to consequent
changes on the vorticity sign of Sporades Basin flow.

4. Discussion

In this paper, ELCOM model rather successfully simulated the
variability of surface circulation and water masses distribu-
tion in the North Aegean Sea, producing the rapidly changing
surface meso-scale patterns and the water column dynamics
under the BSW, meteorological and heat exchange influence.

As seen from model results, the BSW bifurcation at the north
and south of Lemnos Island and the relative strength of flow
between these branches, determines the variability of the
above described meso-scale patterns and the water column
stratification-mixing processes, expressed by the potential
energy anomaly of the studied system. The north-western
BSW flow affects mostly the circulation in the Thracian Sea,
feeding sub-basin scale gyres and flows along the Thracian
coastline (the Coastal Current) and between Lemnos Basin
and Chalkidiki Peninsula (the Rim Current). The strong south-
western BSW flow enhances the horizontal density gradients
across the BSW-LIW frontal zone and affects the Skiros and
Sporades Basins inducing cyclonic—anti-cyclonic flows (the
Sporades Eddy). The above described results appear in agree-
ment to the circulation patterns described explicitly by Tzali
et al. (2010), Androulidakis and Kourafalou (2011) and
Androulidakis et al. (2012).
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The potential energy anomaly variability illustrated the
importance of BSW outflux in the stratification conditions of
the water column. Our results suggest that during the winter
the impact of BSW-induced buoyancy on water column stra-
tification is higher by almost two orders of magnitude than
that of solar radiation. During spring and summer, solar heat
flux gradually increases, allowing BSW buoyancy impact as
the dominant ¢-change term, determining the water column
stratification in the Thracian Sea, but only being an order of
magnitude higher than the solar radiation effect. At the area
of Sporades, solar radiation and buoyancy effects appear
comparable during the summer period, while at Chios Basin
¢-temporal variability shows limited mean-monthly fluctua-
tion and solar radiation dominates the water column
dynamics.

To comprehend the impact of BSW pulses advection on the
North Aegean Sea, the general dynamic ¢-equation, as
derived by Burchard and Hofmeister (2008), was solved along
a meridional transect in the Thracian Sea, utilizing the
ELCOM model results for the upper 130 m. The ¢-advective
term crossing the NW branch appears mostly positive, imply-
ing the westward transport of the buoyant jet. The term
fluctuates strongly in time and receives its highest values
during spring and summer, related to the occurrence of a
meso-scale eddy spread between Samothraki and Thassos
Islands. Based on the modeled flow field, the relative vorti-
city of this system, known as Samothraki Anticyclone, was
calculated, as:

ax  ay

and then associated to the ¢-advective term. Relative vor-
ticity in the Thracian Sea exhibits negative values (mean

=—1.1 x 107s™"), indicating the anticyclonic nature of
the circulation. A fifth-order polynomial regression between
relative vorticity and cross-transect ¢-advection is shown
(Fig. 12), indicating that Samothraki Anticyclone was fed
by the north-western branch of the BSW plume. A similar
analysis was also performed by Soosaar et al. (2014) on the
anticyclonic eddy of the southern Gulf of Riga and its rela-
tionship to the wind and horizontal density gradients. Results
depicted that this anticyclone was mostly fed by the buoy-
ancy field, being enhanced or reversed by the dominant
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Figure 12 Non-linear regression between the ¢-advective
term crossing the north-west BSW branch and the relative
vorticity of Samothraki Anticyclone.

winds. Sylaios (2011) explained that under northerly winds,
the anticyclone was pushed towards the north-west of Lem-
nos Island, while under the influence of south to south-
westerly winds, it moved to the north-west of Samothraki
Island. As shown by the temporal variation of the ¢p—vertical
mixing term (Fig. 9e), in the North Aegean Sea, strong winds
(>15ms~") tend to destroy the anticyclonic pattern, pro-
moting vertical water column mixing. Indeed, the negative
peaks in the temporal variability of term-E (20 February 08;
21 April 08; 30 May 08; 18 June 08; 11 July 08; 20 July 08;
14 September 08) correspond to short-to-medium scale
storms with wind speeds between 15 and 20 ms~".

Based on model results for the Thracian Sea, the baro-
clinic Rossby radius of deformation for Samothraki Antic-
yclone was computed, as:

Ifl”

where ¢, is the gravity baroclinic wave speed, estimated by:

Ry (13)

0
c1 :% / Nz (14)

with N(z) the Brunt-Vaisala frequency. The produced R,
values during the occurrence of increased positive values
in the cross-transect ¢-advective term exhibits a mean value
of 7.5 + 0.3 km throughout 2008. This result is in agreement
with the findings of Androulidakis and Kourafalou (2011),
during their numerical experimental tests.

5. Conclusions

In this paper the three-dimensional model ELCOM was
adapted, implemented and validated, aiming to derive
the hydrodynamic field in the North Aegean Sea. The Black
Sea Water outflow and spreading governs surface hydrody-
namics, with two distinct branches (NW and SW) at Lemnos
Island. Intensive post-processing on the validated model
results was carried out, aiming to link BSW buoyancy transfer
to NAS water column dynamics and surface meso-scale
patterns.

The potential energy anomaly illustrated a significant
spatial variability in NAS, due to the variable impact of
BSW throughout the system's surface. PEA forcing analysis
indicated that BSW induces buoyancy comparable to the solar
heating impact on the winter water column stratification of
the Thracian Sea. However, in spring and summer, the BSW
influence in the Thracian Sea appears up to three times
higher than the corresponding solar heating effect. In Spor-
ades, solar radiation and buoyancy impact seem of equal
importance for summer water column stratification. Analysis
and quantification of the individual PEA terms exhibits the
impact of BSW-induced buoyancy on the surface meso-scale
patterns of NAS. Indeed, the ¢-advective term crossing the
NW branch exhibits strong relation to the occurrence of
Samothraki Anticyclone. A non-linear regression between
eddy's relative vorticity and the NW ¢-advective term was
developed, explaining the impact of BSW NW branch on
Samothraki Anticyclone.

Similarly, a SW branch enhancement, indicated by the
highly positive ¢-advective values, appears related to the
intensification of Sporades Anticyclone. On the contrary,
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negative values in the ¢-advective term appear related to the
occurrence of a cyclone in Sporades Basin. This vorticity sign
change occurred mostly during August and September 2008,
associated to the sudden changes in the ¢-advection term
crossing the SW BSW branch. As shown by the variability of
the ¢—vertical mixing term, strong winds (>15m s~ ') tend to
destroy the above meso-scale eddy systems, thus promoting
vertical water column mixing in NAS.
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1. Introduction

Of the more than 400 snailfish species known worldwide
(www.fishbase.org), eight Liparis species are listed as pre-
sent in the Arctic (Mecklenburg et al., 2013) but only four
from this genus are regularly found on the shelves and upper
slopes in the Arctic seas: Liparis fabricii (commonly known as
Gelatinous Snailfish), L. gibbus (known as either Variegated
or Dusky Snailfish), L. tunicatus (known as Kelp Snailfish) and
L. bathyarcticus (known as Nebulous Snailfish) (Able, 1990;
Evseenko et al., 2006; Chernova, 2008; Mecklenburg et al.,
2011). These are distributed circumpolarly and all but one (L.
bathyarcticus) were recorded previously in the Beaufort Sea
(Chiperzak et al., 2003; Jarvela and Thorsteinson, 1999;
Paulic and Papst, 2013; Wong et al., 2013). All four Liparis
species were also found in the Chukchi Sea and Bering Strait
(Mecklenburg et al., 2011; Mecklenburg et al., 2007; Norcross
et al., 2010), while the former three species were also
collected in Hudson Bay (Morin and Dodson, 1986; Ponton
et al., 1993). Snailfishes, particularly adults during the
spawning period, are found in the nearshore areas that have
hard substrate and often kelp beds to which the fishes show
an affinity (Byers and Prach, 1988; Dunton et al., 1982).
Little is known about the ecology of snailfishes, their sig-
nificance in food webs and their importance in the Arctic
ecosystems, though studies so far show that they are important
food source for marine birds (Gaston, 1985) and seals (Falk-
Petersenetal., 2004). Adult snailfishes feed mainly on bottom-
associated amphipods, polychaetes and cumaceans (Atkinson
and Percy, 1992; Byers and Prach, 1988), which suggests they
occupy and thus feed in the benthic habitats. Apart from a few
records of larval snailfish occurrence (e.g. Paulic and Papst,
2013; Suzuki et al., 2015; Wong et al., 2013) there is virtually
no published information on their ecology in the Arctic.
When compared to the neighboring locations, e.g. the
Canadian Arctic Archipelago (Stern and Gaden, 2015), the
Canadian Beaufort Sea Shelf (<100 m depth) holds a relatively
rich fish community. In the ice-free season it consists of
approximately 25 species in both bottom and pelagic habitats
(Lowdon et al., 2011; Majewski et al., 2009; Paulic and Papst,
2013; Wong et al., 2013). The spatial distribution of these
fishes varies in relation to the oceanographic conditions that
are mainly shaped by the Mackenzie River plume and sea
currents (Paulic and Papst, 2013; Wong et al., 2013). Both
the larval/juvenile and adult snailfishes rank relatively high in
terms of their abundance (approx. 10% of total fish abundance;
Lowdon et al., 2011; Paulic and Papst, 2013; Wong et al.,
2013). Snailfishes, however, remain less abundant than Arctic
Cod (Boreogadus saida; up to 60% of total fish abundance;
Paulic and Papst, 2013) and Arctic Staghorn Sculpin (Gymno-
canthus tricuspis, up to 13% of total fish abundance: Lowdon
et al., 2011). Considering the role of fish as food for higher
predators (e.g. whales), snailfishes and Arctic Cod are ener-
getically similar prey due to their comparable weight at given
length and high calorific content, which is greater than in
Arctic Staghorn Sculpin, for example (Walkusz et al., 2012).
There is virtually no information existing on the feeding
and growth of snailfishes in the Arctic. Although sometimes
numerous in catches, snailfishes generally are an under-
studied component of the Arctic nearshore marine ecosys-
tems. This motivated our research, results of which are
summarized in this paper, the aim of which is to provide

new information on spatial distribution and diet of the larval
snailfishes in the Canadian Beaufort Sea.

2. Material and methods

Larval fishes were collected during 4 summer expeditions
(August 9—20, 2003; August 6—20, 2004; August 3—26, 2005;
July 24—August 18, 2007) to the Canadian Beaufort Sea (Fig. 1),
aboard the Canadian Coast Guard Ship (CCGS) Nahidik. For the
purpose of this paper all fish larvae collected during the 4 years
were pooled together, however none of the stations was
sampled twice over that time. Larval fishes were collected
witha 500 wm Bongo net (60 cm diameter, 300 cm total length)
towed obliquely for 15—20 min from the near-bottom to the
sub-surface with the speed of 2 knots. All larvae were sorted
from a sample and immediately preserved in a 4% solution of
formaldehyde in seawater. After approximately one month
from collection all fishes were identified to species (using
primarily meristic characteristics from Fahay, 2007), weighed
(0.0001 g accuracy; wet mass) and measured (0.01 mm accu-
racy; standard length) in the lab. Larvae that were found
problematic for routine identification were re-examined in
the Atlantic Reference Centre (Huntsman Marine Science Cen-
tre, St. Andrews, NB, Canada). The developmental stage of
each larva was determined (based on Moser et al., 1984) and its
digestive tract removed. All recognizable items from the
stomach/intestines were identified to the lowest possible
taxonomic level. Developmental stages of larger copepod
species were determined for further biomass calculations.
Lengths of all remaining food items were recorded. Since
the majority of the material found in the guts was damaged
due to swallowing/digestion, the wet weight of the food items
was calculated based on the published information for parti-
cular species and developmental stage when applicable (Hans-
sen, 1997; Hay et al., 1991; Karnovsky et al., 2003; Mumm,
1991). ANOVA and Tukey HSD test were performed for statis-
tical analysis of differences among species for larval stage
sizes, weights and food mass.

Breadth of diet of each developmental stage of the three
species was assessed with a Levin's standardized index (Hurl-
bert, 1978):

1 1
o)
n- ZjPU

where B; is the Levin's standardized index for predator i, pij is
the proportion of diet of predator i that is made up of prey j,
and n is the number of prey categories.

This index ranges from 0 to 1 with low values indicating
diets dominated by few prey items and higher values indicat-
ing broader diets.

Diet overlap between the three Liparis species and their
developmental stages was calculated (based on the average
biomass percentage of food items) using Schoener's index («)
(Schoener, 1970):

o =1-05x (Y lpy—pyil),

where « is the Schoener's index, py; the proportion of food
category i in the diet of species x, and p,; is the proportion of
food category i in the diet of species v.

The Schoener's index ranges from 0 (no dietary overlap) to
1 (complete dietary overlap).
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Figure 1 Map of the study area with occurrences of larval Liparis indicated. The general location of the study area (red rectangle) in
the Arctic is presented in the insert (Arctic map source: www.ngdc.noaa.gov). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

35 individuals of L. fabricii and 35 individuals of L. gibbus
(Table 1). Liparis larvae were caught at 23 stations (Fig. 1;
Table 2). With the exception of one station where L. tunicatus
was captured, all Liparis larvae occurred in areas deeper than
10 m. Most stations where Liparis larvae were captured were
between 20 and 50 m of depth. The three species were caught
concurrently only at three stations. Liparis fabricii were
captured over the greatest depth range (20—100m) and

3. Results

3.1. Distribution of larvae

Over the 4 years of sampling we visited 60 stations (Fig. 1).
Overall, 1039 larval fishes were captured representing 12
taxa. Liparis larvae comprised 15% of the total with 153 indi-
viduals collected, including 83 individuals of L. tunicatus,

Table 1

Summary of weight and standard length (+SD) of the three Liparis larval species in different developmental stages.

Average count of prey items and average food load mass for each developmental stage are presented. Numbers of larvae collected

in each developmental stage are provided in parentheses.

Stage Species
L. fabricii L. gibbus L. tunicatus
Pre-flexion Weight [g] 0.016 £ 0.005 (3) 0.029 (1) 0.024 + 0.006 (2)
Standard length [mm] 12.7 £ 1.3 (3) 10.2 (1) 10.5 + 4.4 (2)
Av. food load abundance [ind. larvae™"] 4+ 4 5 1+1
Av. food load mass [mg dw larvae '] 0.02 +0.03 0.01 <0.001
Flexion Weight [g] 0.063 + 0.037 (10) 0.075 + 0.034 (32) 0.130 £ 0.072 (30)

Standard length [mm]

16.9 + 4.1 (10)

16.3 +3.1 (32)

19.9 + 2.7 (30)

Av. food load abundance [ind. larvae™ "] 3+3 8+8 8+9

Av. food load mass [mg dw larvae '] 0.267 + 0.548 0.880 + 1.739 1.723 + 2.805
Post-flexion Weight [g] 0.154 £ 0.093 (22) 0.303 £0.191 (2) 0.266 + 0.141 (48)

Standard length [mm] 22.6 +4.9 (22) 22.7 £ 2.7 (2) 24.3 + 3.7 (48)

Av. food load abundance [ind. larvae™"] 5+6 13+ 15 13+ 16

Av. food load mass [mg dw larvae '] 1.156 + 2.227 3.899 + 4.702 3.069 + 3.521
Juvenile Weight [g] — — 0.375 £ 0.095 (3)

Standard length [mm] — - 28.4+0.9 (3)

Av. food load abundance [ind. larvae™"] — - 21 +18

Av. food load mass [mg dw larvae '] — - 6.636 + 6.171
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Table 2 Occurrences of larval Liparis species in relation to station depth.

Depth zone [m] No. of stations in zone

No. of stations with

L. fabricii L. gibbus L. tunicatus
0—-10 25 — — 1
10—20 16 2 2 5
20-50 17 8 3 12
50—100 2 2 — =

widest geographical area, with L. tunicatus being over the
next greatest range (10—50 m) and area. Liparis gibbus were
captured over the narrowest depth range (20—50 m) and
geographical area.

3.2. Developmental characteristics of larvae

We found more larvae in post-flexion stage for L. fabricii and
L. tunicatus than for L. gibbus — virtually all individuals of the
latter species occurred in the flexion stage. Due to the low
number of pre-flexion and juvenile larvae a statistical com-
parison of sizes and weights for these stages could not be
performed. Larvae of L. tunicatus in the flexion stage were
longer and heavier than larvae of the two other species
(ANOVA, Tukey HSD test, p < 0.01). There were no differ-
ences between the length and weight of flexion larvae of L.
fabricii and L. gibbus. There was no difference between L.
fabricii and L. tunicatus post-flexion larvae in regards to

Pre-flexion Flexion

n=3 n=10

L. fabricii

L. gibbus

n=2 n=30

L. tunicatus

Post-flexion

n=48 n=3

their length (Table 1), however, L. tunicatus larvae were
heavier (ANOVA, Tukey HSD test, p < 0.01). Both the sum of
individual prey items and the food mass in an individual
stomach increased with fish length in all species.

3.3. Diet of larvae

Overall, the diet of larval snailfishes contained 28 taxa/food
categories (Fig. 2). There was no significant interspecific
difference in total weight of gut contents at each develop-
mental stage (ANOVA, Tukey HSD test, p > 0.01). The pre-
flexion stage of all three species relied heavily on small
cyclopoid copepods Triconia borealis and polychaete larvae.
At the flexion stage, all three fish species fed on diverse food
items, including the larvacean Oikopleura spp., the large-
sized copepods Metridia longa and Calanus glacialis and the
pelagic snail Limacina helicina. Once the larvae reached the
post-flexion stage, their diet, apart from Oikopleura spp. and

Juvenile
n=22

Copepoda
P> Calanus glacialis
w» Calanus hyperboreus
W Metridia longa
P> Pseudocalanus spp.
Triconia borealis
Copepoda nauplii

P> Polychaeta larvae
Amphipoda
W Themisto abyssorum
"= Themisto libellula
P Pontoporeia femorata
Pteropoda
Limacina helicina
Appendicularia
W Oikopleura spp.

Others

Figure 2 Weight composition of gut contents of the three larval Liparis species. The category “Others” includes the following taxa
found in trace quantities: diatoms, Podon leuckartii (Cladocera), Acartia spp. (Copepoda), Eurytemora herdmanii (Copepoda),
Oithona similis (Copepoda), Microcalanus spp. (Copepoda), Jashnovia tolli (Copepoda), Paraeuchaeta glacialis (Copepoda), Scoleci-
thricella minor (Copepoda), Harpacticoida (Copepoda), Onisimus glacialis (Amphipoda), Apherusa glacialis (Amphipoda), Sabinea
septemcarinata (Decapoda), Echinodermata larvae, Cirripedia nauplii/cypris and insects.
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Table 3 Values of the Levin's index obtained from the diets
of the particular developmental stages of the three Liparis
species.

L. fabricii L. gibbus L. tunicatus
Pre-flexion 0.018 0.010 0.000
Flexion 0.160 0.110 0.167
Post-flexion 0.250 0.070 0.147
Juvenile — — 0.076

Table4 The Schoener overlap index calculated for the diets
of the three Liparis species and their developmental stages.
Note: sample sizes for pre-flexion larvae were too small for
meaningful comparisons.

Pair of species compared

L. fabricii/ L. fabricii/ L. gibbus/
L. gibbus L. tunicatus L. tunicatus
Pre-flexion = = =
Flexion 0.51 0.41 0.68
Post-flexion 0.46 0.68 0.52

L. helicina, contained late copepodid stages of C. glacialis
and Calanus hyperboreus. At post-flexion, larvae of L. fab-
ricii and L. tunicatus fed also on the amphipod Themisto
libellula. The juvenile L. tunicatus diet consisted almost
exclusively of Calanus copepods and T. libellula while L.
helicina and Oikopleura spp. were absent.

The diversity of diet items for all species, calculated here
as a Levin's index, increased as the fish grew (Table 3). Also,
overall L. gibbus had the least diverse diet while L. fabricii
had the greatest diet breadth.

A low number of pre-flexion larvae collected precluded us
from the diet overlap analysis for this stage. There was a
moderate diet overlap amongst flexion and post-flexion
stages of the three Liparis species investigated (Schoener
index between 0.41 and 0.68; Table 4).

4. Discussion

Adult Liparis seem to depend, particularly during spawning,
on the presence of a hard substrate and often kelp beds for
successful reproduction (Byers and Prach, 1988; Dunton
et al., 1982). There are, however, no reported kelp beds
or rocky bottoms in the Mackenzie Shelf area of the Canadian
Beaufort Sea. Therefore, the Liparis larvae found in this
study are most likely expatriates from other areas, advected
to this region. In the neighboring waters kelp beds were
observed to the west in the Alaskan Beaufort Shelf (Dunton
et al., 1982) and to the east in the Amundsen Gulf and
Darnley Bay (Andrew Majewski, Fisheries and Oceans Canada,
pers. comm.), and this is from where the larvae were most
likely carried into the study area by currents (Pickart, 2004;
Shadwick et al., 2011).

The larval distributions presented herein demonstrate co-
occurrence of the three Liparis species in the study area. It
appears that the L. fabricii larvae were more frequently

present in the off-shore stations, while L. tunicatus were
observed in areas that are more heavily influenced by the
Mackenzie plume (Walkusz et al., 2010). Jarvela and Thor-
steinson (1999) observed in large numbers only two larval
snailfish species, L. fabricii and L. gibbus, in coastal waters of
the Alaskan Beaufort Sea. On the other hand, Moulton and
Tarbox (1987) did not find any of the aforementioned species
but only collected adults of L. tunicatus in this area. Rand
and Logerwell (2010) collected adults of only two species (L.
fabricii and L. gibbus) further offshore in the Alaskan Beau-
fort Sea, which agrees with the more offshore presence of the
L. fabricii in this study. This is likely due to the lower
influence of the riverine plume in offshore waters. These
observations suggest either a geographical separation of
these species along an on- to off-shore gradient, differences
in spawning timing that result in the larvae being present
differentially at certain times of the year, or differences in
sampling efficiency by different gear for adults (e.g. purse
seine vs. otter-trawl, in Jarvela and Thorsteinson (1999) and
Moulton and Tarbox (1987), respectively).

An increase in the prey diversity and prey size was
observed for all three Liparis species as the larvae grew,
demonstrated by the shift from the small copepod T. borealis
(max. size of adults 0.7 mm), through younger stages of
larger copepod species (2—3 mm) towards the adults of larger
copepods and amphipods (4—6 mm). This transition has been
already noted for Arctic Cod in the studied area and can be
related to a larger gape size and increasing ability to catch
more mobile prey as the larvae grow (Walkusz et al., 2011).
Changing feeding focus from smaller to larger prey implies
higher amounts of lipids are consumed to sustain rapid
growth of larvae (10-fold weight increase between pre-
and post-flexion). For example, the lipid content per indivi-
dual copepodid increases approximately 50 times between
the early and late life stages in C. glacialis (Falk-Petersen
et al., 2009). Remarkably, the larvae of all three species
fed heavily on larvacean Oikopleura spp. and pelagic snail
L. helicina of which both may be an easy target due to their
relatively slow motion. Oikopleura has been observed to be a
key diet item of other larval fishes (e.g. Pacific herring (Foy
and Norcross, 1999) or plaice (Shelbourne, 1962)). Madin
et al. (1981) reported that tunicates, to which larvaceans
belong, have high protein content (approx. 80% of organic
content). Consuming this food, along with lipid-rich cope-
pods, may help the Liparis larvae obtain the required energy
supply and have a better balanced diet. Similarly, high lipid
content found in L. helicina, particularly in the juvenile
individuals (approx. 30% of dry mass; Gannefors et al.,
2005), can explain notable frequency and biomass contribu-
tion of this food item to the larval snailfishes diet found in our
study.

Diet overlap, particularly amongst the youngest larvae of
L. gibbus and L. tunicatus, could suggest a shared dietary
niche in early life history of these fishes. However, small
sample size limits confidence in any conclusions. Neverthe-
less, Walkusz et al. (2013) showed the opposite habitat
preferences for Polychaeta larvae and the copepod T. bor-
ealis, the potential planktonic food items of the larval fish,
with the latter being affiliated with more saline (near bot-
tom) water masses on the shelf. Thus, one could suggest that
in the studied locations, pre-flexion L. gibbus and L. tunica-
tus are more associated with saline waters found deeper in
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the water column as opposed to pre-flexion L. fabricii, which
dietary preferences suggest feeding in the near-surface,
fresher plume waters.

In summary, the Liparis larvae in the coastal Canadian
Beaufort Sea were found to be generalists in terms of their
feeding approach and relied on a broad spectrum of plank-
tonic organisms (relatively high diversity of taxa as prey). A
switch was observed in the diet, from small diet items in pre-
flexion larvae (small copepods) towards larger items in flex-
ion and post-flexion larvae (larger copepods and amphipods).
This presumably results in the fish consuming food items
having higher amounts of lipids, that provides the necessary
amounts of energy required by larger snailfishes for proper
development. The larval snailfishes in the study area fed also
on larvaceans (Oikopleura) and pelagic snails (L. helicina)
that can contribute significantly to the fish diet due to their
high protein and lipid content, respectively. This study, along
with many others, contributes to the current and future
attempts of quantifying biomass/energy transfers in the
Canadian Beaufort Sea. It can also be applied as baseline
information in environmental assessments of the region.
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were studied in three subtropical bays of China with seasons and different spatial scales during
2000 and 2002—2003. Data were collected on temperature (T), salinity (S), concentration of
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inorganic nitrogen (DIN), chemical oxygen demand (COD), suspended particle material (SPM) and
mesozooplankton taxonomic abundances. Correlation analysis showed that the main environ-
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were Chl a, temperature, COD and SRP. Multivariate analysis indicated that DO, Chl a and
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community structure in the inter-bay scale. At the within-bay scale, the influencing factors were
different among bays; the main factors were physical variables for Xiangshan Bay and Sanmen
Bay, while chemical variables for Yueqing Bay, respectively. The results revealed that the
environmental variables that affected spatial structure of mesozooplankton community were
different at inter-bay scale and within-bay scales, and zooplankton community was more
influenced by chemical (e.g. nutrients/ammonia) variables when under serious eutrophication
condition, while it would be more influenced by physical variables (temperature/salinity) when
under less eutrophic conditions.

© 2015 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.o0. This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Mesozooplankton always play an important role in various
marine environments (Karsenti et al., 2011), and constitute a
significant link between phytoplankton, microzooplankton
and higher trophic levels, including many kinds of commer-
cially marine animals (Tait and Dipper, 1998). Therefore, the
aquatic environment and profits of aquaculture are always
heavily influenced by the mesozooplankton community (Ayon
et al., 2008; Bianchi et al., 2003). In estuarine areas, the
spatial and temporal variation of the mesozooplankton com-
munity are always driven by several main factors, such as
salinity and hydrographic facts (Hwang et al., 2010b; Mouny
and Dauvin, 2002). While in coastal bays, the variation is
mainly affected by many more environmental variables, such
as temperature, salinity, oxygen, chlorophyll a concentration
and other chemical factors (Li et al., 2005; Ning et al., 2004;
Roman et al., 1993; Uriarte and Villate, 2005). The relation-
ship is much more variable, since there are only weak or
absolutely no constant decisive environmental gradients in
these bays (Liu et al., 2012; Sun et al., 2011). Considering

such weak environmental gradients, the relationship
between environment and the zooplankton community in
weak-influx coastal bays, are quite similar to the condition
of adjacent continental shelf, where the influencing factors
of zooplankton communities are strong spatial-temporal var-
iation (Hwang et al., 2010a; Li et al., 2011, 2013).

The Zhejiang Province is one of the most industrialized
and densely populated regions of China. In this area, with the
rapid development of aquaculture and the discharge of ever
increasing amounts of industrial and agricultural wastewater,
the coastal waters have been heavily polluted since the late
1990s. Along the coastline of Zhejiang Province, there are
three bays which are dominated by aquaculture: Xiangshan
Bay, Sanmen Bay and Yueqing Bay. In recent years, several
projects were conducted to assess the extent to which the
marine ecosystem was influenced by human activities, and
the carrying capacity of these bays, mainly based on the
water quality parameters and plankton community charac-
teristics (Cai et al., 2013; Ning and Hu, 2005). The mesozoo-
plankton communities of those bays were reported in several
studies from 2003 (Table 1). However, several aspects were

Table 1 Literatures reviewed about environmental variables which significantly affect the mesozooplankton community in these
three bays.
Location Season Biological variable Related environmental variable Literatures

Four seasons —
Four seasons =

Xiangshan Bay

Winter —
Winter Biomass
Abundance
Yueqing Bay Four seasons Biomass
Abundance
Spring Abundance
Summer Abundance
Sanmen Bay Summer Abundance
Winter Abundance
Spring Abundance
Summer Abundance
Autumn Abundance
Winter Abundance
Four seasons Abundance

= Wang et al. (2003)"
- Wang et al. (2009)
= Liu et al. (2004)"

SPM, TOC Du et al. (2011)"
S

T, Chla Xu et al. (2012)"
T, Chl a, PCD

S Liu et al. (2005)2
S, TIN, SRP

TIN Liu et al. (2006)2
Chl a

T, S, Chl a, TIN, SiO3;, DO Liu et al. (2012)"
pH, DO

S, Si03

coD

T, S, Chla Xu et al. (2013)3

Statistical method: 'Correlation analysis; ZLinear regression analysis; *Canonical correspondence analysis (CCA); ‘no statistical method
used. When no statistical method was used in cited studies, the biological variable and environmental variable were not shown.

Abbreviations: SPM — suspended particle material; TOC — total organic carbon; TIN — total inorganic nitrogen; SRP — soluble reactive
phosphate; DO — dissolved oxygen; COD — chemical oxygen demand; T — temperature; S — salinity; PCD — phytoplankton cell density.
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ignored in previous works until now. First, as mentioned
above, there was no strong and constant environmental
gradient in these bays. Additionally, the relationship
between the environment and zooplankton community was
more complex and with markedly seasonal variation. Hence,
the relationship should be analyzed separately for each
season. If that relationship between an environmental vari-
able and a biotic parameter was reversed among different
seasons, a potential significant effect in a certain season was
likely to be counterbalanced using a linear regression analysis
for whole year's data. Second, most studies focused only on
the relationship between environment and biomass/abun-
dance, but ignored the influencing factors of spatial variation
of zooplankton community structure, and the scale-depen-
dent effect of these influencing factors. Third, simple cor-
relation analysis, instead of ordination analysis or other
multivariate statistics analyses were used. In such case,
the relationship between environmental variables and zoo-
plankton spatial community structure might be underesti-
mated in previous works (Table 1) (Smilauer and Leps, 2014).

Nutrients are key factors in most pelagic ecosystems, which
indirectly influence the community structure and size structure
of phytoplankton, and then indirectly influence the abundance

and community structure of zooplankton (Graneli et al., 1999;
McQueen et al., 1989; Zhou et al., 2008). Pollution always
results in extremely high nutrient conditions for marine eco-
systems in coastal waters (Li and Daler, 2004), and may sig-
nificantly influence the mesozooplankton community structure
(Marcus, 2004; Uriarte and Villate, 2005). Eutrophication may
affect mesozooplankton via several possible pathways: bottom-
up trophic dynamics, a limitation of hypoxia/anoxia and a toxic
effect of ammonia (Roman et al., 1993; Sullivan and Ritacco,
1985; Uye et al., 1999). However, the effect of eutrophication
on mesozooplankton is more complicated in coastal waters
(Chen et al., 2011; Marcus, 2004), because the mesozooplank-
ton are also under the influences of changing predation pres-
sure, variation of food quality and hydrological conditions.
All three bays were heavily affected by aquaculture, but
the differences in geometry and the exchange rate with open
waters influenced their environmental characters. Among
those three bays, Yueqing Bay is one of eight most critically
polluted bays in China, especially characterized by extremely
high nitrogen concentration (Chen et al., 2010; EBCWC,
2003). The water quality of Sanmen Bay is slightly better
than the others, mainly because of its capacious geometry
and much higher exchange rate (Ning and Hu, 2005) (Fig. 1).
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Figure 1
showing sampling stations in the present study.
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Map of Xiangshan Bay, Sanmen Bay and Yueqing Bay (located on the coast of Zhejiang Province, China, 28.0°N—29.9°N),



Scale-dependent environmental control of mesozooplankton community structure 127

On the other hand, higher water exchange rate with the open
sea might depress the gradient of chemical variables from
pollution and their residence time (Wang et al., 2011).

Based on the three bays' environmental differences and
a common effect of eutrophication on mesozooplankton
community, we hypothesized that the zooplankton commu-
nity would be more influenced by chemical (e.g. nutrients/
ammonia) and biological (e.g. Chl a) variables when under
serious eutrophic conditions, while it would be more influ-
enced by physical variables (temperature/salinity) when
under less eutrophic conditions.

2. Material and methods

2.1. Study area

This study was conducted in three subtropical bays: Xiang-
shan Bay, Sanmen Bay and Yueqing Bay, along the coast of
Zhejiang Province, China (28.0°N—29.9°N) (Fig. 1). All three
bays are semi-enclosed (with various magnitude of open-
ness), without strong freshwater influx and have been heavily
influenced by aquaculture since the 1990s. Xiangshan Bay is
about 563 km? in area, 10 m in mean depth and 40 m in
maximum depth. Xiangshan Bay is relatively narrow and long,
with about 50 km in total length and 9.5 km in mouth width.
Sanmen Bay is about 540 km? in area, 9 m in mean depth and
above 60 m in maximum depth. There are several branches
deep into land, which creates over one hundred square
kilometers shoal in the area. Its total length is about
42 km and with 22 km wide in mouth. Yueging Bay is about
464 km? in area, approximately 10 m in mean depth and
over a hundred meters in maximum depth. This bay is
42 kmin length, 21 km in mouth wide and 4.5 km in minimum
width.

2.2. Sampling procedure

Sampling was conducted during twelve short-period investi-
gations (four seasons x three bays). For Xiangshan Bay, inves-
tigations were conducted at twenty sampling sites in January,
April, July and October 2000. For Sanmen Bay and Yueging
Bay, investigations were conducted at twelve and fourteen
sampling sites respectively, in August, November 2002, May
and February 2003.

Zooplankton samples were collected by vertical tows
(505 pwm mesh size and 0.8 m in diameter, equipped with a
HYDRO-BIOS flowmeter fixed in the mouth to measure the
volume of water filtered) from near-bottom to surface. Net
collections were fixed with 5% (v/v) buffered formaldehyde
(with seawater) immediately. In laboratory, 5% to 25% frac-
tions of total mesozooplankton sample were identified and
counted according to the individual number (Chen et al.,
1974; Zheng et al., 1984). Zooplankton abundance was
expressed as ind. m~3. The fundamental data of wet biomass
and abundance of mesozooplankton community collected
from those investigations had been published (Liu et al.,
2005, 2006; Wang et al., 2003), thus most of those detailed
data were not shown again in the present study. The raw data
on abundance of each species in every station were analyzed
in the present study. Absolutely rare species (a single occur-
rence for all sampling sites) were eliminated from correlation

analysis and ordination analysis below, and they were not
shown in the list of species (Appendix Table 1).

The physical environmental parameters, including salinity
and temperature were recorded at 0.5 m under surface by a
SYA 2-2 salinometer and thermometer. The water samples for
nutrient analysis were collected at a depth of 0.5 m by Go-Flo
bottles. Nitrate and nitrite were determined by the pink azo
dye method and ammonia by the hypobromite oxidation-pink
azo dye method; soluble reactive phosphorus was deter-
mined by the molybdenum blue method immediately after
sampling (Parsons et al., 1984). The detection limits of
NO;~, NO,~, NH,*, PO~ and SiOs*~ are 0.02 pmol L7,
0.05 pmolL™",  0.05 umolL™",  0.03pmolL™" and
0.07 pmol L', respectively, for the present methods. The
concentration of dissolved oxygen was measured using a
direct spectrophotometry method (Pai et al., 1993). For
the measurement of chlorophyll a (Chl a) concentration, a
500 mL water sample was gently filtered through a 0.22 pm
cellulose filter and extracted in 90% acetone for 24 h in
darkness and 4°C. The mean Chl a concentration was then
determined fluorometrically (Turner Designs 10AU fluorom-
eter) before and after acidification (Parsons et al., 1984). The
concentration of suspended particle material (>0.45 pum)
was only measured for Xiangshan Bay.

2.3. Data analysis

For the zooplankton abundance data and environmental
data, we used unconstrained ordination, constrained ordina-
tion and correlation analysis to distinguish the main environ-
mental variables which significantly affect the abundance of
zooplankton and the zooplankton community structure, at
different spatial scales and in different seasons. All analyses
below were based on log-transformed abundance data and
environmental data.

First, a Pearson correlation analysis was applied to find
the relationship between abundance of zooplankton in three
bays and environmental variables with seasons.

Second, the environmental variables which drive the
heterogeneity of mesozooplankton community structure
among the three subtropical bays in each season were dis-
tinguished. According to the methods by Smilauer and Leps
(2014), DCA was used to find whether abundance data of
zooplankton showed linear or unimodal responses to the
underlying gradients in this region. For the data of spring,
summer and autumn, the lengths of gradient were all less
than 3, while the length of gradient was over 4 for the winter
data. Thus, we conducted three redundancy analyses (RDA)
for the spring, summer and autumn data, and a canonical
correspondence analysis (CCA) for the data of winter. Expla-
natory environmental variables were chosen by the forward
selection in RDA and CCA, and only those variables that
significantly related to community structure according to
Monte Carlo permutation tests (p < 0.05) were selected to
be considered in RDAs and CCA, and to be shown in ordination
diagrams. The variability explained for each environmental
variable in CCA equals to A value divided by total inertia.

Third, the environmental variables which affect the meso-
zooplankton community structure in each of the three sub-
tropical bays in every season were distinguished. The model
selection procedure was the same as above, and twelve
separate RDAs were conducted. Also, only those variables
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that significantly influence community structure according to
Monte Carlo permutation tests (p < 0.05) were selected to
be considered in RDAs. In the present analysis, chemical
variables included DIN, SRP, PH, COD, NHs; biological variable
included Chl a; physical variables included temperature and
salinity.

The correlation analysis was performed using SPSS v19.0
(IBM Corp., Somers, NY, USA), and ordination analysis was
performed using CANOCO v4.5 (Microcomputer Power,
Ithaca, NY, USA).

3. Results
3.1. Environmental and biotic characteristic

Environmental data obtained during this study were given in
Fig. 2 and Appendix Table I. Surface temperature showed an
obvious seasonal variation in those three bays, by winter
cooling and summer warming. Surface salinity was higher in
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(Fig. 2).

Similar to the environmental variables, the abundance of
mesozooplankton in the three bays also showed a temporal
and spatial variation. In Xiangshan Bay, the seasonal peak
appeared in spring, while for the other two bays, the abun-
dance reached the highest level in summer (Fig. 3). Com-
pared to the other two bays, the mesozooplankton
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Figure 3  Abundance of mesozooplankton community of Xiang-
shan Bay, Sanmen Bay and Yueqing Bay (‘p < 0.05; “p < 0.01).

one dominant species in spring, summer and winter, espe-
cially with an extremely high relative abundance in spring.
And Acartia pacifica only dominated in warm seasons. In
Yueqing Bay, Labidocera euchaeta was always the dominant
species all the year round, especially in warm seasons. In
Sanmen Bay, two main dominant species were Calanus sinicus
and Acrocalanus gibber (Table 2).

3.2. Environmental factors—zooplankton
community relationships

3.2.1. Seasonal variation of environmental factors
correlated to zooplankton abundance

Pearson correlation analysis indicated that environmental
factors correlated to the abundance of mesozooplankton
in these subtropical bays differed with seasons. In spring,
it was positively related to DO and negatively related to
temperature, COD and SRP. In summer, it was positively
related to Chl a, temperature and COD, and negatively
related to SPR. In autumn, it was positively related to
temperature, and negatively related to Chl a. While in
winter, it was positively related to Chl a and negatively
related to salinity (Table 3).

Table 3 Pearson correlation coefficients between abun-
dance of mesozooplankton [ind. m~3] and environmental
variables in Xiangshan Bay, Yueging Bay and Sanmen Bay in
four seasons. The abbreviations of environmental variables
were listed in Table 1.

Variables Abundance

Spring Summer Autumn Winter
Chl a n.s. 0.666" —0.333°  0.415"7
T —0.436"  0.376" 0.329° n.s.
DO 0.512" n.s. n.s. n.s.
PH n.s. n.s. n.s. n.s.

n.s. n.s. n.s. —0.452"
NH3 n.s. n.s. n.s. n.s.
DIN n.s. n.s. n.s. n.s.
CoD —0.468"  0.499” n.s. n.s.
SRP —0.413"  —0.312"7 n.s. n.s.

Note: n.s. — p >0.05; " p < 0.05; ~ p <0.01.

3.2.2. Environmental factors affecting the spatial
differentiation of zooplankton community structure
RDAs and CCA showed that environmental factors affecting
the spatial differentiation of zooplankton community struc-
ture were significantly different with seasons (p < 0.05,
Monte Carlo permutation tests) (Fig. 4). In spring, the differ-
entiation between the community of Xiangshan Bay and the
others was mainly explained by DO (28%) and temperature
(3%), while the differentiation between the community of
Yueqing Bay and Sanmen Bay was mainly driven by salinity
(11%). In summer, the differentiation between the commu-
nity of Sanmen Bay and the others was mainly explained by
Chl a (16%) and salinity (7%), while there was no significant
differentiation between the community of Xiangshan Bay and
Yueqing Bay (Fig. 4). In autumn, the differentiation between
the community of Xiangshan Bay and the others was mainly
explained by temperature (25%). And the differentiation
between the community of Yueqing Bay and Sanmen Bay

Table 2 The dominant species of mesozooplankton community in Xiangshan Bay, Yueqing Bay and Sanmen Bay. The relative

abundance of dominant species was given.

Seasons Dominant species
Xiangshan Bay Yueqing Bay Sanmen Bay
Spring Centropages abdominalis (76%) Brachyura zoea larva (21%) Calanus sinicus (21%)
Labidocera euchaeta (14%) Brachyura zoea larva (11%)
Zonosagitta bedoti (12%)
Summer Brachyura zoea larva (29%) Labidocera euchaeta (25%) Acrocalanus gibber (26%)
Acartia pacifica (17%) Brachyura zoea larva (14%)
Centropages abdominalis (11%)
Autumn Paracalanus aculeatus (20%) Labidocera euchaeta (36%) Calanus sinicus (20%)
Acartia pacifica (20%) Acrocalanus gibber (18%) Acrocalanus gibber (12%)
Calanopia thompsoni (11%) Acartia pacifica (17%)
Winter Centropages abdominalis (42%) Gastropoda post larva (42%) Centropages abdominalis (33%)

Oikopleura dioica (16%)
Tortanus derjugini (15%)

Diastylis tricincta (14%)
Labidocera euchaeta (9%)

Tortanus derjugini (17%)
Diastylis tricincta (16%)
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could be explained by pH (12%), though there was a con-
siderable degree of overlap between them under this axis.
Finally, in winter, temperature (12%) explained the differ-
entiation between the community of Yueqing Bay and the
others, while NHs (9%) and salinity (7%) could influence the
differentiation between the community of Xiangshan Bay and
Sanmen Bay (Table 4).

3.2.3. Environmental factors affecting the zooplankton
community structure in each bay

RDA showed that zooplankton community structure was sig-
nificantly related to several environmental variables, and it
was quite variable with sites and seasons. Specifically, sali-
nity, temperature and Chl a were always the main factors
affecting the community structure in Xiangshan Bay (Table 5).
For Sanmen Bay, the primary factors were always salinity and
NH3 in spring, summer and autumn, but SRP and temperature
in winter (Table 6). Finally, the primary environmental fac-
tors were extraordinarily variable in Yueqing Bay, which were
temperature in spring, DIN in summer, SRP, Chl a and DIN in
autumn and COD in winter (Table 7). For the full year,
physical variables were the dominant influencing factors
for the zooplankton community structure in Xiangshan Bay
and Sanmen Bay, while chemical variables were more domi-
nant in Yueqing Bay (Table 8).

4. Discussion

Generally, we found that the environmental variables which
affected the abundance and spatial differentiation of zoo-
plankton community structure were significantly variable
with seasons and with different spatial scales in these adja-
cent subtropical bays of China. Consistent with our hypoth-
esis, the zooplankton community structure of Sanmen Bay,
which has lower pollution rate than the two other bays, was
most influenced by the physical variables; while that of
Yueqing Bay, which is heavily polluted, was most influenced
by the chemical variables. In Xiangshan Bay, which is mod-
erately polluted, the zooplankton was again most influenced
by physical variables.

Eutrophication may affect herbivorous zooplankton
through providing more food directly by phytoplankton or
indirectly by complex microbial food loop (Calbet and Landry,
1999; Jones and Flynn, 2005). The concentration of Chl a was
always an important environmental gradient related to the
level of primary productivity in coastal bays. Although Chl a
was widely used as a biological indicator of eutrophication in
some monitoring methods (Nixon, 1995), the present results
indicated that it was not associated with nutrient concentra-
tion in these bays. As in other shallow turbid systems, the
phytoplankton seems not to be nutrient-limited, but light
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Table 4 Ranking of environmental variables that signifi-
cantly influenced the spatial differentiation of zooplankton
community structure among three bays, based on Monte Carlo
permutation test in redundancy analysis (RDA) (the data in
spring, summer and autumn) and canonical correspondence
analysis (CCA) (the data in winter) (499 samples, p < 0.05).
The variability explained for each environmental variable in
canonical correspondence analysis equals to A value divided
by total inertia. The abbreviations of environmental variables
were listed in Table 1.

Explanatory Variability p-value F-value
variable explained

Spring (RDA)

DO 0.28 0.002 16.93
S 0.11 0.002 7.8
CcoD 0.04 0.004 2.99
SRP 0.03 0.008 2.52
Chla 0.03 0.024 2.08
T 0.03 0.028 2.1
Summer (RDA)

Chla 0.16 0.002 7.19
S 0.07 0.002 3.58
PH 0.05 0.01 2.63
SRP 0.05 0.006 2.75
T 0.04 0.04 2
Autumn (RDA)

T 0.25 0.002 14.63
PH 0.12 0.002 8.12
DIN 0.04 0.008 2.66
SRP 0.03 0.012 2.2
Winter (CCA)

T 0.12 0.002 5.12
NH; 0.09 0.002 4.05
S 0.07 0.002 3.68
SRP 0.04 0.006 2.07
Chla 0.04 0.044 2.05
CcoD 0.03 0.022 1.86

availability is likely to be the limiting factor (e.g. Domingues
et al., 2011; Guinder et al., 2009; Zhu et al., 2009). In the
present result, the concentration of Chl a was not the
dominant influencing factor of zooplankton community struc-
ture in all three bays. Similar phenomenon was also found in
other eutrophic coastal waters (Chen et al., 2011; Uriarte
and Villate, 2005). These results indicated that direct trophic
link between phytoplankton and mesozooplankton was rela-
tively weak in these bays.

Typically, due to hydrographic features and a gradient of
nutrient or transparency along geometrical features, the
concentration of Chl a often showed a decreasing gradient
from inside to mouth in temperate and subtropical bays, such
as Xiangshan Bay and Jiaozhou Bay in China (Li et al., 2005;
Liu et al., 1997). However, this stable gradient was not
observed in Yueqing Bay and Sanmen Bay (Chen et al.,
2010 and the present study). Multivariate statistics analysis
indicated that the concentration of Chl a was only able to
explain the spatial pattern of zooplankton community in
Xiangshan Bay, but not in Yueqing Bay and Sanmen Bay. There
were two possible reasons: one, a high Chl a concentration

Table 5 Ranking of environmental variables that signifi-
cantly influenced the community structure of mesozooplank-
ton in Xiangshan Bay, based on Monte Carlo permutation test
in redundancy analysis (RDA) (499 samples, p < 0.05).

Explanatory Variability p-value F-value
variable explained

Spring

S 0.4 0.002 12.13
Chla 0.13 0.002 4.71
Summer

T 0.3 0.002 7.72
Chla 0.14 0.002 4.3
Autumn

S 0.28 0.002 7.15
T 0.18 0.002 5.51
DIN 0.07 0.012 2.36
Chla 0.06 0.018 2.42
Winter

S 0.37 0.002 10
Chla 0.17 0.002 6.01
NH3 0.09 0.006 3.8
PH 0.07 0.01 2.86

Table 6 Ranking of environmental variables that signifi-
cantly influenced the community structure of mesozooplank-
ton in Sanmen Bay, based on Monte Carlo permutation test in
redundancy analysis (RDA) (499 samples, p < 0.05).

Explanatory Variability p-value F-value
variable explained

Spring

S 0.23 0.002 3.05
NH; 0.23 0.002 3.78
Summer

S 0.35 0.002 4.28
Autumn

S 0.25 0.002 3.34
Winter

SRP 0.39 0.002 5.81
T 0.19 0.002 3.69

meant redundant food for mesozooplankton, thus Chl awas a
limiting factor for them no longer (Chen et al., 2011); two,
other more dominant influencing factors existed, which out-
stripped the contribution of Chl a variation (Uriarte and
Villate, 2005), such as DIN from extreme heavy pollution in
Yueqing Bay.

Copepods always dominated mesozooplankton community
in coastal waters (Chang et al., 2010; Liu et al., 2012), and
they were generally considered to be relatively sensitive to
poor water quality (Uriarte and Villate, 2005). Buttino (1994)
reported that the viability and reproduction rate of Acartia
clausi would be significantly depressed under a NHs concen-
tration of 0.12 ppm. We were not aware of the sensitivity of
local zooplankton community to NH;, considering that NHs
concentration in Buttino's report was approximately two
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Table 7 Ranking of environmental variables that signifi-
cantly influenced the community structure of mesozooplank-
ton in Yueqging Bay, based on Monte Carlo permutation test in
redundancy analysis (RDA) (499 samples, p < 0.05).

Explanatory Variability p-value F-value
variable explained

Spring

T 0.22 0.002 3.43
Summer

DIN 0.4 0.002 6.06
Autumn

SPR 0.39 0.002 7.05
Chl a 0.13 0.006 2.68
DIN 0.09 0.046 2.05
Winter

CcoD 0.49 0.002 8.57

Table 8 The total variability explained by chemical/biolog-
ical/physical variables on zooplankton community structure
of each bay in four seasons (chemical variables: DIN, SRP, PH,
COD, NHs; biological variable: Chl a; physical variables:
temperature, salinity; based on Tables 5—7).

Variability explained

Chemical Biological Physical

variable variable variable
Xiangshan Bay 0.23 0.5 1.53
Sanmen Bay 0.62 0 1.02
Yueqing Bay 1.37 0.13 0.22

orders of magnitude higher than those in the present study,
thus the NH3 concentration was likely to be the secondary
factor in affecting the spatial structure of zooplankton com-
munity in the three bays.

The total abundance of mesozooplankton was not
affected by DIN conditions in each season in our study, which
was in accordance with other results in these three bays (Du
et al., 2011; Xu et al., 2012, 2013), but it was negatively
impacted by the SRP concentration in spring and summer. The
exact mechanism of that relationship was unknown. Although
all three bays exhibited eutrophic conditions, multivariate
statistics analysis indicated that eutrophic conditions were
the primary factor influencing the spatial structure of meso-
zooplankton community only in Yueqing Bay. The dominant
species of the mesozooplankton communities were signifi-
cantly different among the three bays, though the salinity
and temperature were quite similar between Xiangshan Bay
and Yueqing Bay. L. euchaeta is a common eurytopic and
dominant species in the subtropical coast of China, distrib-
uted in a salinity range from 10 to 25 (Chen et al., 1995). A
more recent study demonstrated that this species adapted
to higher Chl a concentration and lower nutrient concentra-
tion in Hangzhou Bay (200 km north from Xiangshan Bay)
(Sun et al., unpublished data). In summer and autumn,
L. euchaeta was the first dominant species (the relative
abundance is 25% and 36%, respectively) for the community
in Yueqing Bay. Interestingly, RDA indicated that chemical

variables also determined the spatial structure of community
in these two seasons. A possible reason was that the lower
nutrient condition for distribution area of L. euchaeta deter-
mined, to a great extent, the response of zooplankton com-
munity to DIN and SRP gradients in Yueging Bay in summer and
autumn. It also implied that the pelagic ecosystem of Yueqing
Bay was under the most serious influence of pollution among
the three bays.

Physical variables (temperature and salinity) were the
main influencing factors for mesozooplankton community
structure in Xiangshan Bay and Sanmen Bay. In contrast,
chemical variables (DIN and SRP) were the main factors
affecting community structure in Yueqing Bay during most
of the year. These results indicated that salinity was usually
still an important influencing factor for the mesozooplankton
community structure of subtropical bays without strong
freshwater influx and pollution, though it was no longer
the only dominant factor, just as in typical estuary areas
(Marques et al., 2006; Mouny and Dauvin, 2002). Moreover,
this significant difference in influencing factors among dif-
ferent bays implied that the zooplankton community of
Yueqing Bay was more heavily affected by pollution and
aquaculture than Xiangshan Bay and Sanmen Bay.

5. Conclusions

The environmental variables influencing zooplankton com-
munity structure differed significantly with the seasons and
spatial scales in subtropical bays of China which were heavily
affected by pollution and aquaculture. DO, Chl a and tem-
perature were the principal factors in affecting spatial dif-
ferentiation of zooplankton community structure at the
inter-bay scale. At within-bay scales, the influencing factors
were different among adjacent bays: the main factors were
physical variables for Xiangshan Bay and Sanmen Bay, while
chemical variables for Yueqing Bay, respectively.
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1. Introduction

Previous studies have indicated that most marine species are
not suitable for monitoring metal pollution. Thus, appropri-
ate bioindicator species are required (lkuta, 1990). Species
with shells accumulate metals and trace elements in their
shells and flesh, and are used as bioindicators in marine and
coastal pollution analyses (Farrington et al., 1987; Maanan,
2007; Phillips, 1980; Widdows, 1985). Sedentary mollusca,
such as Mytilus galloprovincialis, are preferred in environ-
mental monitoring studies because they have long life
spans, can be easily recognized, can be sampled in large
quantities, and can tolerate the pollution (Argese et al.,
2005; Goldberg, 1975; Kayhan, 2007; Kayhan et al., 2007;
Serafim et al., 2002).

In a seasonal study performed in the Lagoon of Venice, a
multiple biomarker approach was adopted to evaluate the
natural and anthropic stresses influencing the biological
responses of the mussel (M. galloprovincialis) and to assess
the effects of the spatial rather than temporal variations (Da
Ros et al., 2000, 2002; Nasci et al., 2002; Nesto et al., 2004).
Bocchetti et al. (2008) investigated the natural variability of
several biomarkers in Tapes philippinarum and M. gallopro-
vincialis sampled from the Northern Adriatic, in which these
organisms are sentinel species that are important for future
environmental impact assessments. The results indicated a
significant influence of the seasonal variability on several
biomarkers and species-specific differences. This influence
should be considered to discriminate anthropogenic distur-
bances.

Several compounds of environmental interest were inves-
tigated using a toxicity test for the early life stage of bivalve
mollusca. Three pesticides (carbofuran, atrazine, and
malathion), for which literature data are available only for
species of oysters, were tested with M. galloprovincialis
(Losso et al., 2004).

Rivaro et al. (2000) showed minimal evidence for a sea-
sonal pattern, except for Cu, Zn, and V. Concentrations of
these metals were a function of the sampling site and the
reproductive cycle. Additionally, transplanted mussels can
identify local anthropogenic sources of metals. In general,
areas of known pollution display high concentrations of these
metals; however, select areas not substantially influenced by
human activities also showed high concentrations of several
metals. Valve activity was measured in the Mediterranean
mussel M. galloprovincialis in response to sub-lethal concen-
trations of four metals (Hg, Cu, Zn, and Cd) and two phos-
phate industry effluents from the Atlantic coasts of Morocco.
Valve movements were monitored using a proximity inductive
sensor which could display all activity from the full closure to
wide opening of the shell valves (Fdil et al., 2006). Taleb
et al. (2007) noted that the difference in the variations of the
annual physical parameters found in Oran Harbor and found
in the Maarouf corresponds to the influence of the domestic
and industrial sewage discharged in the Algerian western
coastal area. The damage caused to the lysosomal membrane
and ADN appears to be a universal marker for the effects of
stress on marine organisms such as bivalves.

In a monitoring study conducted by Risso-de Faverney
et al. (2010), artificial tire reefs were deposited in a marine
protected area (Vallauris-Golfe Juan Bay, France) located
along the NW Mediterranean coast, and the potential toxic

effects of the tire material were investigated by transplant-
ing marine mussels (M. galloprovincialis). The metal accu-
mulation (cadmium, copper, and zinc) and biomarker
response in mussel tissues indicated a clear separation.
The organisms were found to be significantly more affected
by tire reefs than other anthropogenic pollutants.

In this study, the shells of the Mediterranean mussel, M.
galloprovincialis, obtained from Yarimburgaz Cave excava-
tions were used to detect paleo-environmental conditions. To
determine the current environmental pollution levels with
respect to past levels, the toxic, non-toxic and radioactive
trace element content of these cave shells were compared to
recent shells collected from the Sea of Marmara.

1.1. Regional geology of Yarimburgaz Cave

The study area, known as the Yarimburgaz Cave district, is
located 2 km north of Altinsehir. The oldest rocks in this
region are reefal limestones and clayey limestones of the
Middle Eocene (Lutetian) age. Poorly cemented sediments
from the Miocene (Sarmatian) age containing pebbles, sands,
and clay are found on top of these formations (Digis, 1986;
Meric et al., 1991) (Fig. 1).

The Altinsehir formation (Fig. 2) has two members: the
reefal limestone on the top (Yarimburgaz member) and the
clayey limestone on the bottom (lkitelli member). Yarimbur-
gaz limestone (Tayk) (Middle Eocene) corresponds to deposits
from the reef, and the Ikitelli member (Tai) corresponds to
the deposits of the fore reef. Among the two, the hard and
resistant Yarimburgaz limestone developed karstic features.
Yarimburgaz Cave, which is one of the karstic formations, has
revealed one of the earliest known horizons of human history.
Mollusca were found in a grayish clayey lance of soil within
layer 3. This pocket of earth was almost completely com-
pacted with mollusc fragments and yielded some shards and
bone. Mollusca were noted elsewhere within the deposit of
layer 3. Accordingly, this mollusc bearing pocket of earth may
also indicate a short break in occupation (Meric et al., 1991).

Salvage excavations executed in this partly destroyed
cave in 1986 revealed archeological levels dated to prehis-
toric periods (6500—7000 BP). The material yield of the
assemblage enables an inference of the subsistence patterns
and the environmental conditions of the period (Meric et al.,
1991).

1.2. Archeological and paleontological features
of Yarimburgaz Cave

Being one of the oldest human footprints, Yarimburgaz Cave
archeological findings are important for Istanbul and for the
Near East and Europe (Steiner et al., 1998). The cave is found
on Catalca Peninsula, located 22 km west of Istanbul and
1.5 km north of Lake Kucukcekmece. The entrances of the
cave are narrow holes on the surface (Fig. 2). Geomorpho-
logical studies showed that the cave was formed by a water
system, carving the karstic Eocene limestone (Fig. 1). The
cave has two sections, the upper cave and lower cave, with
entrances at 18.60 m and 11.46 m above sea level, respec-
tively (Ozdogan et al., 1991). Both of the entrances face the
Sazlidere Valley. The main corridor of the lower cave is
separated into two branches after the 240th m. One branch
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(A) Local topography map of the terrain surrounding Yarimburgaz Cave showing the valley interrupted by the Sazlidere River

(from Farrand and McMahon, 1997). (B) The geological map of Yarimburgaz Cave (Kucukcekmece) and its surroundings (modified from

Digis, 1986).

orients north, and the other points in the northeast direction.
Both branches have a dead end. The longest branch is 600 m
long. To determine the thickness of the cave walls, 5 m was
dug, and the last 3 m was found to be culturally sterile.
However, the main rock was not reached (Arsebuk, 1993;
Arsebiik et al., 1990; Arsebiik and Ozbasaran, 1995). A small

spring named the “Little Danube Stream” is located near the
cave.

Neolithic and Chalcolithic cultures detected in Yarimbur-
gaz Cave were one of the first cultures to farm. Additionally,
they are important in terms of their relations with the
Balkans and Europe. The drawings of ships found on the walls
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Figure 2 Entrancesof the upper and lower of Yarimburgaz Cave.
Photo: Dincer (2005).

of the cave suggest that the cultures inhabiting the caves
were involved in seamanship. Boats likely entered Lake
Kucukcekmece for unloading and for shelter in hazardous
weather (Arsebiik and Ozbasaran, 1995). The entrance of the
lake has narrowed and closed over time. Therefore, the lake
lost its importance as a water way.

From archeological excavations, the people of that period
were found to have used tools and equipment (stone tools,
pottery, etc.) to combat environmental stresses. During
archeological excavations in the third level of the Chalco-
lithic period, hand-made pottery was found in clayey mate-
rial abundant with mollusc shells (Meric et al., 1988, 1991;
Ozdogan, 1999; Ozdogan and Koyunlu, 1986). These pre-
historic shells were selected as the material to investigate
the environmental conditions. Natural dyes are used in var-
ious fields such as textile fibers (wool, cotton, silk, leather,
etc.) and wall paintings since the prehistoric. The use of
natural dyestuffs after the discovery of synthetic dyes rapidly
decreased in 1856 (Cristea and Vilarem, 2006). Compared
with synthetic dyes, natural dyes usually do not cause

environmental pollution. The natural dyes are less toxic
and more hypoallergenic.

Layers found in Yarimburgaz Cave have been formed
slowly, and no distinct cultural or paleontological boundaries
have been noted between layers (Steiner et al., 1998). Tools
and other cultural artifacts found in select layers covering a
long period of time indicate that the cave has been used by
humans. After a short break, stratification continued within
the fourth cultural layer, or the Yarimburgaz layer, in 6800 BP.
This culture is characterized by pottery with intricate car-
vings and incised decorations. The cave was uninhabited for
three more cultural stages until 6300 BP.

Studies of the mollusca from Yarimburgaz Cave indicated
that in 7000 BP, the sea was close to the cave. A close
shoreline was likely present in the Holocene and displayed
similar characteristics with other locations in the Middle-Late
Pleistocene (Meric et al., 1988). The age of the mollusc shells
found in a hand-made clay pot from the third Chalcolithic
period was found to be 6880 + 80 years old (GrN. 15528)
through a 'C test (Meric et al., 1991) (Fig. 3).

Ecological data suggests that the shoreline displayed cove
characteristics in the Chalcolithic period. Later, the cove was
filled with materials carried by the freshwater systems found
to the north, forming the Kucukcekmece lagoon. Further
rearrangements transformed the lagoon into a lake. The
shoreline of the lake was suggested to be nearer to the cave
approximately 7000 BP (Meric et al., 1991).

During the Middle Pleistocene period, the Yarimburgaz
layers were formed during use of the cave by humans. Teeth
samples of an extinct cave bear were found in the layers
belonging to the middle Pleistocene, and an electron spin
resonance test revealed an age of 270,000—390,000
=+ 40,000—60,000 years (Arsebuik, 1995a, 1995b). In a multi-
disciplinary study (Steiner et al., 1998), a paleoecological
and taxonomical approach was performed using isotopic
osteometric methods. The cave was found to be inhabited
by cave bears ((Spelearctos) Ursus) during the middle and last
ice age. The cave was near the coast of an estuary.

Figure 3  Archeological section of the northern sector of Yarimburgaz Cave, shells obtained from level 3 (after Ozdogan and

Koyunlu, 1986).



Assessment of recent and chalcolithic period environmental pollution

139

2. Material and methods
1. Sample collection site

M. galloprovincialis shells found in the third layer of Yar-
imburgaz Cave (Fig. 3) were analyzed for metals and trace,
radioactive and rare earth element contents. The shells were
compared with recent samples collected from 12 different
stations located on the northeast Marmara and Bosphorus
between May 21—November 13, 2004 (Fig. 4, Table 1).

2.2. Chemical analysis of M. galloprovincialis
shells

Firstly shells collected (Fig. 5) from Marmara and the
Bosphorus were washed with purified sea water and kept
at 40°C in an oven for drying.

For metal, trace, radioactive, and rare earth elements
analyses were made. And the shells were pounded in an Agate
mortar until a homogeneous mixture of powder was
obtained. Each sample was separately packaged at the
Istanbul University Marine Science and Management in the
Laboratory of Marine Geology and sent to Acme Analytical
Laboratories, Vancouver, Canada. The metal, trace, radio-
active, and rare earth elements (REEs) analyses were per-
formed by Acme Analytical Laboratories (Vancouver, Canada)
in January 2008. The analysis was performed for 0.2 g sam-
ples using standard protocols (Method Cod: P150 Pulverize to
150 Mesh 13; Method Cod: 4B (Full Suite) LiBO,/Li,B407 fusion
ICP-MS analysis). Rare earth and refractory elements are
determined by ICP mass spectrometry following a lithium
metaborate/tetrabortate fusion and nitric acid digestion of a

Table 1

Coordinates of the selected 12 different stations at

the northern Marmara Sea and Bosphorus coasts with the
Yarimburgaz Cave.

Sample no.  Sample ID Coordinates
Latitude Longitude

Yarimburgaz 41°5.280'N 28°43.994'E

Cave
1 Selimpasa 41°3.444'N 28°19.017'E
2 Baltalimani 41°5.727'N 29°3.328'E
3 Istinye 41°6.728'N 29°3.651'E
4 Anadolukavagi  41°10.762'N  29°5.164'E
5 Pasabahce 41°7.053'N 29°5.642'E
6 Kanlica 41°6.183'N 29°3.915'E
7 Kucuksu 41°4.735'N 29°3.845'E
8 Beylerbeyi 41°2.844'N 29°2.822'E
9 Kuzguncuk 41°2.265'N 29°1.715'E
10 Uskudar 41°0.186'N 29°0.087'E
11 Tubitak-MAM 40°46.334'N  29°27.802'E
12 Dil Iskelesi 40°46.370'N  29°30.671'E

0.2 g sample. In addition a separate 0.5 g split is digested in
Aqua Regia and analyzed by ICP Mass Spectrometry to report
the precious and base metals (in highlight).

Elementary analysis: MDL (method detection limits)
[ng g7 ']: Ba, Be, Sn, and Zn, 1; Co and Th, 0.2; Cs, Ta, Hf,
Nb, Rb, U, Zr, Y, La, Ce, Mo, Cu, Pb, Ni, Cd, Sb, Bi, Tl, and Ag,
0.1; Ga and Sr, 0.5; V, 8; W, As, and Se, 0.5; Pr, Eu, and
Ho, 0.02; Nd, 0.3; Sm, Gd, Dy, and Yb, 0.05; Tb, Tm, Lu, and
Hg, 0.01; Er, 0.03; Au, [ngg~ '] 0.5.
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Figure 4 Location map of samples Yarimburgaz Cave, Northern Marmara Sea, and Bosphorus coasts.
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Figure 5 Mytilus galloprovincialis Lamarck, 1819. (1a and b) a: left valve, external view; b: left valve, internal view; Sample of
Yarimburgaz Cave. (2a and b) a: right valve, external view; b: right valve, internal view; Sample 1. (3a and b) a: left valve, external
view; b: left valve, internal view; Sample 2. (4a and b) a: left valve, external view; b: left valve, internal view; Sample 3. (5a and b) a:
right valve, external view; b: left valve, external view; Sample 4. (6a and b) a: right valve, external view; b: right valve, internal view;
Sample 5. (7a and b) a: left valve, external view; b: right valve, external view; Sample 6. (8a and b) a: left valve, external view; b: left
valve, internal view; Sample 7. (9a and b) a: right valve, external view; b: left valve, external view; Sample 8. (10) right valve, external
view; Sample 9. (11a and b) a: right valve, external view; b: right valve, internal view; Sample 10. (12a and b) a: left valve, external
view; b: left valve, internal view; Sample 11. (13a and b) a: left valve, external view; b: left valve, internal view; Sample 12.

The quality control report shows that the 4B method was
assigned the number of VAN 07002440.1 in the Acme Analy-
tical Laboratories. Reference materials of “STD SO-18 Stan-
dard” were applied for Ba, Be, Co, Cs, Ga, Hf, Nb, Rb, Sn, Sr,
Ta, Th, U, V, W, Zr, Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er,
Tm, Yb, and Lu, whereas the “STD DS7 standard” was applied
for Mo, Ni, Cu, Zn, Pb, Bi, Sb, As, and Cd. The 1DX method and
a reference material “STD DS7” was applied for Ag, Au, Hg,
TL, and Se (Table 2).

2.3. Statistical analysis

The descriptive statistics analysis, t-test, ANOVA (analysis of
variance), factor analysis, and correlation analysis were
performed using Windows PASW Statistics 18.0 (SPSS (Hong
Kong) Ltd., Hong Kong) and Statistics 6.0 (Statistics for
Windows is developed by SPSS Inc.). To reduce the back-
ground noise, all of the chemical elements in the shells were
considered in the statistical analyses. A correlation matrix



Table2 The geochemical parameters of shell samples at the northern Marmara Sea and the Bosphorus on coasts with Yarimburgaz Cave (with standards, and according to Krauskopf
values of crust, shale and seawater).

No. Sample ID Ba Nb Rb Sr Th Ir Y La Ce Pr Nd Sm Eu Tb
ngg 'l [ngg"l [mwgg 'l [ngg 'l [neg'] [wgg 'l [pgg '] [ngg']l [mgg 'l [neg '] [ngg 'l [pgg 'l [ngg '] [ngg ]
Yarimburgaz 17 0.2 0.3 1464 0.3 1 0.4 1 1.9 0.26 1.1 0.16 0.05 0.02
Cave
1 Selimpasa 6 <0.1 0.2 1291 <0.2 0.4 <0.1 0.2 0.3 0.06 <0.3 <0.05 <0.02 <0.01
2 Baltalimani 2 <0.1 0.1 1181 <0.2 0.3 <0.1 0.2 0.1 0.04 0.3 <0.05 <0.02 <0.01
3 Istinye 5 <0.1 <0.1 1238 <0.2 0.3 <0.1 0.2 <0.1 0.03 <0.3 <0.05 <0.02 <0.01
4 Anadolukavagi 2 <0.1 <0.1 1238 <0.2 <0.1 <0.1 0.4 0.2 0.04 <0.3 <0.05 <0.02 <0.01
5 Pasabahce 3 <0.1 <0.1 1113 <0.2 0.2 <0.1 0.3 0.1 0.03 <0.3 <0.05 <0.02 <0.01
6 Kanlica 6 <0.1 0.3 1251 <0.2 3.5 0.2 0.2 0.3 0.05 <0.3 0.05 <0.02 <0.01
7 Kucuksu 5 <0.1 0.2 1273 <0.2 0.3 <0.1 0.2 <0.1 0.04 <0.3 <0.05 <0.02 <0.01
8 Beylerbeyi 9 0.1 0.2 1168 <0.2 0.3 0.2 0.2 0.1 0.04 <0.3 <0.05 <0.02 <0.01
9 Kuzguncuk 2 <0.1 0.1 1026 <0.2 0.2 <0.1 0.2 <0.1 0.02 <0.3 <0.05 <0.02 <0.01
10  Uskudar 4 <0.1 0.3 1105 0.2 1 0.2 0.6 0.3 0.05 0.4 <0.05 <0.02 <0.01
11 Tubitak-MAM 11 <0.1 0.4 1108 <0.2 2.9 0.1 0.5 0.4 0.06 <0.3 <0.05 <0.02 <0.01
12 Dil Iskelesi 16 <0.1 0.3 1298 <0.2 3.6 0.2 0.3 0.3 0.06 0.3 <0.05 <0.02 <0.01
Standard 518 21.2 28.6 451.6 10.5 294.2 33.2 12.7 27.2 3.53 14.1 2.93 90 52
(STD SO-18)
Standard 529 21.9 29 912.9 10.5 297.3 33.7 12.9 28 3.58 14.6 3 91 54
(STD SO-18)
Standard
(STD DS7)
Standard
(STD DS7)
Crust 500 20 90 375 8.5 165 35 35 70 8 30 7 1.2 1
(Krauskopf, 1979)
Shale 600 15 140 400 12 180 3.5 40 70 9 30 7 1.4 1
(Krauskopf, 1979)
Seawater 0.002 1%x10°  0.12 8 1x107° 3x10™> 1x107® 3x107® 1x107® 6x1077 3x10® 5x10® 1x10® 1x107/
(Krauskopf, 1979)
No. Sample ID Dy Er Lu Mo Cu Pb n Ni As Cd Sb Au Hg Se
wgg "l [ngg "l [ngg 'l [pgg 'l [neg'] [ngg '] [mgg '] [pgg '] [ngg'] [ngg 'l [pgg 'l [ngg '] [pgg '] [ngg]
Yarimburgaz Cave 0.05 0.04 0.01 <0.1 1.3 0.9 6 4.9 <0.5 <0.1 <0.1 1.5 <0.01 <0.5
1 Selimpasa <0.05 <0.03 <0.01 0.7 3.5 2.1 5 7.6 0.5 <0.1 0.4 1.4 <0.01 <0.5
2 Baltalimam <0.05 <0.03 <0.01 <0.1 1.6 2 8 5.6 1.1 <0.1 <0.1 <0.5 <0.01 <0.5
3 Istinye <0.05 <0.03 <0.01 0.1 2.2 1.4 2 5.9 1.5 <0.1 <0.1 <0.5 <0.01 <0.5
4 Anadolukavagi <0.05 <0.03 <0.01 <0.1 1.6 5.3 7 5.5 0.7 <0.1 <0.1 1.3 <0.01 <0.5
5 Pasabahce <0.05 <0.03 <0.01 0.1 1.7 4.8 25 5.7 1 <0.1 <0.1 0.6 <0.01 0.5
6 Kanlica <0.05 <0.03 <0.01 0.3 2.4 2.4 6 6.6 1.4 <0.1 <0.1 1.1 <0.01 0.7

uonn)jod JeIUSWUOIIAUS poLiad DLYlLj0d]eYd pue Juad3aJ JO JUSWISSISSY
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Table 2 (Continued)

Er Lu Mo Cu Pb Zn Ni As Cd Sb Au Hg Se
gg 'l [pgg 'l [negg '] [pgg ']

Dy

Sample ID

No.

rggl
0.5

[ngg ']

rgg ']
2.1

kgg ']
0.2

rgg ']
1.6
2.3

—1

lngg 'l [pgg
0.1

ngg™
<0.1

kgg ']

rgg ']

<0.01
0.03

<0.1
0.1

1.3
1.6
1.2

6.8
8.3

<0.03 <0.01 1.6
1.8

<0.05

Kucuksu

7
8
9

0.8

0.6

<0.1
0.1

15

<0.03 <0.01

<0.05

Beylerbeyi

0.5

<0.01

<0.5

<0.1
<0.1
<0.1
<0.1

7.2
5.5
4.6

1.1

<0.05 <0.03 <0.01 0.1

Kuzguncuk
Uskudar

<0.01 0.8

<0.5
<0.5
<0.5

<0.1
<0.1
<0.1

10
14
12

3.9
2.3

0.3
0.2

<0.03 <0.01

<0.05

10
11

12

0.8

<0.01

1.8
1.3

<0.05 <0.03 <0.01

Tubitak-MAM
Dil Iskelesi

0.6

<0.01

6.4

4.4

2.1

0.1

<0.01
28
28

<0.03
183
187

<0.05
304
307

Standard (STD SO-18)
Standard (STD SO-18)
Standard (STD DS7)
Standard (STD DS7)

Crust

0.21
0.23
0.02

201
46

4.5

5.8
5.8
0.15

426 55.3 50.2

400
70

77.6
76

119.2
123.3
50

19.5

3.9

4.8

47.5
1.8

59.7
75

19.2

0.05

0.2

12.5

1.5

0.6

3.5

(Krauskopf, 1979)

Shale

0.6

0.3

1.5

0.3

10

80

90

20

50

0.6

3.5

(Krauskopf, 1979)

Seawater

2x10°*

3x10°°

2.4x10* 4x10°°

0.0017  0.004 1x10°¢

8x107 2x107 0.01 5x10% 3x10° 0.049

9 x 107

(Krauskopf, 1979)

(Pearson) was calculated for the transformed Chalcolithic era
shells and recent shells elemental contents of Ba, Nb, Rb, Sr,
Th, Zr, Y, La, Ce, Pr, Nd, Sm, Mo, Cu, Pb, Zn, Ni, As, Cd, Sb, Hg,
Se, and Au.

2.4. Taxonomy of Mytilus galloprovincialis
Lamarck, 1819

Mytilidae family (Mollusca, Bivalvia) has a wide distribution
range. M. galloprovincialis Lamarck, 1819 is an important
member of this family and is distributed in the Mediterranean
and Black Sea. On the Turkish coastline, M. galloprovincialis is
commonly found on the Black Sea coasts, the Sea of Marmara,
the Biga Peninsula, the Gulf of Edremit and the coasts of
Ayvalik. However, on the Mediterranean coasts, this mollusc
is rarely observed. Mytilid shells have microstructures. The
species living in subtropical regions have shells with two or
three layers of aragonite and calcite, whereas the others have
two layers of aragonite and nacre (Gosling, 1992).

3. Results

The measured values of Be, Co, Cs, Ga, Hf, Sn, Ta, U, V, W,
Gd, Ho, Tm, Yb, Bi, Ag, and Tl in M. galloprovincialis shells
were found to be below the MDL (method detection limits).
Some rare earth elements (REEs) in the Lanthanide series,
such as Eu, Tb, Dy, Er, and Lu were not found in the recent
shells, but were measured in specimens from the Chalcolithic
period in sample of Yarimburgaz Cave. Nevertheless, several
elements (Mo, As, Cd, Sb, Hg, and Se) were not detected in
specimens from the Chalcolithic period in this sample, but
were measured in recent shells.

The measured values of Ba, Sr, Zr, Y, La, Ce, Pr, Nd, and Sm
in samples from Yarimburgaz Cave were found to be higher
than the values of recent shells. However, several metal,
trace, and rare earth elements which are potential pollutants
(Ag, As, Cr, Hg, Sb, Ba, Br, Ca, Co, Cs, Fe, Na, Sr, and Zn) were
observed at higher quantities in recent samples. Pb, Zn, Ni,
As, Au, and Se values measured in the samples from the
middle of the Bosphorus Strait were found to be the highest of
all samples measured.

In this study, the distribution of Ba and Sr (Fig. 6) in
Yarimburgaz Cave shells was higher than in recent shells.
Ba values were similar in recent shells from sample 12 and in
ancient shells from sample of Yarimburgaz Cave. The lowest
Ba content was noted in samples 2, 4, and 9. The highest Sr
content was noted in the sample of Yarimburgaz Cave. The
lowest Sr value was noted in sample 9 and the highest in
sample 12.

The radioactive elements (Th: 0.3 pgg™", Y: 0.4 pgg™")
were measured at higher levels in Yarimburgaz Cave shells
than in recent shells. Th was measured only in sample 10
(Uskudar) shells (0.2 pg g "). The Y values were determined
insamples 6, 8, 10, and 12 (0.2 pg g~ ") andin 11 (0.1 pg g™").

The distribution of trace elements is displayed in
Fig. 7. Nb was found only in sample of Yarimburgaz Cave
and 8 (Beylerbeyi), with a higher value in sample of Yarim-
burgaz Cave shells. Zr was not detected in sample 4 (Anado-
lukavagi) and was at its highest value in samples 6, 11, and
12. As was not detected in sample of Yarimburgaz Cave and
was in the range of 0.5—1.8 wg g~ in recent shells.
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Figure 8 Distribution of rare earth elements in samples from Yarimburgaz Cave, the northern Marmara Sea, and Bosphorus coasts.

Au was detected in shells from the Chalcolithic period and
from recent shells in samples 1 (Selimpasa), 4 (Anadoluka-
vagi), 5 (Pasabahce), 6 (Kanlica), 7 (Kucuksu), and 8 (Bey-
lerbeyi). The Au content from recent shells in samples 1 and
4 are similar to sample of Yarimburgaz Cave. The highest
value was noted in sample 7 (Kucuksu) (Table 2).

The REE Eu, Tb, Dy, and Lu were only detected in Yarim-
burgaz Cave. La, Ce, Pr, Nd, Sm, and Y values are lower in the
recent shells than in Yarimburgaz Cave (Fig. 8). The La value
ranges over 0.2—0.6 pg g~ in the recent shells, butis 1 ug g~
in Yarimburgaz Cave. The Ce value is highest (1.9 pgg™") in
Yarimburgaz Cave, ranging over 0.1—0.4 p.g g~ in the recent

shells. Nd was detected in recent shells in samples 2 (Balta-
liman1) and 10 (Uskudar), and the Smvalues is lower in sample 6
(Kanlica) than in shells from the Chalcolithic period. Y was
detected off of the Bosphorus on the Asian side and eastern
Marmara coast in samples 6, 8, 10, 11, and 12.

The heavy metals Cd and Hg were found only in sample 8
(Table 2). Cu, Pb, Zn, and Ni were measured in all samples.
Mo, As, Cd, Sb, Hg, and Se were not observed in the Yar-
imburgaz Cave but were measured in some of the recent
samples. The lowest value of Zn was observed in sample 3
(Istinye). Cu, Pb, and Ni were measured at high values in
recent shells (except sample 11). The Ni value ranged over
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Figure 9 Distribution of heavy metals in samples from Yarimburgaz Cave, the northern Marmara Sea, and Bosphorus coasts.

4.6—-8.3 pg g~ ', and the highest value was for recent shells in
sample 8 (Beylerbeyi). The Ni values were also low in the
Chalcolithic period sample and in the recent sample 11
(Tubitak-MAM) (Fig. 9).

The measured Zn values of the other recent samples 1, 7,
and 9 were close to but lower than the value of sample of
Yarimburgaz Cave. In sample 5, the highest toxic metals were
found to be Pb and Zn; whereas in sample 8, Ni and Zn; in
sample 1 (Selimpasa), Cu and Ni; and in sample 4 (Anadolu-
kavagi), Pb display the highest metal content (Fig. 9).

The toxic metalloids were determined only in the recent
shells and were in the range of 0.1—0.7 pg g~ for Mo, 0.5—
0.8 pgg ' for Se, and 0.1-0.4 ug g~ for Sb. The maximum
value of Mo and Sb were also determined in sample 1 (Selim-
pasa). The Se content was determined in the Bosphorus on
the Asian side and in eastern Marmara coast in samples 5, 6,
7, 8,9, 10, 11, and 12.

The Chalcolithic period shells and Selimpasa shells did not
display Cd, Hg, and S. The values of Au are similar in all shells.
Only Chalcolithic period shells displayed REEs such as Nb, Th,
Y, Nd, Sm, Eu, Tb, Dy, and Lu. Only recent shells displayed
Mo, As, and Sb. Other REEs and trace elements (Ba, Rb, Sr, Zr,
La, Ce, Pr, Pb, and Au) are higher in the Chalcolithic period
shell. Zn is higher in the Chalcolithic period shell, whereas
other metals such as Cu, Pb, and Ni are higher in the recent
shells.

A significant and positive Pearson correlation was found
between the following: Nd and Th (r=0.99, n=23, « = 0.01)
in all shells, whereas no correlation was noted between Nb
and Th (r= —0.98, « = 0.01). The correlation between Cd and
Hg was negative (r=—1, n=23, «=0.0).

The relationship between the recent shells (r=1, n=12,
« = 0.01) was significantly positive, and a full linear relation-
ship was obtained. A significant and strong positive correla-
tion was found between the Chalcolithic period shells and
recent shells (r=0.99, n = 13). When the Chalcolithic period
shells serve as a control group, a strong correlation is noted
between Kuzguncuk and Selimpasa (r = 0.97), between Kuz-
guncuk and Kucuksu (r=0.97), and between Istinye and
Tubitak-MAM (r = 0.87).

The Cu and Pb and the Ni and Hg display a negative
relationship, whereas the Pb and Zn, the Ni and Cd with
Sb (r=0.71, « =0.05), and the Pb and As (r =0.95, o = 0.05)

display a positive correlation. The Zn (9.23) is an effective
descriptive statistic within the group of heavy metals.

For the first sampling date, the variations of each metal
concentration in the whole shell were tested by a one-way
analysis of variance considering the site as a variable. When
the ANOVA was significant, post hoc pairwise comparisons
between the stations were conducted using Scheffe's test to
determine which values differed significantly. We correlated
the Chalcolithic period with recent shells and elemental
groups using ANOVA. The group value was p =1, showing
no statistically significant difference between the relation-
ships (p > 0.05). With all shells from the one-way ANOVA, the
Chalcolithic period and the recent shells were found to dis-
play no significant difference (F =0.008, p = 1; p > 0.05).

However, the one-way ANOVA table shows that the degree
of significance is p = 0.00 among recent shells. The one-way
ANOVA showed that the relationship between recent shells is
significant at p = 0.000 (p < 0.05).

The groups were compared to determine the differences
with each other. According to Tukey's test results in the table
of Multiple Comparisons, the difference between the Chal-
colithic era shells (X: 65.37) and the recent shells (values in
the range of X: 45.54—58.58) were determined to be statis-
tically significant. The Chalcolithic era shells (X = 65.37) was
found to be significantly different from sample 9 (Kuzguncuk)
(X =45.54) and 10 (Uskudar) (X = 49.38).

For the recent shells in Dil Iskelesi, the shells (X = 58.58)
showed significant differences from the other recent shells
(values in the range of X: 45.54—57.44). Nevertheless, the Dil
Iskelesi shells (X = 58.58) showed significant differences from
Kuzguncuk (X: 45.54), Selimpasa (X: 57.44) and Uskudar
shells (X: 49.38).

The Kaiser-Meyer-Olkin (KMO) test was performed to
determine the reliability, displaying correlation eligibility
values close to 1 (KMO measure of sampling adequacy
0.91). Six factors explain 91.13% of the total variance in
practice. The first factor explains 37.82% of the variance.
After rotation equalizing the relative importance of the
factors, the contribution of factor 1 falls to 34.64%. The
component values of each item was examined according to a
Principal Component Analysis (PCA) component matrix
divided into six components. Therefore, Ba, Nb, Sr, Th, Y,
La, Ce, Pr, and Nd explain the first factor; Rb, Zr, Zn, As, Cd,
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and Se explain the second factor; Rb, Mo, Cu, and Sb explain
the third factor; Ni and Cd explain the fourth factor; Pb
explains the fifth factor; Pb and Zn explain the sixth factor.

The variables influencing the factors were found when
examining the component values of the Rotated Component
Matrix used in the creation of the structure. The condition
index of the shells was also included in the PCA. Data were
normalized using a log(x + 1) transformation. Factors 3 and
4 have been mutually replaced. Factor 5 included Sr and
Au. For another evaluation, Ba (variable) is effective in
factors 1 and 2, Nd is in the first factor, Zr is in the second
factor, Cdisin the third factor, Mo isin the fourth factor, Auis
in the fifth factor, and Cuis in the fifth factor. Therefore, the
factors contain effective and positive effects that do
not differ.

4. Discussion

The Mytilus galloprovincialis shells were determined to be a
combination of aragonite-calcite. The shell was composed of
Ca (104,37.16 pgg™ "), Mg (74 pg g™ "), and Sr (36.17 pgg™ )
(Okten, 2009). The Mg, Sr, Ba, and Si contents are high
because they are structural elements of the shell. The
abundance of these metals, therefore, exceeds other metals.
Additionally, Mg, Ba, and Sr are important for the develop-
ment, growth, and reproduction of the organism and are
related to the temperature and salinity of the environment.

Nb is mainly found in niobite [(Fe, Mn)(Nb, Ta),0] and
niobite tantalite [(Fe, Mn)(Ta, Nb),04] minerals in nature. Ba,
Sr, La, and Prwere found in all of the shells analyzed, whereas
Rb, Zr, Ce, Nd, and Sm were not observed in several of the
recent samples (Table 2). The rare earth elements La and Pr
were found in sample of Yarimburgaz Cave at its highest
value. The measured values of these elements in coasts
Marmara Sea as in samples 1 (Selimpasa), 11 (Tubitak-
MAM) and 12 (Dil Iskelesi) were nearly identical.

High Ba content in sediments is normal. However, the high
values of Au and Sr suggest that the sediment can be related
to hydrothermal outlets. The most common and most widely
used source of barium is naturally occurring sedimentary
barite mines. The sediment has a layered structure because
of the transportation by seas or rivers. Hot water outlets are
usually seen in the region. The observed non-parallel rela-
tionship between the Ba, Pb, and Zn may indicate an anthro-
pogenic origin of these elements (Apaydin and Ersecen, 1981;
MTA, 2000).

An increase in the environmental pollution in the last
7500 years is prominent in the study field (Ozdogan, 1999;
Ozdogan and Koyunlu, 1986). Marine pollution constitutes a
major environmental problem in Turkey, which is surrounded
by three seas. Marine transportation, tourism, disposal of
industrial and domestic wastes without purification, petro-
leum derivatives released by accidents, and agricultural
chemicals carried by water systems are the main causes of
marine pollution that adversely affect the marine life.

The system in Marmara and the Bosphorus display unique
hydrographic and ecological characteristics. These locations
experience different pollution inputs from domestic, indus-
trial, maritime transport (including tanker accidents) and
from the Black Sea and Danube River. However, these pollu-
tants flow to coasts Marmara Sea from the Black Sea and the

Aegean Sea, notably from the increased concentrations of
these pollutants in the Black Sea coasts.

As a result of urbanization and industrial activities, the
limits of pollutants have been exceeded (Dethlefsen, 1988;
Hammand and Beliles, 1980; Kaya et al., 1998; Sanli, 1984).
The Golden Horn and Gulf of Izmit is affected by physical and
chemical pollutants, whereas, Bosphorus is polluted mainly
by domestic and industrial wastes (Bassar1 et al., 2000;
Cagatay et al., 2006; Goksu et al., 2005; Topcuoglu et al.,
2004). In these studies, fish, algae species, and the organic
parts of the mollusca have been used for to investigate the
metals in the sea water.

Metals, such as Hg, Cd, Pb, Cu, Ni, Zn, Cr and As, accu-
mulate in the food chain and display toxic effects on the
biota. M. galloprovincialis is a filter feeder, filtering organic
material and phytoplankton and accumulating toxic materi-
alsin its tissues and shell. In this study, the distribution of the
elements in the shells was determined to be higher than the
average of the sea water (Krauskopf, 1979) (Table 2).

The distribution of trace elements and REEs were affected
by the geochemistry in the bottom sediments and in seawater
of the terrigenous (terrestrial and anthropogenic) material in
the Bosphorus and the Marmara Basin. In the Marmara Sea,
the small and terrestrial inputs are higher. The trace ele-
ments (Ba, Sr, etc.) and lithophile elements (K, Rb, Li, La, Nb,
etc.) originate from terrigenous sources. These metals are
thought to originate from terrestrial erosional material,
transported by the stream drainage network as suspended
matter. The domestic and industrial discharges into the sea
result in excessive organic matter in the sediments of the sea
floor and a high metal pollution. Therefore, the form of the
metal will change and precipitate, settling into the sediment
in the basin. Thus, the bottom water is affected and can
contaminate the shells.

The comparative toxicities of some of the metal and
trace elements found in sea water can be shown as
follows as from highest to lowest: Hg > Cd > Ag > Ni > Pb >
As > Cr >Sn >Zn. The metal atoms can combine with
organic molecules and be released to the environment when
the organic molecules are degraded (Balkis and Algan, 2005).

Atayeter (1991) showed that the Fe, Cu, Zn, Pb, and Al
concentrations in the gills and digestive systems of the M.
galloprovincialis specimens collected from Anadolukavagi
(Bosphorus, Istanbul) vary throughout the year. In August,
September, and November, the maximum accumulation of Zn
is observed, followed by Fe, Cu, and Pb. However, the
maximum accumulation was observed in Pb during January
and February. Sentirk (1993) analyzed the Hg, Cd, and Pb
concentrations in mollusc specimens collected from various
parts of the Sea of Marmara, and found that the average
concentrations of Hg, Cd, and Pb were 0.46 ugg™ ",
0.25pg g™, and 0.304 pg g~ ', respectively. These concen-
trations are below the acceptable limits suggested for marine
products. The Cu, Zn, Pb, and Cd concentrations of the soft
tissues of M. galloprovincialis specimens collected from
Sinop (Black Sea) were significantly different from the values
observed in the coastal waters (Bat and Giindogdu, 1999).

The Zn, Cu, Mg, and Fe contents of the inner and outer
parts of the M. galloprovincialis shells have been compared in
the samples from Napoli Bay, and only the Mg values have
been found to vary (Cotugno et al., 1983). In a study per-
formed on the coasts of NW Spain, the lead and nickel
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concentrations observed in the shells and in the soft tissues of
M. galloprovincialis have been compared with the values
observed in the sediment. The shell of M. galloprovincialis
was more reliable for monitoring the metal levels when
compared to the soft tissues (Puente et al., 1996).

Mauri and Baraldi (2003) monitored the changes in metal
concentrations in the shells and soft tissues. They transferred
M. galloprovincialis specimens from the open sea to the Venice
Lagoon, in which the pollution was well documented. They
measured the Cr, Pb, Cu, Zn, Mn, and Fe concentrations
periodically in the shell and other tissues. Initially in the lagoon
and in the soft tissue of M. galloprovincialis, no difference was
observed for Pb and Zn observed, and Cu, Cr, Mn, and Fe values
displayed low levels. After a month, these metal levels
increased in the M. galloprovincialis, but after two months,
the values decreased. Except for the metal content of Cuinthe
shell, the Zn and Pb contents were determined to have
decreased. They showed a considerable change in the metal
concentrations three months after transfer.

The metal concentrations in the gills were found to be
higher when compared to the other parts of the M. gallo-
provincialis specimens collected from the Danube Delta
(Black Sea) (Roméo et al., 2005). A multivariate analysis
(Duncan) showed that the highest accumulating metal in

the shell was Fe, and the least accumulating metals were
Cu, Mn, and Co (Tosyali, 2005).

Aksu (2005) and Aksu et al. (2007) studied Cd, Cu, Ni, Pb,
Zn, Mn, Fe, Cr [ug g~ '], and Hg [ng g~ '] in the edible parts of
M. galloprovincialis specimens collected from the Bosphorus,
Anadolukavagi, Beykoz, Uskudar, Baltalimani, Buyukdere,
and Ortakoy, in May, August, November 2003, and February
2004. The sampled specimens were separated into two
groups according to their sizes: large (>10cm) and small
(<10 cm). The metal concentrations were higher in the small
sized group. The distribution of metals was also found to
differ between the stations. Cd, Mn, Ni, Pb, and Zn were
higher in Beykoz samples. Cr and Hg were higher in Ortakoy
samples. Cu was highest in the small sized group in Ortakoy
and in the large sized group in Beykoz. However, Fe was the
highest in the small sized group in Beykoz and in the large
sized group in Buyukdere. The highest concentrations of the
toxic and non-toxic metals have been observed during August
and November 2003.

Another recent study by Yabanli et al. (2015), studied the
low levels of toxic metals (Cd, Hg, Pb, Cr, Ni) found in tissues
of M. galloprovincialis, comparing with the other studies
including taken place in the inner part of the Gulf of Izmir.
And this specimen can be used as a sensitive biomonitor for
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the availabilities of studied elements in the inner Gulf of
Izmir.

Cd, Cr, Ni, Pb, and Hg measurements were compared with
the values [ug g '] reported in Aksu et al. (2007) obtained in
May and August 2003 from Anadolukavagi, Uskudar, Istinye
(Buyukdere), and Baltaliman1 (Fig. 10). In the shells, Hg
[ng g~ '] was only found in the Beylerbeyi samples, whereas
in the organic material, Hg [ng g~'] values were found to be
high in all samples, notably in the Ortakoy sample. The Ni
concentration was the highest in the shells, and the Cu was
highest in the organic material. Pb was found to be lower
both in the shells and in the organic materials when com-
pared to other metals. Zn was measured at a minimum level
in the shells; however, the Zn content was relatively higher in
the organic material. The metal distribution agreed in all of
the samples in the organic material, but not in the shells.
Therefore, a linear relationship was not observed in the
distribution of metals between the shell and the organic
material (Fig. 10).

5. Conclusions

The results show that the recent M. galloprovincialis shells
and the samples from the Chalcolithic period display con-
siderable differences in the geochemical characteristics. The
rare earth elements Eu, Tb, Dy, Er, and Lu were only observed
in the Chalcolithic period shells, whereas the trace and rare
earth elements Ba, Sr, and As were measured in all samples.
The source of the Th is likely to be a type of granitic and
gneissic rocks. A non-linear relation was observed in Ba, Pb,
and Zn concentrations in the shells, suggesting an anthro-
pogenic origin for these elements. A linear relation was
observed neither between the metal concentrations nor in
the metal contents of the shell with the soft tissues of the
recent samples. Differences in the Cd, Pb, As, Sb, and Se
contents were noted in the Chalcolithic period shells and
recent shells. The source of metal pollution as a result of
domestic and industrial activities can be explained by anthro-
pogenic inputs. The resulting statistical value (p = 1) shows
no statistically significant difference between the relation-
ships noted in the shells.
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Summary This note provides estimates of the mean whitecap coverage and the mean sea spray
aerosol flux based on long-term wind statistics from the Northern North Sea. Here the improved
sea spray aerosol production flux model by Callaghan (2013) is used. The results are compared
with those in Myrhaug et al. (2015) based on long-term wave statistics from the Northern North
Sea and the North Atlantic.
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1. Introduction

Myrhaug et al. (2015) (hereafter referred to as MWH15)
provided estimates of the mean sea spray aerosol flux based
on long-term variation of wave statistics using the whitecap
method applying the limiting steepness and threshold ver-
tical acceleration criteria. Here the long-term wave statistics
represented open ocean deep water waves in the Northern
North Sea and the North Atlantic. This note is supplementary
to MWH15 with the purpose of demonstrating how similar
results for the mean sea spray aerosol flux can be obtained by
using estimates of the whitecap coverage based on long-term
variation of wind statistics. Moreover, the whitecap method
used in MWH15 has been replaced by the Callaghan (2013)
improved sea spray aerosol production flux model.

The whitecap coverage, which is defined as the area of
whitecaps per unit sea surface, has often been used to
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quantify the occurrence of breaking wind waves at sea. There
are many parameterizations of whitecap coverage available
in the literature; comprehensive reviews are given in Angu-
elova and Webster (2006), Massel (2007) and de Leeuw et al.
(2011). Parameterizations are based on U;g and u-. Here Uqo
[m s~'] is the mean wind speed at the 10 m elevation, and u-
[m s~ '] is the friction velocity equal to the square root of the
vertical flux of horizontal momentum at the sea surface.
However, when plotting the whitecap coverage versus Ujq
and versus u- it is often found that the data scatter is larger
when plotted versus u- than when plotted versus Uy (see e.g.
Sugihara et al., 2007). This is attributed to the larger uncer-
tainties in estimating u- than measuring U;o. Therefore the
parameterizations in the present study are based on
Uqo. Other important factors affecting the whitecap coverage
are the stratification of the near-surface air boundary layer
and the state of development of surface waves, see e.g.
Sugihara et al. (2007) and Myrhaug and Holmedal
(2008). Reviews of whitecap coverage at sea and how it is
linked to marine aerosol production are given by Massel
(2007), de Leeuw et al. (2011) and Callaghan (2013).

2. Whitecap coverage and sea spray aerosol
flux estimation based on long-term variation
of wind statistics

2.1. Whitecap coverage estimation

The following whitecap coverage (W,) parameterizations will
be considered here to demonstrate the use of wave statistics.
The Monahan and O'Muircheartaigh (1980) (hereafter
referred to as MO80) parameterization is widely used and
recognized (de Leeuw et al., 2011), given as fraction,

W, = 3.84x107 U3, (1

The Callaghan et al. (2008) (hereafter referred to as C08)
parameterization is based on data collected in the North East
Atlantic inside a geographical area defined by 9.5°W, 13°W,
55.5°N and 57.5°N, given in percent,

W = 0.00318(U10—3.70)%; 3.70ms™" < Ujo < 10.18ms™"

W, = 0.000482(Uso + 1.98)%; 10.18ms ™" < U;p<23.09ms "’

2)

It should be noted that the wave statistics in BGGS07
(Bitner-Gregersen and Guedes Soares, 2007) Data Sets 1 to
5 used in MWH15 is from the same ocean area, i.e. from the
North Atlantic.

According to Egs. (1) and (2) the whitecap coverage
is given for a known value of Ujo. The long-term variation
of the whitecap coverage can be obtained from available
wind statistics, i.e. from long-term distributions of Ujo.
Different parametric models for the cumulative distribution
function (cdf) or the probability density function (pdf) of
Uqo are given in the literature. A recent review is given in
Bitner-Gregersen (2015), where the joint statistics of Ujq
with significant wave height H, and spectral peak period T,
are presented. In the present article the long-term statistics
of W, are exemplified by using the cdf of Uy given by
Johannessen et al. (2001), where wind measurements cover-
ing the years 1973—1999 from the Northern North Sea are

used as a database. This database consists of composite
measurements from the Brent, Troll, Statfjord and Gullfaks
fields as well as the weather ship Stevenson. Model data from
the Norwegian hindcast archive (WINCH, gridpoint 1415)
have been filled in for periods where measured data were
missing. Thus a 25-year long continuous time series has been
used (see Johannessen et al. (2001) for more details), upon
which the cdf of the 1-h values of U4 is described by the two-
parameter Weibull model

B
P(U10) = 1—exp {— (%) ] i U0, (3)
with the Weibull parameters
o = 8.426, B =1.708. (4)

It should be noted that the wave statistics in MGAUO5
(Moan et al., 2005) used in MWH15 is from the same ocean
area as the wind statistics, i.e. from the Northern North Sea.

If x=U,q is defined for x; < x < x,, then x follows the
truncated Weibull cdf given by

exp[— ()| —exp[- (9]
exp[ - (2)"] —exp| - (2)’]
Now the long-term statistics of W, can be derived by using

this cdf of x=Uj. A statistical quantity of interest is the
expected (mean) value of W, given as

X1 <X<X3. (5)

E[W(x)] = / :ch<x>p<x> o, (6)

where p(x) is the probability density function ( pdf) of x = Uyq
given by p(x) = dP(x)/dx where P(x) is given in Eq. (5). Then
the integral in Eq. (6) can be calculated analytically by using
the results in Abramowitz and Stegun (1972, Chs. 6.5 and
26.4)

Eix"] = /sz”p(x) dx

X1

SbseTbe)

B X1 B X2 B
w-o]-(2)-o0]-(2)]
where T'(s, t) is the incomplete gamma function, and n is a
real number (not necessarily an integer). It should be noted
that I'(s, 0)=I'(s) where T is the gamma function, and

I'(s, o0) = 0. Here the results are exemplified by using the
parameterizations of W, in Eqgs. (1) and (2). The results are

MOBO: E[W ] = 1.10%, ©9)

CO8: E[W,] =0.76%. (10)

The estimate in Eq. (9) is obtained by integrating from zero to
infinity, while the estimate in Eq. (10) is obtained by inte-
grating from x; = U;g = 3.70 m s~ to infinity, i.e. giving a 6%
larger value than by integrating to x; = Ujg =23.09 ms™".
The corresponding results obtained in MWH15 (see the
results for the MGAUO5 data (Northern North Sea) and the
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BGGS07 Data Sets 1 to 5 (North Atlantic) in Table 5) are
denoted as E[F.o] by using the limiting steepness criterion
(Criterion 1) and the threshold vertical acceleration criterion
(Criterion 2). It appears that some of the example estimates
based on the wind statistics agree well with some of the
estimates based on the wave statistics, i.e. (1) the MO80 wind
statistics estimate of 1.1% agrees well with the mean value of
the estimate corresponding to BGGS07 Data Sets 1 to 5 using
Criterion 2 of 1.2%; (2) the C08 wind statistics estimate of
0.76% agrees well with the estimate corresponding to
MGAUO5 using Criterion 1 of 0.77% (which is larger than
the estimate using Criterion 2 of 0.58%).

2.2. Sea spray aerosol flux estimation

Rather than pursuing the method used in MWH15, a recent
improved method given by Callaghan (2013) (hereafter
referred to as C13) will be used. Thus, following C13, Eq.
(1) in MWH15 should be rewritten to explicitly include the
time scale of the decaying whitecap area as (i.e. using the
notation in C13 by taking log r = logqo r and r = rgg)

dF(r) _ dE(r) W.

d(logr) d(logr) t (1)

Here the term on the left hand side of the equation is the
number of particles produced per unit ocean surface area and
unit time per radius size bin. The first term on the right hand
side of the equation is the number of particles produced per
whitecap area per radius size bin, W, is the whitecap per unit
ocean surface area, and 7 is a characteristic whitecap time
scale which cannot be incorporated in the first term on the
right hand side of the equation to produce an estimate of the
rate of particle production per whitecap area. Here the
droplet radius r is taken to represent rgg, i.e. the droplet
radius in equilibrium with the atmosphere at a given ambient
relative humidity of 80%. Moreover, following C13 the first
term on the right hand side of Eq. (11) is given by

dE(r)
d(logr)
3.68 exp[—5.33(0.433—log r)?]

{ —4.7Wnr[1 + @007 }

=29419r(1 + 0.057r3%).

(12)
with the unit m—2, where @ is an adjustable parameter with
30 as a typically assigned value. The whitecap coverage in % is
given in Eq. (2) (see C13 for more details).

Now it follows that

dfF(r) r' dF(r)
dr ~ In10d(logr)’
2

(13)

with the unit m~2s~' um, and consequently the total flux for
particles with radii in the interval ry to r; is

2 =t dF(r)
F(r) = — ——dr, 14
(r) /,1 In10 d(logr) (14)
with the unit m™2s~"'. The volume flux with unit ms™" is

obtained by multiplying Eq. (14) by the factor (4w/3)r3.
The total expected volume aerosol flux of r = rgg, E[F(r)],
can now be estimated based on the long-term wind statistics
used in Section 2.1. The results are obtained by multiplying
Eq. (14) with E[W.] =0.76% from Eq. (10) and dividing by

t=5.3 s (see C13). By integrating r = rgg over the range 0.8—
10 wm (as in MWH15) the result is

E[F(r)] =0.83x10 " ms". (15)

The corresponding results obtained in MWH15 by using Crite-
ria 1 and 2 (see the results for E[f‘(,;‘,’t)} corresponding to
MGAUO5 in Table 4) are 15.3x10"?ms™' and
11.5 x 1072 ms™", respectively. The mean values corre-
sponding to BGGSO7 Data Sets 1 to 5 are 34.2 x 1072
ms~ " and 23.9 x 1072 ms~", respectively. Thus, it appears
that the present result in Eq. (15) is significantly lower than
those obtained in MWH15. This is mainly due to the inherent
features of the improved sea spray aerosol production flux
model by C13.

3. Summary

Estimate of the long-term sea spray aerosol flux based on
long-term variation of wind statistics from the Northern
North Sea is provided by adopting the improved Callaghan
(2013) model. Overall, some of the example estimates of the
mean whitecap coverage based on the wind statistics agree
with those obtained in Myrhaug et al. (2015) based on wave
statistics. However, the total mean volume aerosol flux based
on the improved Callaghan (2013) give significantly lower
value than those obtained in Myrhaug et al. (2015), which is
mainly due to the inherent features of the first model.

Overall, this work provides a procedure which can be
applied to calculate the whitecap coverage and sea spray
aerosol flux based on long-term statistical information of the
wind climate.
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KEYWORDS Summary In 2014, a non-indigenous dreissenid bivalve, the quagga mussel (Dreissena rostrifor-
Dreissena rostriformis mis bugensis Andrusov, 1897) was for the first time recorded in the Szczecin Lagoon. This was also the
bugensis; first record of the species in the Baltic Sea catchment. The quagga mussel was found to accompany
Baltic Sea; the zebramussel (Dreissena polymorpha), a non-indigenous bivalve already firmly established in the
Szczecin Lagoon; Lagoon. As indicated by the new immigrant's estimated abundance (4000.0 + 355.44 ind. m~%) and
Invasive species the zebramussel to quagga mussel abundance ratio (about 60:40), the immigration of D. rostriformis

bugensis to the Lagoon can be regarded as successful. The quagga mussel has already formed a strong
and reproducing population which co-occurs with that of the zebra mussel in the area.
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1. Introduction

In addition to the zebra mussel (Dreissena polymorpha Pallas,
1771), the quagga mussel (Dreissena rostriformis bugensis
Andrusov, 1897) is another Ponto-Caspian dreissenid bivalve
which has colonised freshwater reservoirs of Europe and
North America (Karatayev et al., 2015; Nalepa and Schloes-
ser, 2013; Orlova et al., 2004, 2005; Zhulidov et al., 2010).
Dreissena rostriformis bugensis is a species native for the
entire area of the southern Bug River and Dnieper River
catchment in Ukraine (Orlova et al., 2004, 2005). The bivalve
began expanding its range in eastern Europe as late as post
1940, when the first dam reservoirs were built on the Dnieper
River. Between 1940—1990, D. rostriformis bugensis was seen
to expand in three major direction: to the north, along the
cascade of the Dnieper River dam reservoirs; to the east, via
the River Don system, and thence to the north, through the
reservoirs on the Volga; and to the north-west, through the
Dniester River (Mills et al., 1996; Orlova et al., 2004, 2005;
Zhulidov et al., 2010). In 2004, D. rostriformis bugensis was
recorded in the Romanian part of the Danube River system
(Micu and Telembici, 2004; Popa and Popa, 2006). Concur-
rently, in 1989, the species was first recorded in the Laur-
entian Great Lakes of North America (Benson, 2013; Mills
et al., 1993). The quagga mussel invasion there closely
followed that of the zebra mussel so the two species have
been seen to expand their range in tandem (Benson, 2013;
Karatayev et al., 2015). At present, the two species continue
colonising the North American waters. In most of the newly
colonised areas, the two congeners co-occur, but their
within-water body distributions differ (Karatayev et al.,
2015; Nalepa et al., 2010). The zebra mussel seems to be
a more successful coloniser of the two, the number of water
bodies it has colonised being 17 times higher than the number
of water bodies colonised by the quagga mussel (Karatayev
et al., 2015). In western Europe, the beginning of D. rostri-
formis bugensis expansion dates to 2006 when the species
was recorded in the Rhine delta, in Hollandsch Diep in the
Netherlands (Molloy et al., 2007; Schonenberg and Gitten-
berger, 2008). Subsequently, the species colonised the rivers
Rhine and Mose (Haybach and Christmann, 2009; Imo et al.,
2010; Karatayev et al., 2015; Matthews et al., 2014; Van der
Velde and Platvoet, 2007). In 2007, the species was spotted in
the River Main, a River Rhine tributary in Germany (Martens
etal., 2007; Van der Velde and Platvoet, 2007), to be found —
in 2011 — in the French part of the Mosel (Bij de Vaate and
Beisel, 2011). In 2014, the species was first reported from the
United Kingdom (Aldridge et al., 2014). At present, the
quagga is observed to be spreading rapidly in inland waters
of western Europe (Karatayev et al., 2015; Matthews et al.,
2014). The western European population’s site closest to the
Baltic Sea catchment is in the Elbe, that of the eastern
European population closest to the Baltic Sea inhabiting
the Prypyat River (Schoell et al., 2012).

Here, we are reporting on finding the quagga mussel in the
Szczecin Lagoon (Odra River estuary, southern Baltic Sea),
thus providing the first record of the species in the Baltic Sea
catchment.

The Szczecin Lagoon (Fig. 1), divided into two parts: the
Small Lagoon (Kleines Haff) located almost entirely within
Germany and the Great Lagoon (Wielki Zalew) on the Polish
side of the Polish-German border bisecting the Lagoon, forms
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Figure 1 The study area and location of sampling sites. ([J)

sites of dredge and Van Veen grab sample collection on 10 Octo-
ber 2014; (Q) sites sampled monthly within the project frame-
work; () Station ZSD, the site of the November 2014 sample.

a major part of the River Odra estuarine system. Fed by the
Odra River from the south and connecting with the Pomer-
anian Bay (southern Baltic Sea) in the north, the Lagoon is a
typical brackish transitional water body the hydrographic
regime of which is shaped by an interplay of fresh water
discharged by the Odra River and the periodic intrusions of
about 7 PSU sea water from the Baltic Sea. As a result, the
Lagoon's salinity ranges from 0.3 to 4—5 PSU and averages
1.4 PSU (Radziejewska and Schernewski, 2008). The Lagoon'’s
mean and maximum natural depths are 3.8 and 8.5m,
respectively, a channel dredged along the length of the Great
Lagoon being deeper (up to 10.5m). The bottom in the
central part of the Great Lagoon is covered by mud, usually
found at depths of 4.5—5.5m; the muddy parts are sur-
rounded by a belt of sandy shallows 1—1.5m deep which
slope steeply towards the muddy bottom (Wolnomiejski and
Witek, 2013). The shallows themselves, and their slopes in
particular, support dense aggregations of the zebra mussel
(D. polymorpha), one of the most important component of
the Great Lagoon biota (Radziejewska and Schernewski,
2008; Wiktor, 1969; Wolnomiejski and Witek, 2013). There
is no information on the timing of the zebra mussel's original
settlement in the Szczecin Lagoon. The very first scientific
publication about Lagoon's biota (Brandt, 1896) mentions
only the “very dense aggregations” of the bivalve.

The Lagoon has been exposed to a heavy anthropogenic
pressure manifested through a high level of eutrophication of
the main basins, with all the negative consequences of the
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process (Radziejewska and Schernewski, 2008). It is also an
area of intensive ships' traffic, the ships using two large ports
in Swinoujécie and Szczecin (the latter accessed via the
channel mentioned). The Odra River and a network of canals
connect the Lagoon with the system of European waterways,
including catchments of the rivers Vistula and Elbe and,
indirectly, with those of the rivers Rhine and Danube. The
consequence of the Lagoon's location and heavy ships' traffic
is a high proportion of non-indigenous species in the biota
(Gruszka, 1999; Radziejewska and Schernewski, 2008; Wawr-
zyniak-Wydrowska and Gruszka, 2005; Wolnomiejski and
Witek, 2013; Wozniczka et al., 2011) which use the Lagoon
as a gateway to the Baltic Sea basin (Gruszka, 1999).

2. Material and methods

Individuals identified as D. rostriformis bugensis were first
encountered on 10 October 2014 in a sample of bivalves
collected from the Lagoon to resolve doubts regarding the
identity of unusual, non-typical zebra mussel-like indivi-
duals, found in earlier benthos samples from locations with
bottoms covered by the zebra mussel and in fish trawls (B.
Wawrzyniak-Wydrowska, A. Wozniczka, pers. obs.). Subse-
quently, qualitative samples were collected with a bottom
dredge, quantitative samples being retrieved with an 0.1 m?
Van Veen grab from areas known for the abundant presence of
D. polymorpha (Fig. 1). The study was subsequently extended
to include samples collected in the framework of a research
project aimed at investigating historical and contemporary
aspects of the Lagoon's sedimentary communities dynamics
under the influence of intensive deposition of phytal organic
material from the water column (Radziejewska et al., in
prep.). The project involved monthly (April—November

2010—2014) sediment sampling at 5 stations located through-
out the Lagoon (Fig. 1), differing in their hydrographic
regime. In November 2014, additional samples were col-
lected from Station ZSD (Fig. 1) in the northern part of the
Lagoon to obtain enough material with which to check the
earlier identification of D. rostriformis bugensis. Those sam-
ples were collected with a 625 cm? Van Veen grab. Contents
of all grabs were sieved on an 0.5 mm mesh size sieve; the
sieve residue was preserved in buffered 10% formalin and
sorted in the laboratory. The quagga mussel individuals found
were measured to 1 mm with a calliper.

3. Results

The individuals first identified as representing D. rostriformis
bugensis were collected on 10 October 2014 in the northern
part of the Szczecin Lagoon (sites denoted with squares in
Fig. 1). They were present in all the samples and co-occurred
there with the zebra mussel (D. polymorpha) to form mixed
aggregations.

The identification of D. rostriformis bugensis was based on
examination of shell characters (May and Marsden, 1992;
Mills et al., 1996; Pathy and Mackie, 1993). The following
features were regarded as diagnostic (cf. Fig. 2): the shell
triangular in outline; distal part of the shell rounded; a
rounded triangular carina between the ventral and dorsal
surfaces; ventral side of the shell convex, without any sharp
ventro-lateral ridge; dorsal side flat, also with a rounded
margin, frequently with an ala-like distension; the two shells
distinctly asymmetric; the proximal part of the right shell
curved mid-ventrally; umbone (the thickest and oldest part
of the shell) pointed and directed downward; byssus grove on
the lower part of the shell very fine, located close to the

Figure 2

Quagga mussel individuals collected at Station ZSD (cf. Fig. 1) in the Szczecin Lagoon.
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hinge; periostracum variously coloured (from light brown-
yellow to totally black) with dark concentric rings variously
shaped and sized and lighter-coloured rings found close to
the hinge; shells of some individuals may differ in colouration
of the latero-ventral and latero-dorsal side. The apical sep-
tum is located inside the proximal part of the shell; it serves
as a myophore plate (an attachment site) for the anterior
pedal retractor and the anterior shell adductor. The dorsal
margin features two elongated scars left by the posterior
adductor and posterior byssal retractor. In the proximal part,
the shells are connected with the ligament. The hinge teeth
are residual.

The samples collected in November 2014 made it possible
to estimate the abundance and proportions of the two dreis-
senids and to determine the size structure of D. rostriformis
bugensis. The ZSD samples yielded mixed aggregations of the
dreissenids. The mean abundances of D. polymorpha and D.
rostriformis bugensis in the area (+ standard deviation) were
estimated at 6010.8 + 446.05 and 4000.0 =+ 355.44 ind. m~2,
respectively, and the zebra mussel to quagga mussel abun-
dance ratio being estimated at about 60:40.

The D. rostriformis bugensis size structure was analysed
on 1250 individuals collected at Station ZSD. The shell length
was found to vary from 1.56—31.76 mm, 52.5% of the popula-
tion being made up by small (shell length <7 mm) individuals.

4. Discussion

The data summarised above as well as observations made on
other benthos samples and bivalves present in fish catches
from the Lagoon allow to conclude that, at present, the
quagga mussel is common and abundant throughout the
Szczecin Lagoon (and the adjacent Kamienski Lagoon), and
that it forms a strong, reproducing population there which
co-occurs with that of D. polymorpha. It may be even argued
that D. rostriformis bugensis has become a permanent com-
ponent of the benthic biota in the Lagoon, and — together
with D. polymorpha — it will play a major role in the
functioning of the Lagoon's ecosystem. The high per cent
contribution of D. rostriformis bugensis to the mixed dreis-
senid aggregations evidences the immigration success of the
species and testifies to its being an able competitor for the
stabilised zebra mussel population in the Lagoon. Interac-
tions between the two species have been in the focus of
numerous studies for some time (e.g., Karatayev et al., 2015;
Nalepa et al., 2010; Quinn et al., 2014; Wilson et al., 2006).
Both in the newly colonised reservoirs in North America and in
the native central European locations, D. rostriformis bugen-
sis has been observed to replace (in North America within a
relatively short time of 5—10 years) the zebra mussel (Imo
et al., 2010; Mills et al., 1996; Nalepa et al., 2010; Orlova
et al., 2004; Ricciardi and Whoriskey, 2004; Zhulidov et al.,
2004). A number of mechanisms have been put forth to
explain the replacement in the Great Lakes. It has been
suggested that one of the mechanisms involves genetic
adaptations to new habitats, allowing expansion from deeper
cold water to shallower, warmer habitats (Karatayev et al.,
2011; Mills et al., 1996). Other authors suggest that
D. rostriformis bugensis may begin to reproduce at tempera-
tures lower than those needed by D. polymorpha to
breed. Therefore breeding occurs earlier in the season,

which confers a competitive advantage to the larval settle-
ment (Claxton and Mackie, 1998; Roe and Maclsaac, 1997).
Other hypotheses point to differences in filtration rates and
in feeding and energy efficiency between the two species.
According to Diggins (2001), D. rostriformis bugensis filtra-
tion rate is higher than that of D. polymorpha, again con-
ferring a competitive advantage to the former, particularly
when food resources are limiting. In addition, the energy
efficiency of the quagga mussel is higher than that of the
zebra mussel, which results in a higher growth rate at a high
food concentration (Baldwin et al., 2002; Stoeckmann,
2003).

It is thus highly likely that D. rostriformis bugensis is well-
equipped to substitute D. polymorpha in the Odra estuary. It
is difficult to predict at present whether such replacement
will in fact occur. Evidence from other areas (lakes) points to
stabilisation of the co-occurrence of the two species in a lake
on account of their depth-related spatial segregation (Kar-
atayev et al., 2015). In reservoirs similar to the Szczecin
Lagoon (shallow lakes and embayments) which support both
species, the zebra mussel distribution is usually restricted to
the littoral zone, while quagga mussel can be abundant in
both the littoral and at larger depths (Karatayev et al., 2015).
At the same time, the quagga mussel is known for its ability to
settle on the muddy bottom, extremely inhospitable for the
zebra mussel except for spots with hard elements enabling
attachment (Karatayev et al., 2015). Therefore, taking into
consideration the prevalence of muddy bottoms in the Szcze-
cin Lagoon (Radziejewska and Schernewski, 2008), it may be
expected that the quagga mussel will expand to the muddy
bottom in the central part of the Lagoon, so far known only
for occasional presence of the zebra mussel (Wiktor, 1969;
Wolnomiejski and Witek, 2013). As a result, the dreissenid
resources in the Szczecin Lagoon may be expected to
increase, with potential consequences for the ecosystem
functioning.

Observations made both in North America (Dermott et al.,
2003; McMahon, 2011; Mills et al., 1993) and in Europe
(Matthews et al., 2014) show that the domination of small
individuals in D. rostriformis bugensis populations evidences
an early stage of population growth. Bij de Vaate (2010)
suggested individuals >18 mm found in the Rhine to have
been at least 1 year old, while Imo et al. (2010) and Molloy
et al. (2007) regarded the individuals they found in the
Netherlands and in the Main, with shell lengths averaging
22.4 mm and reaching the maximum size of 27.5 mm, respec-
tively, to have been at least 2 and 3 years old, respectively. As
reported by Orlova et al. (2004) for the Volga River, D.
rostriformis bugensis found in the area after it had colonised
it in 1994 was represented by small (<2 mm) individuals;
4 years later (in 1996), however, the population included all
the size classes up to the largest individuals with shells
measuring 30 mm. As indicated by the shell length of the
individuals found in the northern part of the Szczecin Lagoon
(Station ZSD), they are about 3 years old, which means that
the species arrived in the area at least 3 years prior to the
first record. Examination of archived bivalve samples col-
lected in 2010—2014 from the Skoszewska Cove in the eastern
part of the Lagoon (Station ZS1 in Fig. 1) and stored in our
laboratories revealed the presence of two quagga mussel
individuals measuring 4.4 and 19.4 mm in an April 2013 sam-
ple, the November 2014 sample from that station yielding a
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22.36 mm long individual. Thus, the data suggest that the
bivalve is a recent immigrant in the area, the species being
absent in samples collected from the Cove prior to 2013.

The vectors and mechanisms of the quagga mussel immi-
gration into the Baltic Sea catchment are not known at
present. An insight into the latter is expected from the
genetic studies planned as the next step of the study. How-
ever, the most plausible is a hypothesis assuming quagga
mussel dispersal from the sites it currently occupies in
western Europe (Heiler et al., 2013; Matthews et al.,
2014). It is also likely that the immigration proceeded via
inland waterways (as was the case in Hypania invalida;
Wozniczka et al., 2011) and from the sea, aided by ships.
In the latter case, a reverse immigration from the Great
Lakes cannot be ruled out (Heiler et al., 2013). Jump dis-
persal aided by ships operating in inland waterways and in the
sea (Heiler et al., 2013) is most probable, because the
nearest known sites supporting D. rostriformis bugensis
are located in the Elbe River catchment (Heiler et al.,
2013) and are beyond the potential of diffusive spread of
the species. Considering the location of the Szczecin Lagoon
with respect to various navigation routes, it may be assumed
that the Lagoon will be a “stepping stone” for further
expansion of the quagga mussel to areas populated at present
by D. polymorpha (e.g., the Curonian Lagoon or the Neva
Bay). Inland waters of central and eastern Europe may be
another destination of a potential expansion. Owing to the
high dispersal potential of the quagga mussel and serious
effects the bivalve has produced in the water bodies it has
colonised so far, including interactions with D. polymorpha, it
seems necessary to monitor the species’ progress in the Baltic
Sea catchment.
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