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Summary In a step taken towards improving the new system for the satellite monitoring of the
Baltic Sea environment, officially started in Poland recently (SatBałtyk System, see http://www.
satbaltyk.pl), a new set of simple statistical formulas was derived. These combine the empirically
determined spectral values of remote-sensing reflectance Rrs(l) with the mass concentrations of
suspended particulate matter (SPM) and particulate organic carbon (POC) in southern Baltic
surface waters. The new formulas are based on 73 empirical data sets gathered during 4 research
cruises on board r/v Oceania during spring and late summer in the open waters of the southern
Baltic and coastal regions of the Gulf of Gdańsk. Correlations of SPM and POC concentrations with
reflectance or reflectance ratios in various spectral bands were tested. Several variants of
candidate statistical relationships, which can be used later in the construction of simple local
remote sensing algorithms for the waters in question, are introduced here. These relationships
utilise either absolute values of Rrs at a selected waveband, mostly from the yellow, red or near
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infrared part of the light spectrum, or Rrs ratios for two different wavebands, mostly ratios of blue
to yellow, blue to red and blue to infrared or green to yellow and green to red spectral band. From
the numerous simple approximate relationships established, the following two, characterised by
large correlation coefficients r2 and small standard error factors X, may serve as examples: SPM
[g m�3] = 1480(Rrs(710))

0.902 (with the factors r2 = 0.86; X = 1.26) (the unit of Rrs(l) is [sr�1]) and
POC [g m�3] = 0.814(Rrs(555)/Rrs(589))

�4.42 (r2 = 0.75; X = 1.37). From the practical standpoint,
taking into consideration light wavelengths that are close to or concurrent with the currently
available spectral bands used in satellite observations of the Baltic Sea, another two formulas
(using the same spectral ratio) are worth pointing out: SPM [g m�3] = 2.6(Rrs(490)/Rrs(625))

�1.29

(r2 = 0.86; X = 1.25) and POC [g m�3] = 0.774(Rrs(490)/Rrs(625))
�1.18 (r2 = 0.66; X = 1.44). The

paper also presents a number of intermediate statistical relationships between SPM and POC
concentrations, Rrs spectra and light backscattering coefficients in order to illustrate the
simplified physical justification for some of the observed direct statistical relationships, pre-
sented as the main content of this work.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In recent decades there has been significant progress in
passive remote-sensing techniques that retrieve information
on seawater composition imprinted in the colour of oceans
and seas (see, for example, a series of reports by Interna-
tional Ocean-Colour Coordination Group — IOCCG Report 16
(2015) or earlier reports and the references cited therein). To
make full use of the potential of these techniques, there is
obviously a need to mathematically relate the quantity that
describes sea colour precisely, i.e. the remote-sensing reflec-
tance, with the various biogeochemical characteristics
describing the concentrations and composition of substances
present in surface waters. In practice this can be done in
many ways, either directly or indirectly by using the water's
inherent optical properties (IOPs) as a “link” between the
sea's colour and biogeochemistry. One of the biogeochemical
characteristics most often studied with remote sensing tech-
niques is the concentration of chlorophyll a, the quantity
used as the basic measure of phytoplankton biomass. Other
substances that are also important indicators of different
processes taking place in seawater and at the same time
influence its colour include phytoplankton pigments other
than chlorophyll a, chromophoric dissolved organic matter
(CDOM), suspended particulate matter (SPM) of both organic
and inorganic origin, and the main chemical elements from
which organic matter is constructed, e.g. carbon. Hence it is
mainly the relationships between the concentrations of these
substances/elements and the remote-sensing reflectance,
often specific to particular seas, that are investigated.

The application of remote-sensing techniques in the Baltic
region started in the 1970s (when the first oceanographic
satellites became available) and has intensified in the last
20 years. This problem has been addressed by different
scientific groups from many countries, not just from states
around the Baltic Sea (detailed literature surveys on this
topic can be found, for example, in book chapters by Siegel
and Gerth (2008), Berthon et al. (2008) or Kratzer et al.
(2011); see also Arst (2003)). The brackish waters of the semi-
enclosed shelf basin of the Baltic Sea are optically very
complex. These waters belong to a broad category of Case
2 waters (according to the classification of Morel and Prieur
(1977)), the optical properties of which do not depend only
on phytoplankton and its by-products. In Case 2 waters an
important role may be also played by suspended matter and
CDOM, which generally do not co-vary with chlorophyll a
concentration. Indeed, Baltic waters are an exceptional
example of Case 2 waters, since they are much richer in
both allogenic and autogenic CDOM than other shelf seas (see
e.g. Kowalczuk (1999)). Consequently, optical relationships,
models and algorithms derived as being either universal/
global, or even local but for other marine environments, are
often unsuitable for Baltic Sea remote sensing (see e.g. a
work by Darecki and Stramski (2004), in which the perfor-
mances of different chlorophyll a algorithms in the Baltic Sea
are compared). The derivation of local algorithms thus
appears to be indispensable. In the last 10 years or so, the
application of neural network algorithms has become a
common practical approach to the remote sensing of the
Baltic and other European seas (see e.g. Doerffer and Schiller
(2006)). Such algorithms use the artificial neural network
inversion procedure to derive various independently varying
in-water constituents, such as chlorophyll a (or pigment
index), SPM and CDOM. The input for such algorithms is
usually multispectral information (specific to the satellite
sensors under consideration) on either top of atmosphere
radiances or remote sensing reflectances. Recent evaluations
and comparisons of different variants of such algorithms
applied to Baltic data acquired using a medium resolution
imaging spectrometer (MERIS) can be found, for example, in
Beltran-Abaunza et al. (2014) or D'Alimonte et al.
(2014). Another observation from the literature survey
may be that particulate organic carbon (POC) has not yet
become a common ocean colour data product for the Baltic
Sea region, despite the already demonstrated fact that SPM
can be treated as its effective tracer (Ferrari et al., 2003).

In common with many other scientific groups and institu-
tions working on the optics of Baltic Sea waters, a group of
scientists from Poland has also been deeply involved in this
topic in recent decades (Dera and B. Woźniak, 2010 and the
extensive list of citations therein). The Polish team has also
undertaken comprehensive studies with the aim of developing
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Figure 1 Location of the sampling stations in the southern
Baltic Sea.
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practical methods for the remote sensing of this demanding
marine environment (see e.g. Darecki et al., 2008; B. Woźniak
et al., 2008, 2011a,b; M. Woźniak et al., 2014). The SatBałtyk
System1, a new complex system for the satellite monitoring of
the Baltic Sea developed by this research team (B. Woźniak
et al., 2011a,b), was officially inaugurated in Poland recently.
In order to expand the set of its existing algorithm formulas,
new studies focusing on different characteristics of suspended
matter are being conducted by the authors of this and a
previous paper (S.B. Woźniak, 2014). The latter paper pre-
sented the first set of simple local empirical formulas for the
southern Baltic area. Among other things, these formulas
enable the mass concentration of suspended particulate mat-
ter (SPM) or particulate organic carbon (POC) to be estimated
as a function of selected seawater IOPs, such as the coefficient
of light backscattering by suspended particles bbp(l) or the
coefficient of light absorption by the sum of all substances
suspended and dissolved in seawater an(l). Such formulas can
be applied as the final step in a local empirical multistage
algorithm for estimating the biogeochemical characteristics of
suspended substances. Obviously, coefficients bbp and/or an
have first to be estimated from remote-sensing reflectance
spectra Rrs(l). In the previous work (S.B. Woźniak, 2014) it was
suggested that SPM and POC concentrations could be esti-
mated in a relatively simple way as direct functions of Rrs(l),
mostly for red wavelengths of light. But this suggestion was
based solely on analyses of modelled reflectance spectra
obtained as a result of simplified radiative energy transfer
modelling. Moreover, these analyses were performed only for a
limited number of light wavebands.

The main objective of the current work was to use the
newly acquired empirical data to establish a new, improved
set of statistical formulas that would enable SPM and also
POC concentrations in southern Baltic Sea surface waters to
be estimated simply and directly on the basis of spectral
values of the remote-sensing reflectance Rrs(l) at chosen
wavelength or from reflectance spectral ratio. The Rrs(l)
data used for these analyses are determined from in situ
optical measurements performed at over a dozen of spectral
bands covering the range from UV, through visible, to near
infrared. The analyses presented here are not limited only to
the bands corresponding to current or past satellite sensors.
On the contrary, all the available spectral information is
used. The new simple statistical formulas established in this
way, together with our earlier results (S.B. Woźniak et al.,
2014), can later serve as elements for constructing new local
empirical remote sensing algorithms.
1 The SatBałtyk System has been developed within the framework
of the project entitled “The Satellite Monitoring of the Baltic Sea
Environment” (Project No. POIG.01.01.02-22-011/09). The project is
being implemented within the framework of the Innovative Economy
Operational Programme, Priority axis 1: Research and development
of modern technologies, Action 1.1: Supported scientific research for
the construction of a knowledge-based economy. Executors of the
project are the Institute of Oceanology, Polish Academy of Sciences,
Sopot (coordinator); the Institute of Oceanography, University of
Gdańsk; the University of Szczecin; and the Pomeranian Academy,
Słupsk.
2. Material and methods

The empirical measurements used in this work were per-
formed during 4 research cruises of r/v Oceania in spring and
late summer (April and September 2011, September 2012 and
May 2013), at 73 sampling stations. The positions of these
sampling stations in the open waters of the southern Baltic
Sea and in the Gulf of Gdańsk are shown in Fig. 1.

2.1. Analyses of SPM and POC concentrations

Discrete water samples for laboratory analyses of the bio-
geochemical properties of suspended matter were taken
from the surface layer (ca 1 m depth) in 20 L Niskin bottles.
In general, we applied the same laboratory methods as those
we had used and described previously (see S.B. Woźniak et al.
(2011, 2014)). The concentration of suspended particulate
matter (SPM), defined as the dry mass of particles per unit
volume of seawater and expressed in [g m�3], was deter-
mined using a standard gravimetric technique. We used
specially prepared GF/F filters (25 mm diameter) pre-com-
busted at 4508C for 4 h, pre-washed with pure deionised and
particle-free water (to prevent the loss of filter material
during the filtration of the main sample), then dried and pre-
weighed. Measured volumes of seawater (generally between
150 and 1000 mL) were filtered immediately after sample
collection. At the end of filtration, the filters were rinsed
with about 30 mL of deionised water to remove sea salt (the
salinity of our samples was on average 6.7, and did not
exceed 7.3). The filters together with their particle load
were dried and stored in a freezer for later analysis at the
land-based laboratory. The dry mass of particles collected on
the filters was measured with a Radwag WAX110 microba-
lance (resolution 0.01 mg). Three replicate filters were mea-
sured in each sample. The reproducibility of replicates
(defined as the ratio of the standard deviation to the average
value and expressed as a percentage) was on average 6%; for
90% of individual samples it was no greater than 13%.

The concentration of particulate organic carbon (POC),
expressed in [g m�3], was determined by high temperature
combustion. Samples were collected at sea by filtration in the
same way as for the SPM analyses, by using separate sets of
pre-combusted GF/F filters (three replicates per water sam-
ple). The filters were dried and stored until later analysis at
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the land-based laboratory with a Perkin Elmer CHN
2400 instrument. The reproducibility of the POC replicate
measurements was on average 11%; for 90% of individual
samples it was no greater than 26%.

2.2. Determination of remote-sensing
reflectance

Values of the remote-sensing reflectance Rrs(l) [sr�1] were
obtained from vertical profiles of the spectral upward radi-
ance Lu(z,l) (measured in water) and the spectral downward
irradiance Ed(0

+,l) (above the sea surface) measured simul-
taneously. These quantities were measured in 17 spectral
channels (centred at wavelengths l of 340, 380, 395, 412,
443, 465, 490, 510, 532, 555, 565, 589, 625, 665, 683, 710 and
765 nm) with a Compact Optical Profiling System (C-OPS)
(Biospherical Instruments Inc.). Rrs(l) was calculated as
the ratio of the water-leaving radiance just above the water
surface Lw(0

+,l) to the downward irradiance measured above
the water Ed(0

+,l). The water-leaving radiance Lw(0
+,l) was

obtained from estimated values of the upward radiance just
below the water surface Lu(0

�,l), which were propagated
through the water—air interface using a factor of 0.544 cal-
culated from the “n2 law for radiance” (see e.g. Mobley
(1994)). Thus, the practical formula for Rrs(l) is as follows:

RrsðlÞ ¼ Lwð0þ; lÞ
Edð0þ; lÞ ¼ 0:544

Luð0�; lÞ
Edð0þ; lÞ : (1)

To obtain Lu(0
�,l), measurements of the profiles of upwelling

radiance Lu(z,l) were extrapolated from a subsurface layer
of 0.5—2 m to a depth “just below the sea surface” (“0�”)
using the attenuation coefficient for upward radiance KLu(z,
l), calculated as the local slope of ln[Lu(z,l)] measured over
a depth interval spanning a few metres in the surface layer.
The thickness of this depth interval depended on the extent
to which the surface layer was homogeneous (typically about
3 m). The correction for the self-shading effect in the upward
radiance just below the sea surface Lu(0

�,l) was also applied
to all data according to Gordon and Ding (1992) and Zibordi
and Ferrari (1995). The C-OPS system was equipped with a
shadow band radiometer, and ratios of the direct to diffuse
light used in the self-shading corrections were determined
using this system as well.

2.3. Light backscattering measurements

The light backscattering coefficients of bb(l) [m�1] were
estimated from in situ measurements performed in the sur-
face layer (ca 1 m depth) using a spectral backscattering
meter (HOBI Labs Hydroscat-4 instrument) at four light
wavelengths (420, 488, 550 and 620 nm). The raw data from
the instrument, i.e. the volume scattering functions at an
angle of 1408, were used for estimating bb(l) according to the
method described in Maffione and Dana (1997) and Dana and
Maffione (2002). A correction for the incomplete recovery of
backscattered light in highly attenuating waters (the so-
called sigma-correction) was applied in accordance with
the instrument User's Manual (HOBI Labs, 2008) using data
on absorption and attenuation coefficients measured with a
separate instrument (WET Labs ac-9). To obtain the back-
scattering coefficients of particles, bbp(l) [m�1], the
theoretical values of the backscattering coefficient of pure
water were subtracted according to Morel (1974).

2.4. Measurements of additional biogeochemical
parameters

This work also refers to biogeochemical parameters describ-
ing the variability of the seawater samples other than SPM
and POC concentrations. They are the concentration of the
organic fraction of SPM, i.e. particulate organic matter (POM)
and the concentration of the main photosynthetic pigment,
chlorophyll a (Chl a) (additional measurements also followed
protocols described in more detail in S.B. Woźniak et al.
(2011)). To determine the POM concentration, the same GF/F
filters utilised earlier for SPM concentration analyses were
placed in a furnace, kept there for 4 h at a temperature of
4508C and then re-weighed. The POM concentration was
calculated from the loss of mass of the sample retained by
the filter. Here, the total chlorophyll a concentration (Chl a)
was represented by the sum of chlorophyll a, allomer and
epimer, chlorophyllide a and phaeophytin a; it was deter-
mined with the use of high performance liquid chromato-
graphy (HPLC).

2.5. Statistical analyses

The empirical data were statistically analysed, as a result of
which approximate relationships between the target quan-
tities were obtained. These simple relationships take the
form of best-fit power functions (y = C1x

C2), found using least
square linear regression applied to log-transformed vari-
ables. For each formula established in this way we give
the square of the correlation coefficient r2 calculated for
log-transformed variables and also a set of the standard
statistical descriptors of estimation errors, such as the root
mean square error between observed and predicted values
(RMSE), the mean normalised bias (MNB) and the normalised
root mean square error (NRMSE). All these standard descrip-
tors will be given later in the relevant tables for readers who
would like to compare our results with others published in the
literature. But since the fitting was performed on log-trans-
formed variables, when discussing the quality of the fit we
also present and pay special attention to another statistical
quantity, the standard error factor X. Being an element of so-
called logarithmic statistics, this can be determined accord-
ing to the formula:

X ¼ 10slog ; slog ¼ 1
n�1

Xn
i¼1

log
Pi

Oi

� �
� 1
n

Xn
j¼1

log
Pj

Oj

� �  !2
2
4

3
5
1=2

;

(2)

where Pi stands for values predicted using the approximate
formula, Oi represents empirical values and n is the number
of samples. The standard error factor X allows one to quantify
the range of the statistical error calculated according to
logarithmic statistics. This range extends from the value of
s� = (1/X) � 1 to the value of s+ = X � 1. Note also, that
because of the method used for data approximation (linear
regression applied to the log-transformed variables), the
systematic error according to logarithmic statistics is always
equal to 0; for this reason we make no further mention of it.



Table 1 Variability ranges of selected biogeochemical characteristics of suspended particulate matter in surface water samples
and selected optical properties of water at stations from the southern Baltic Sea analysed in this paper.

Quantity Minimum value Maximum value Average value Standard deviation
(coefficient of variation)

Number of
samples

SPM [g m�3] 0.568 9.81 1.77 1.59 (90%) 73
POC [g m�3] 0.145 2.37 0.555 0.438 (79%) 73
POM [g m�3] 0.447 5.39 1.41 0.961 (68%) 73
Chl a [mg m�3] 0.442 36.1 5.79 7.39 (128%) 71
POC/SPM [g:g] 0.16 0.563 0.322 0.073 (23%) 73
POM/SPM [g:g] 0.506 1.05 0.859 0.127 (15%) 73
Chl a/SPM [g:g] 6.94 � 10�4 9.19 � 10�3 3.02 � 10�3 1.56 � 10�3 (52%) 71
bbp(488) [m�1] 2.7 � 10�3 8.58 � 10�2 1.27 � 10�2 1.27 � 10�2 (100%) 73
bbp(620) [m�1] 2.06 � 10�3 8.17 � 10�2 1.03 � 10�2 1.19 � 10�2 (115%) 73
Rrs(490) [sr�1] 1.12 � 10�3 2.84 � 10�3 1.71 � 10�3 3.47 � 10�4 (20%) 73
Rrs(625) [sr�1] 4.12 � 10�4 5.12 � 10�3 1.19 � 10�3 7.44 � 10�4 (62%) 73
Rrs(710) [sr�1] 1.63 � 10�4 4.11 � 10�3 5.81 � 10�4 6.08 � 10�4 (105%) 73

S.B. Woźniak et al./Oceanologia 58 (2016) 161—175 165
3. Results and discussion

3.1. General characterisation of the empirical
dataset

The empirical material, though not large in terms of sample
number (n = 73) and having been acquired only in spring and
late summer, is characterised by a relatively large variability
in the target biogeochemical and optical quantities (see
Table 1) (this is undoubtedly a consequence of measurements
and water sampling performed over different coastal and
open sea areas). Both the absolute mass concentration of
suspended particulate matter (SPM) and the concentration of
organic carbon (POC), the latter an important constituent of
the organic fraction of suspended matter, varied over more
than one order of magnitude in terms of the maximum to
minimum range. The corresponding coefficients of variation
CV (defined as the ratio of the standard deviation to the
average value) were 90% for SPM and 79% for POC. The
concentration of chlorophyll a (Chl a) in our samples varied
even more: the CV was almost 130%. In contrast, the changes
in the proportions (ratios) of these biogeochemical quantities
were relatively small. Such ratios may help to characterise
the variability in suspended matter composition. For exam-
ple, the average ratio of POC to SPM was 0.32, but its
variability, characterised by CV, was only 23%. In the case
of the POM to SPM ratio, the average value was 0.86, and the
corresponding CV was 15%. These values show that in all the
water samples, SPM was dominated by matter of organic
origin. This is characteristic of the surface waters of the
southern Baltic Sea (see e.g. S.B. Woźniak et al. (2011)). The
variability of the optical quantities was also significant: that
of the backscattering coefficients of particles bbp(l) was
substantial over the entire spectral range. For l = 488 nm
the maximum to minimum variation was more than 30-fold,
while for l = 620 it was more than 40-fold. The corresponding
CVs were 100% and 115% respectively. The variability of the
remote-sensing reflectance Rrs(l), a quantity influenced by
both suspended and dissolved substances in seawater, was
spectrally diverse: it was the smallest in the bands of the blue
part of the spectrum (e.g. CV = 20% for Rrs(490)), and dis-
tinctively larger in the bands of the red and infrared parts of
the spectrum (e.g. CV of 62% for Rrs(625) and 105% for
Rrs(710)). The complete set of remote-sensing reflectance
spectra that we registered in the southern Baltic Sea is
presented in Fig. 2a. An important observation regarding
the nature of the spectral variability of Rrs(l) may be made
if we normalise the values of that quantity by dividing them
by SPM concentration or the coefficient bbp. Two sets of
curves normalised in this way are presented in panels b
and c in Fig. 2. While the absolute values of Rrs(l) varied
mostly in the l > 600 nm range, the variability of the normal-
ised curves within that spectral range was the smallest. For
example, the CVs calculated for the normalised value of
Rrs(l)/SPM at bands 625 and 710 nm were only 27% and
23%, whereas at 490 nm CV was as high as 45%. All this
generally agrees with the qualitative expectation that in
the spectral range of red and infrared light, the SPM con-
centration should exert the greatest influence on the abso-
lute values of reflectance Rrs (through light backscattering),
whereas the influence of light absorption by CDOM in this
spectral range is small and negligible. Hence, the spectral
bands from the red and infrared parts of the spectrum should
be the most suitable for establishing simple statistical rela-
tionships between Rrs and bbp or SPM concentration.

3.2. Statistical formulas

The statistical analyses yielded two separate sets of several
different spectral variants of formulas, which enable the SPM
and POC concentrations to be roughly estimated on the basis
of either the absolute values of remote-sensing reflectance
or the reflectance ratios at two spectral bands. These for-
mulas are presented in tabular form and will be discussed in
detail later in the text. At this point, it should be mentioned
that these tables contain not only the best spectral variants
from the statistical point of view, but also other ones, slightly
inferior but still, we believe, acceptably accurate. This has
been done deliberately, in order to give potential users of our
formulas the opportunity to select the spectral variant in
accordance with the measurement or data collection tech-
niques that are available to them.

Table 2 contains formulas that permit a rough estimate of
SPM and POC concentrations based on absolute values of the
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Figure 2 Empirically derived spectra of remote-sensing reflectance Rrs(l) (a) and the same spectra normalised to values of SPM (b) or
bbp(620) (c) for all (n = 73) the sampling stations analysed in this work.
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remote-sensing reflectance Rrs(li) at the chosen spectral
band. The different spectral variants in Table 2 all satisfy
the following condition: the correlation coefficient r2 calcu-
lated for the relationship between the logarithms of the
empirical variables under consideration (e.g. between log
(SPM) and log(Rrs(555))) has to be equal to or greater than
0.5. Based on this criterion, we obtained a listing suggesting
that for rough estimates of the SPM concentration one can
use as many as 8 of the 17 spectral bands analysed. These are
all bands available from the 555—765 nm range. The corre-
sponding standard error factors X for these formulas range
from 1.26 to 1.51. The same criterion applied to POC vs.
Rrs(li) relationships leads to the selection of only 4 spectral
variants, which use bands of 589, 625, 710 and 765 nm. The
standard error factors X for the latter formulas lie between
1.47 and 1.53. Four examples selected from among all the
formulas in Table 2 are presented graphically in Fig. 3. The
first two examples (Fig. 3a and c) represent formulas using
the spectral band at 710 nm. These formulas have the highest
correlation coefficients r2 and the lowest standard error
factors X within each group:

SPM ¼ 1480ðRrsð710ÞÞ0:902 ðr2 ¼ 0:86; X ¼ 1:26Þ; (3)

POC ¼ 222ðRrsð710ÞÞ0:807 ðr2 ¼ 0:63; X ¼ 1:47Þ: (4)



Table 2 The best-fit power functions (y = C1x
C2) between the concentration of suspended particulate matter SPM or the

concentration of particulate organic carbon POC and the absolute magnitude of remote-sensing reflectance Rrs(l) for different
spectral bands. The square of the correlation coefficient r2 (between the log-transformed variables), root mean square error RMSEa,
mean normalised bias MNBb, normalised root mean square error NRMSEc, standard error factor X and number of samples n are also
given for each fitted function. Examples discussed in more detail in the text are marked in bold.

Relationship C1 C2 r2 RMSE [g m�3] MNB [%] NRMSE [%] X n

SPM vs. Rrs(555) 7.52 � 103 1.42 0.54 1.23 7.9 39.3 1.51 73
SPM vs. Rrs(565) 7.66 � 105 1.42 0.60 1.15 7.0 37.6 1.47 73
SPM vs. Rrs(589) 4.94 � 103 1.32 0.74 0.915 4.7 31.4 1.36 73
SPM vs. Rrs(625) 2.51 � 103 1.09 0.78 0.72 3.9 28.8 1.33 73
SPM vs. Rrs(665) 4.22 � 103 1.11 0.72 0.813 4.9 32.1 1.38 73
SPM vs. Rrs(683) 7.33 � 103 1.23 0.73 0.697 4.9 32.3 1.37 73
SPM vs. Rrs(710) 1.48 � 103 0.902 0.86 0.383 3.6 22.9 1.26 73
SPM vs. Rrs(765) 2 � 103 0.754 0.83 0.502 3.0 24.5 1.29 73

POC vs. Rrs(589) 6.97 � 102 1.19 0.55 0.3 9.6 51.8 1.53 73
POC vs. Rrs(625) 3.46 � 102 0.97 0.57 0.281 9.1 50.1 1.51 73
POC vs. Rrs(710) 2.22 � 102 0.807 0.63 0.239 7.6 43.0 1.47 73
POC vs. Rrs(765) 2.85 � 102 0.672 0.61 0.246 8.0 44.3 1.49 73

a RMSE ¼ 1
n�1

Xn
i¼1

ðPi�OiÞ2
" #1=2

.

b MNB ¼ 1
n

Xn
i¼1

Pi�Oi
Oi

� �
.

c NRMSE ¼ 1
n�1

Xn
i¼1

Pi�Oi
Oi

�MNB
� �2" #1=2

where Pi and Oi are predicted and observed values, respectively.
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The other two examples represent the 625 nm band (Fig. 3b
and d). They have slightly inferior statistical parameters
compared to formulas (3) and (4) but are still the best if
we consider only the visible part of the light spectrum:

SPM ¼ 2510ðRrsð625ÞÞ1:09 ðr2 ¼ 0:78; X ¼ 1:33Þ; (5)

POC ¼ 346ðRrsð625ÞÞ0:97 ðr2 ¼ 0:57; X ¼ 1:51Þ: (6)

The other form of the simple formulas we have deter-
mined here are the formulas for estimating SPM and POC
concentrations based on the so-called colour ratios, i.e.
ratios of Rrs values at two spectral bands (Rrs(li)/Rrs(lj)).
The colour ratios are often used in satellite data processing.
If the bands are appropriately chosen, more information on
the optical properties of seawater constituents “concealed”
in the signal reaching the satellite sensor can be used, and
also, the influence of potential errors resulting from imper-
fect atmospheric corrections is minimised to some extent.
The available empirical material contained Rrs(li) data for
17 different spectral bands: 136 different combinations of
the Rrs(li)/Rrs(lj) ratio (where lj > li) could thus be ana-
lysed. For all of these combinations we calculated the cor-
relation coefficients r2 for the relationships between the
logarithms of SPM or POC concentration and the logarithms
of Rrs(li)/Rrs(lj). With the r2 values, additionally presented
here in Tables 3 and 4, a group of “statistically promising”
spectral combinations of bands was chosen at which the
approximate formulas could be established. A selection of
the best candidate formulas is presented in Table 5. Among
these formulas are 12 variants from which the SPM concen-
tration can be estimated. They have correlation coefficients
r2 ranging between 0.84 and 0.89, and standard error factors
X from 1.23 to 1.28. These formulas generally use ratios of
the reflectance at blue or green bands (443, 465, 490, 510 or
532 nm) to the reflectance at either yellow (589 nm), red
(625 nm) or infrared (710 nm) bands. With regard to the
formulas for estimating POC concentration, another 12 pro-
mising examples are presented in the lower part of
Table 2. These examples have lower correlation coefficients
r2, in the range between 0.66 and 0.75, and higher standard
error factors X, ranging from 1.37 to 1.45. Apart from the
formulas that use a combination of spectral bands similar to
that for estimating SPM concentration, a few different for-
mulas have also appeared in this group. The latter formulas
use the following bands in the spectral ratio numerator: 555,
565 and 683 nm (see the last four rows in Table 5). Four
examples from the 24 formulas in Table 5 are presented in
Fig. 4. The first two examples (Fig. 4a and c) represent two
formulas that are characterised by the best statistical para-
meters within each group:

SPM ¼ 0:95ðRrsð490Þ=Rrsð589ÞÞ�1:74 ðr2 ¼ 0:89; X ¼ 1:23Þ;
(7)

POC ¼ 0:814ðRrsð555Þ=Rrsð589ÞÞ�4:42 ðr2 ¼ 0:75; X ¼ 1:37Þ:
(8)

The other two examples (Fig. 4b and d) are arbitrarily chosen
formulas that use the reflectance ratio of Rrs(490)/Rrs(625):

SPM ¼ 2:6ðRrsð490Þ=Rrsð625ÞÞ�1:29 ðr2 ¼ 0:86; X ¼ 1:25Þ; (9)

POC ¼ 0:774ðRrsð490Þ=Rrsð625ÞÞ�1:18 ðr2 ¼ 0:66; X ¼ 1:44Þ:
(10)
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Figure 3 Examples of empirical relationships between concentrations of SPM or POC and the absolute magnitude of the remote-
sensing reflectance Rrs for spectral bands 710 and 625 nm. The black lines represent the best-fit power functions; the formulas
themselves, together with the correlation coefficients r2 and standard error factors X, are given in each panel. For further similar
formulas for other spectral bands, see Table 2. Additionally, the dashed line in panel b represents the formula obtained for coastal
regions of the Korean peninsula according to Ahn et al. (2001) (details of this formula are given in the text).

Table 3 The correlation coefficients r2 calculated for the relationships between log-transformed SPM and the log-transformed
spectral remote-sensing reflectance ratio of Rrs(li)/Rrs(lj). Examples of the relatively high r2 values are marked in bold.

li [nm] lj [nm]

380 395 412 443 465 490 510 532 555 565 589 625 665 683 710 765

340 (n = 65) 0.17 0.15 0.14 0.12 0.14 0.14 0.20 0.27 0.33 0.36 0.48 0.51 0.46 0.42 0.58 0.58
380 (n = 69) — 0.00 0.04 0.05 0.08 0.09 0.17 0.27 0.38 0.42 0.57 0.59 0.52 0.50 0.69 0.68
395 (n = 71) — 0.06 0.04 0.07 0.06 0.17 0.29 0.43 0.48 0.62 0.66 0.58 0.57 0.75 0.75
412 (n = 72) — 0.04 0.09 0.08 0.25 0.39 0.54 0.58 0.72 0.74 0.67 0.64 0.80 0.79
443 (n = 73) — 0.19 0.19 0.49 0.64 0.74 0.76 0.84 0.84 0.78 0.68 0.84 0.82
465 (n = 73) — 0.02 0.35 0.62 0.75 0.78 0.86 0.85 0.79 0.68 0.84 0.82
490 (n = 73) — 0.69 0.81 0.82 0.83 0.89 0.86 0.80 0.64 0.83 0.80
510 (n = 73) — 0.71 0.77 0.77 0.87 0.84 0.76 0.55 0.79 0.77
532 (n = 73) — 0.74 0.75 0.87 0.84 0.75 0.48 0.78 0.75
555 (n = 73) — 0.68 0.79 0.81 0.65 0.28 0.74 0.71
565 (n = 73) — 0.71 0.78 0.58 0.21 0.72 0.69
589 (n = 73) — 0.69 0.24 0.01 0.65 0.62
625 (n = 73) — 0.29 0.16 0.51 0.51
665 (n = 73) — 0.05 0.64 0.61
683 (n = 73) — 0.79 0.71
710 (n = 73) — 0.30

168 S.B. Woźniak et al./Oceanologia 58 (2016) 161—175



Table 4 The correlation coefficients r2 calculated for the relationships between log-transformed POC and the log-transformed
spectral remote-sensing reflectance ratio of Rrs(li)/Rrs(lj). Examples of the relatively high r2 values are marked in bold.

li [nm] lj [nm]

380 395 412 443 465 490 510 532 555 565 589 625 665 683 710 765

340 (n = 65) 0.12 0.13 0.11 0.07 0.06 0.07 0.12 0.15 0.18 0.19 0.30 0.30 0.24 0.21 0.35 0.34
380 (n = 69) — 0.04 0.04 0.02 0.02 0.04 0.10 0.15 0.21 0.24 0.38 0.38 0.30 0.27 0.44 0.43
395 (n = 71) — 0.01 0.01 0.01 0.02 0.10 0.16 0.26 0.29 0.44 0.45 0.37 0.35 0.53 0.52
412 (n = 72) — 0.01 0.01 0.03 0.16 0.25 0.35 0.38 0.52 0.53 0.44 0.41 0.58 0.57
443 (n = 73) — 0.03 0.10 0.37 0.45 0.52 0.54 0.66 0.63 0.55 0.47 0.63 0.61
465 (n = 73) — 0.05 0.37 0.52 0.59 0.61 0.72 0.67 0.59 0.50 0.66 0.63
490 (n = 73) — 0.61 0.61 0.60 0.61 0.71 0.66 0.57 0.45 0.63 0.61
510 (n = 73) — 0.44 0.51 0.53 0.68 0.63 0.52 0.36 0.60 0.57
532 (n = 73) — 0.51 0.54 0.72 0.65 0.52 0.33 0.60 0.57
555 (n = 73) — 0.55 0.75 0.66 0.46 0.19 0.58 0.55
565 (n = 73) — 0.70 0.63 0.40 0.14 0.57 0.53
589 (n = 73) — 0.45 0.08 0.00 0.47 0.44
625 (n = 73) — 0.39 0.17 0.39 0.38
665 (n = 73) — 0.04 0.56 0.49
683 (n = 73) — 0.68 0.58
710 (n = 73) — 0.21

Table 5 The best-fit power functions (y = C1x
C2) between the concentration of suspended particulate matter SPM or the

concentration of particulate organic carbon POC and the remote-sensing reflectance ratios Rrs(li)/Rrs(lj). The statistical
parameters (as in Table 2) are also given for each fitted function. Examples discussed in more detail in the text are marked in bold.

Relationship C1 C2 r2 RMSE [g m�3] MNB [%] NRMSE [%] X n

SPM vs. Rrs(443)/Rrs(589) 0.438 �1.52 0.84 0.625 2.7 22.9 1.27 73
SPM vs. Rrs(443)/Rrs(625) 1.3 �1.17 0.84 0.582 2.8 23.1 1.28 73
SPM vs. Rrs(443)/Rrs(710) 2.79 �0.885 0.84 0.492 2.8 23.4 1.28 73
SPM vs. Rrs(465)/Rrs(589) 0.559 �1.65 0.86 0.616 2.5 22.1 1.26 73
SPM vs. Rrs(465)/Rrs(625) 1.68 �1.25 0.85 0.527 2.6 22.0 1.26 73
SPM vs. Rrs(465)/Rrs(710) 3.49 �0.925 0.84 0.458 2.3 23.1 1.27 73
SPM vs. Rrs(490)/Rrs(589) 0.95 �1.74 0.89 0.483 2.0 19.7 1.23 73
SPM vs. Rrs(490)/Rrs(625) 2.60 �1.29 0.86 0.429 2.4 21.5 1.25 73
SPM vs. Rrs(510)/Rrs(589) 1.42 �2.11 0.87 0.536 2.4 21.5 1.25 73
SPM vs. Rrs(510)/Rrs(625) 3.98 �1.48 0.84 0.434 2.8 23.5 1.27 73
SPM vs. Rrs(532)/Rrs(589) 1.78 �2.64 0.87 0.512 2.4 21.7 1.25 73
SPM vs. Rrs(532)/Rrs(625) 5.46 �1.71 0.84 0.41 2.9 24.1 1.28 73

POC vs. Rrs(443)/Rrs(589) 0.151 �1.4 0.66 0.265 6.7 38.1 1.45 73
POC vs. Rrs(465)/Rrs(589) 0.183 �1.57 0.72 0.242 5.5 34.0 1.4 73
POC vs. Rrs(465)/Rrs(625) 0.52 �1.16 0.67 0.253 6.4 37.1 1.44 73
POC vs. Rrs(465)/Rrs(710) 1.02 �0.854 0.66 0.247 6.5 36.3 1.45 73
POC vs. Rrs(490)/Rrs(589) 0.306 �1.63 0.71 0.218 5.6 34.3 1.4 73
POC vs. Rrs(490)/Rrs(625) 0.774 �1.18 0.66 0.236 6.7 38.3 1.44 73
POC vs. Rrs(510)/Rrs(589) 0.445 �1.95 0.68 0.218 6.2 36.4 1.43 73
POC vs. Rrs(532)/Rrs(589) 0.554 �2.51 0.72 0.205 5.4 33.7 1.4 73
POC vs. Rrs(555)/Rrs(589) 0.814 �4.42 0.75 0.205 4.7 30.6 1.37 73
POC vs. Rrs(555)/Rrs(625) 2.84 �2.22 0.66 0.241 6.9 40.0 1.45 73
POC vs. Rrs(565)/Rrs(589) 0.826 �5.32 0.7 0.24 5.6 33.9 1.41 73
POC vs. Rrs(683)/Rrs(710) 2.14 �2.17 0.68 0.234 6.6 40.0 1.43 73
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These latter formulas, although characterised by statistical
parameters inferior to formulas (7) and (8), use spectral bands
which are close to or concurrent with bands potentially avail-
able for satellite observations of the southern Baltic Sea
(compare, for example, with the spectral bands of MODIS
Aqua/Terra). But obviously, the final choice of spectral variants
from the different formulas listed in Table 5 should depend on
the demands and constraints of potential future users.
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Figure 4 Examples of empirical relationships between: (a) SPM concentration and the remote-sensing reflectance ratio of Rrs(490)/
Rrs(589); (b) SPM and Rrs(490)/Rrs(625); (c) POC and Rrs(555)/Rrs(589); and (d) POC and Rrs(490)/Rrs(625). The black lines represent the
best-fit power functions; the formulas and the statistical parameters are given in each panel. For further similar formulas for other
spectral variants of remote-sensing reflectance ratios, see Table 5.
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3.3. Discussion

One can give a simplified physical explanation for some of the
formulas presented above, i.e. those which use absolute
reflectance values from the red and near infrared spectral
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Figure 5 Examples of empirical relationships between the ligh
reflectance Rrs for spectral bands (a) 625 nm and (b) 710 nm. The b
and the statistical parameters are given in each panel.
bands, and illustrate it with examples of intermediate sta-
tistical relationships. Such relationships between the target
quantities and the coefficients describing light backscatter-
ing in seawater are presented in the next two figures. Fig. 5
illustrates two correlations between Rrs(710) or Rrs(625) and
reflectance  Rrs(710) [sr-1]
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lack lines represent the best-fit power functions; the formulas
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light backscattering coefficients in seawater measured in situ
at the closest spectral band, i.e. bb(620) (the approximation
formulas of these relationships are shown in the panels in
Fig. 5). The appearance of such correlations is in general
agreement with the well-known approximate relation linking
Rrs(l) with seawater IOPs, which takes the form: Rrs(l) /
bb(l)/(a(l) + bb(l)) (see e.g. Gordon et al., 1988; Lee et al.,
1996). Obviously, the light absorption coefficients in sea-
water a(l) in the bands from the red and infrared parts of
the spectrum are mainly dominated by absorption due to
pure molecular water. Hence, this relationship for the parti-
cular bands under consideration can be reduced to Rrs(l) /
bb(l). Fig. 6 illustrates relationships between the light back-
scattering coefficients of particles bbp(620) (which in south-
ern Baltic conditions is only slightly less than bb(620), due to
the relatively small contribution of light backscattering by
pure seawater) and SPM and POC concentrations. Comparison
of the statistical parameters of all the fits presented in Fig. 6
shows that the approximate relationship POC vs. bbp(l)
(Fig. 6b) is related to the occurrence of stronger relationships
between bbp(l) and the SPM concentration (presented in
Fig. 6a as the SPM vs. bb(l) relation), and the additional
statistical relationship between the concentrations of
POC and SPM (Fig. 6c). The latter “local” relationship
occurs because southern Baltic surface waters are usually
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Figure 6 Examples of empirical relationships between: (a) SPM co
bbp(620); (b) POC and bbp(620); and (c) POC and SPM. The black lin
statistical parameters are given in each panel.
dominated by suspended matter of organic origin (see e.g. S.
B. Woźniak et al., 2011). Here, it is important to stress that
the approximate functional relationships presented here are
strong and considerable simplifications made in order to
achieve practical goals. Detailed analyses of the complicated
relationships between light scattering characteristics and
the concentration, composition and size distribution of sus-
pended matter can be found in our other works (see e.g. S.B.
Woźniak et al., 2010, 2014).

In the case of other approximate statistical relationships,
i.e. those which use spectral reflectance ratios, an attempt
to give a physical explanation would be much more compli-
cated. In order to do this one would need to perform both
qualitative and quantitative analyses using the full physical
spectral model of remote-sensing reflectance formation.
Such analyses would have to account not only for the influ-
ence of light backscattering on reflectance spectra, but also
the strongly spectrally diverse influence of the light absorp-
tion coefficient, which occurs in different proportions with
regard to suspended and dissolved seawater constituents. To
carry out such complicated analyses is beyond the scope of
this particular work, which is mainly of a statistical nature.
Nevertheless, it is worth mentioning one certain fact at this
point. The statistical analyses suggest that when SPM con-
centrations are estimated, the application of colour ratio
n of  SPM [g m-3]
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formulas instead of formulas based on the absolute reflec-
tance at one spectral band alters the accuracy of such an
estimate only slightly (compare e.g. the statistical para-
meters for formulas (3) and (7)). In contrast, when POC is
estimated, the differences between these two kinds of for-
mulas are decidedly in favour of colour ratio formulas (com-
pare e.g. the statistical parameters for formulas (4) and (8)).
This appears to be in agreement with our earlier observations
that in the Baltic Sea conditions POC concentrations exhibit
slightly stronger statistical relationships with the light
absorption coefficient in the chosen spectral bands than with
the light backscattering coefficient (see S.B. Woźniak, 2014).

Among the formulas hitherto shown to be the best exam-
ples from the statistical point of view, only a few are directly
and quantitatively comparable with the formulas found in the
subject literature. One such example is formula (5), which
can be compared with the formula given by Ahn et al.
(2001). The original formula given by these authors for
coastal regions of the Korean peninsula takes the form:
SPM [g m�3] = 647.8(Rrs(625))

0.86 (see the additional dashed
line in Fig. 3b). The possibility of using the 625 nm band for
estimating SPM concentrations agrees qualitatively with our
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Figure 7 Selected examples of empirical relationships obtained
relationship between SPM and reflectance ratio of Rrs(510)/Rrs(6
relationship between POC and Rrs(443)/Rrs(555); and (d) relations
represent the best-fit power functions of our southern Baltic Sea dat
panel. The dashed lines in all panels represent formulas from the liter
et al. (2006), in panel b it is a formula given for the Baltic Sea by Sie
southern Pacific and eastern Atlantic Oceans given by Stramski et a
observations. However, quantitative comparison shows that
the formula of Ahn et al., when applied to our Baltic data,
predicts slightly different values than our formula (5). In
extreme cases (i.e. for the minimum and maximum values of
Rrs(625) that we registered) these predictions are up to
1.55 times higher and up to 2.41 times smaller, respectively.
In the subject literature there are other works suggesting the
possibility of using “red” reflectance bands for estimating
SPM concentrations, which also concurs qualitatively with
our new results; such citations were given in our earlier work
(S.B. Woźniak, 2014).

Further comparisons, albeit done for different variants of
new formulas, not those already presented as being the best
from the statistical point of view, are shown in Fig. 7. The few
formulas presented there combine the SPM concentration
with the reflectance ratios of Rrs(510)/Rrs(665) or Rrs(490)/
Rrs(665), and POC concentration with reflectance ratios of
Rrs(443)/Rrs(555) or Rrs(490)/Rrs(555). The explicit forms of
the new formulas obtained for our data are given in the
panels of Fig. 7. They can be compared with the following
reflectance ratio based formulas given by other authors,
which we have found in the literature: (1) the formula for
reflectance ratio   Rrs (490)/ Rrs (665 )
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l. (2008) (for details of the literature formulas, see text).
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the Baltic Sea given by Berthon et al. (2006), which after
conversion takes the form: SPM [g m�3] = 7.396(Rrs(510)/
Rrs(670))

�1.665 (note that this particular formula uses the
reflectance ratio of the two spectral bands also pointed
out recently by D'Alimonte et al. (2014) as being an effective
selection for the simplified neural network inversion of SPM
based on MERIS data in the Baltic); (2) the formula also
developed for the Baltic Sea by Siegel et al. (1994) but for
spectral bands similar to though not identical with ours: SPM
[g m�3] = 8.22045(Rrs(490)/Rrs(670))

�0.29065; and (3) formu-
las for POC obtained for the southern Pacific and eastern
Atlantic Oceans according to Stramski et al. (2008): POC
[g m�3] = 0.2032(Rrs(443)/Rrs(555))

�1.034 and POC [g m�3]
= 0.3083(Rrs(490)/Rrs(555))

�1.639. Comparison of the new
SPM formula according to our data with the formula accord-
ing to Berthon et al. (2006) shows good agreement. Fig. 7a
exhibits only small differences in the slopes of the relevant
curves. Even in extreme cases, the quantitative differences
in predicted SPM values do not exceed a factor of 1.2. In
contrast, a marked difference in the slope of the curves can
be observed in Fig. 7b when other variant of new formula
according to our data is compared with the formula given by
Siegel et al. (1994). This difference, unless it is an incorrect
interpretation of the literature data on our part, would, in
extreme cases, lead to a more than 9-fold difference in
predicted SPM values. Other variants of formulas, also given
in Siegel et al. (1994), are those for estimating SPM concen-
tration based on colour ratios of 520 to 550 nm, 520 to 670 nm
or 665 to 710 nm. Using such (or similar) colour ratios, a rough
estimate of the SPM concentration is possible (compare the
correlation coefficients r2 given in Table 3), but they are
definitely not the colour ratios that should be regarded as
optimal for the Baltic Sea environment in the context of our
empirical material. The other two examples presented in
Fig. 7 (see panels c and d) relate to the POC concentration
calculated with the formulas according to Stramski et al.
(2008). Although these formulas were developed for a marine
environment different from that of the Baltic Sea, even in
extreme cases they show differences of no more than a factor
of 1.5. Taking into account these few cases of directly
comparable examples, it can be concluded overall that there
is a qualitative consistency in the fact that certain reflec-
tance spectral bands can be used for roughly estimating SPM
and POC concentrations. In the context of our results, how-
ever, the spectral reflectance ratios proposed in the litera-
ture often do not seem to be optimal for this purpose in the
southern Baltic Sea environment. Nevertheless, for the
majority of presented examples (with one notable exception)
the quantitative differences even in extreme cases do not
exceed a factor of 2.

Finally, one more question should be commented. Even
though the variability in the biogeochemical characteristics
recorded by us was large (see Section 3.1), it should not be
forgotten that the data used here for the derivation of simple
statistical formulas were gathered only during two limited
periods of the annual phytoplankton activity cycle. The first
period was in April and May, when the main annual spring
phytoplankton bloom of diatoms and dinoflagellates normally
occurs in the Baltic, and the second was in September, which
is distinct from the typical occurrence of the important
summer annual cyanobacteria bloom (see e.g. discussions
in Siegel and Gerth, 2008 or Kratzer et al., 2011 and also the
“classic” work in the Baltic literature by Voipio (1981)). Thus,
it is possible that the relationships between SPM, POC and
optical properties may differ to some extent at the height of
summer or during periods of low phytoplankton activity in
autumn and winter. Addressing this problem remains a future
task for our group.

4. Final remarks

The new results presented here are in general agreement with
earlier observations of other researchers, and also with our
own results obtained with the aid of theoretical modelling (see
S.B. Woźniak, 2014), that for estimating the concentration of
suspended particulate matter (SPM) in surface waters of the
southern Baltic Sea one can use simple, direct relationships
between that concentration and either absolute values of Rrs
at a selected waveband, or alternatively Rrs ratios for two
different wavebands (colour ratios). Based on our regionally
acquired dataset, we find that the most suitable single bands
are those from the long-wave part of the visible light spectrum
and from the near infrared (e.g. Rrs(625) or Rrs(710)), and the
most suitable colour ratios are those relating reflectance from
the short-wave part of the visible light spectrum to the
reflectance from the long-wave part (e.g. ratios of Rrs(490)/
Rrs(589) or Rrs(490)/Rrs(625)). The standard error factor X
related to such estimates, for the empirical material analysed
here, is relatively low, even as low as 1.23. We also find that the
use of statistical relationships of a similar form also permits the
POC concentration to be roughly estimated for typical south-
ern Baltic conditions. Nevertheless, one should expect that the
accuracy of these latter estimates will be inferior compared to
the estimated SPM (for the empirical material available here
the lowest value of the standard error factor X was 1.37).
Regardless of the relatively small number of empirical data
available, we believe that in view of the large variability of our
dataset, our quantitative formulas may already adequately
describe the approximate relationships that can be estab-
lished at this level of simplification between SPM and POC
concentrations and in situ measured remote-sensing reflec-
tance Rrs(l), at least for the situations typical of the spring and
late summer in the southern Baltic. We consider that both our
earlier empirical IOP-based formulas (S.B. Woźniak, 2014) and
the new empirical reflectance-based formulas presented here
should henceforth be used as a basis for deriving different
variants of simple local algorithms for analysing satellite data
from the southern Baltic Sea. Once such new algorithms have
been derived, they should then be validated against an inde-
pendent dataset and their performance should be confronted
with that of existing algorithms. This will then allow us to make
a conscious choice of the most suitable algorithms for the
southern Baltic region. This task is especially important in view
of the potential input that improved methods of optical
remote sensing may have on studies of the dynamics and
spatial distribution of organic matter, a topic of major interest
to the scientific community studying the Baltic Sea environ-
ment (see e.g. Maciejewska and Pempkowiak, 2014, 2015, and
the works cited there). Finally, it has to be stressed that
potential users of the estimates obtained in the way we
propose here should always bear in mind their limited accu-
racy, which are a consequence of the many simplifications
adopted.
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Summary A third generation numerical wave model SWAN (Simulating WAves Nearshore) was
applied to study the spatio-temporal effect of surface currents and sea level height on significant
wave height; and to describe the mechanisms responsible for wave—current interaction in the
eastern Baltic Sea. Simulation results were validated by comparison with in situ wave measure-
ments in deep and shallow water, carried out using the directional wave buoy and RDCP
respectively, and with TerraSAR-X imagery. A hindcast period from 23 to 31 October 2013 included
both a period of calm to moderate weather conditions and a severe North-European windstorm
called St. Jude. The prevailing wind directions were southerly to westerly. Four simulations with
SWAN were made: a control run with dynamical forcing by wind only; and simulations with
additional inputs of surface currents and sea level, both separately and combined. A clear effect
of surface currents and sea level on the wave field evolution was found. It manifested itself as an
increase or decrease of significant wave height of up to 20%. The strength of the interaction was
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influenced by the propagation directions of waves and surface currents and the severity of weather
conditions. An increase in the wave height was mostly seen in shallower waters and in areas where
waves and surface currents were propagating in opposite directions. In deeper parts of the eastern
Baltic Sea and in case of waves and surface currents propagating in the same direction a decrease
occurred.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
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Figure 1 Eastern Baltic Sea bathymetry with grid resolution of
0.5 nautical miles. This area also represents the nested grid area.
The black rectangle is the area of SAR measurements.
1. Introduction

In the event of a storm at sea, rough wave and severe surge
conditions may lead to significant coastal and property
damage or even to loss of life (e.g. Feser et al., 2015).
Correct quantification of met-ocean parameters of a storm
using numerical models and forecasting systems helps to
reduce the storm related risks and mitigate consequences.
Because in nature there is a feedback system between
processes, detailed information about different interactions
would provide us with a better understanding and improved
predictability of hydrodynamic conditions at sea. For
instance, an important feedback occurs between slowly-
varying currents and highly varying waves. So far, the issue
is little studied in the Baltic Sea.

The groundbreaking work of wave—current interaction
was done by Longuet-Higgins and Stewart in a series of papers
(1960, 1961, 1964). They described the interaction using
radiation stress and demonstrated the energy transfer
between waves and currents. Bretherton and Garrett
(1968) introduced the idea of action conservation. Since then
numerous papers have been published on the application of
the theory including those by Wolf and Prandle (1999),
Guedes Soares and de Pablo (2006) and Van der Westhuysen
(2012). Alari (2013) studied the local storm surge effect on
wave field in Pärnu Bay, Baltic Sea. He showed that sea level
has a significant effect on wave field during extreme weather
conditions. However, the effect of surface currents on wave
field in the eastern Baltic Sea has had little attention.

The objectives of the present study were firstly, to assess
the one-way interaction between waves, surface currents
and sea level in almost tideless (up to 10 cm (Feistel et al.,
2008)) coastal areas. We tried to find out the mechanisms by
which surface currents and sea level rise influence the
evolution of significant wave height under stormy condi-
tions. This could help to improve modelling systems and see
if it is worth further investigating the coupling of wave and
hydrodynamic models in the Baltic Sea. Secondly, we studied
the effect of spatial variability of surface currents and sea
level on wave field. This would also indicate in which sea
areas these interactions might be important during severe
storms.

The paper is structured as follows: In Section 2 data and
methods are presented including the description of measured
and remotely sensed data and the description of numerical
models and their set-ups. Section 3 presents the calculation
results and discussion. The main conclusions and recommen-
dations for further studies are summed up in Section 4.
2. Data and methods

2.1. Investigation area and measurements

The area of investigation is the eastern Baltic Sea, which is
shown in Fig. 1. It includes two large gulfs — the Gulf of
Finland and the Gulf of Riga. Water depth varies between
0 and 170 m. The Eastern section of the Baltic Sea, including
the Gulf of Finland and Gulf of Riga, are extremely prone to
storm surge (e.g. Wolski et al., 2014). The Gulf of Finland is
connected with Baltic Proper with no barrier to the propaga-
tion of the waves, which allows, under certain meteorologi-
cal conditions, long and high waves to enter the region
(Leppäranta and Myrberg, 2009). According to Kahma and
Petterson (1993) the mean significant wave height in spring is
0.5 m with peak period of 3.8 s and in winter 1.3 m with
period of 5.3 s. Higher waves are produced in storm condi-
tions (Soomere et al., 2008). In the Gulf of Riga wave
propagation and growth are limited by shallow and narrow
straits. Annual average wave height is between 0.25 and
0.5 m (Suursaar et al., 2012). According to Raudsepp et al.
(2011) the peak period ranges between 2.3 and 8 s.

In Fig. 1 red and black squares show the stations where the
measurements were taken for comparison with the simula-
tions. Measurements in the Gulf of Finland (Fig. 1, station A)
were conducted by the Finnish Meteorological Institute (FMI)
at a site where water depth is 43 m. The device used was the
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WAVERIDER MKIII directional wave buoy, which measures
surface acceleration. Waves with period of 1.6 s and higher
were registered. Measurements close to Saaremaa Island
(Fig. 1, Station B) were conducted by the Estonian Marine
Institute (Suursaar, 2013). The water depth at the measure-
ment site was 5.5 m. The measurements were taken with a
bottom mounted RDCP-600 (Recording Doppler Current Pro-
filer), which measured the instantaneous dynamic pressure
above its sensor. The pressure was further converted to
surface elevation spectra with linear wave theory. Due to
the attenuation of the pressure signal, there was a high-
frequency cut-off and only waves with period of 2.6 s and
bigger were measurable. As a result the realistic significant
wave height can be higher than measured.

For remotely sensed data, a TerraSAR-X multi-look ground
range detect (MGD) Stripmap product was used. The image
was acquired with VV polarization and the pixel size was
1.25 m. Here the image acquired for the morning of 29 Octo-
ber 2013 (at 04:57 UTC) was used, which coincided with the
storm maximum. The area of the image is shown on Fig. 1 as a
black rectangle.

2.2. Numerical model

The SWAN model used in this study is a third-generation
numerical wave model developed at the Delft University of
Technology, in The Netherlands (Booij et al., 1999). Waves
are described with the two-dimensional wave action density
spectrum. The action density spectrum N is considered
instead of the energy density spectrum E because in the
presence of ambient currents, action density is conserved,
but energy density is not. Action density is related to energy
density through the relative frequency s (Whitham, 1974):

Nðs; uÞ ¼ Eðs; uÞ
s

: (1)

Relative frequency is observed in a frame of reference
moving with the current velocity, and u is the wave propaga-
tion direction (the direction normal to the wave crest of each
spectral component). SWAN solves the spectral action bal-
ance equation without any a priori restrictions on the spec-
trum for the evolution of wave growth (Booij et al., 1999).
The action balance equation in Cartesian coordinates reads:

@N
@t

þ cg ! þ u !� �rx;yN þ @csN
@s

þ @cuN
@u

¼ Swind þ Snl3 þ Snl4 þ Swc þ Sbot þ Sdb
s

: (2)

On the left-hand side of Eq. (2) the first term represents the
local rate of change of action density in time; the second
term denotes the propagation of wave energy in two dimen-
sional geographical space, where cg ! is the group velocity
and ~u is the ambient current. The third term represents the
shifting of the relative frequency due to variations in depths
and currents (with propagation velocity cs in s space). The
fourth term represents depth induced and current-induced
refraction (with propagation velocity cu in u space). On the
right-hand side of the action balance equation is the source
term that represents all physical processes which generate,
redistribute or dissipate wave energy. These terms denote,
respectively, wave growth by the wind Swind, non-linear
transfer of wave energy through three-wave Snl3 and four-
wave interactions Snl4 and wave dissipation due to white-
capping Swc, bottom friction Sbot and depth-induced wave
breaking Sdb (The SWAN team, 2013a).

2.3. Accounting for currents and sea level in
SWAN

The SWAN is not capable of calculating surface currents
and sea levels. In order to take them into account they
have to be presented as input. If there is no current or sea
level input data, they are assumed to be zero (The SWAN
team, 2013b).

2.3.1. Wind
Two mechanisms are used to describe the transfer of wind
energy to waves — a resonance mechanism and a feed-back
mechanism. For a more precise description see Phillips (1957)
and Miles (1957). Wave growth is the sum of linear (A) and
exponential (B) growth:

Swindðs; uÞ ¼ A þ BEðs; uÞ; (3)

in which A and B depend on wave frequency and direction,
and wind speed and direction. Linear wave growth contrib-
utes to the initial stages of wave growth. As the waves grow
they start to affect the wind induced pressure field, which
results in a larger energy transfer from the wind as the waves
grow.

To account for the currents the apparent local wind speed
and directions are used (The SWAN team, 2013a). In the
presence of surface currents travelling opposite to the wave
direction the transfer of wind energy to the waves is stronger
and vice versa.

2.3.2. Kinematic effects
In Eq. (2) the kinematic effects are presented with left-side
terms, except the time derivative term. As stated by Whi-
tham (1974), wave energy propagation velocities in spatial
and spectral space can be described by the kinematics of a
wave train. In spatial space it reads:

d~x
dt

¼ cg ! þ~u ¼ 1
2

1 þ 2j~kjd
sinhð2j~kjdÞ

  !
s~k

j~kj2
þ~u; (4)

where k is wave number vector and d is the total water depth.
In spectral space:

cs ¼ @s

@d
@d
@t

þ~urx;yd
� �

�cg~k
@~u
@s

; (5)

cu ¼ �1
k

@s

@d
@d
@m

þ~k
@~u
@m

� �
; (6)

where s is the space coordinate in the wave propagation
direction of u and m is a coordinate perpendicular to s (The
SWAN team, 2013a).

From kinematics in spatial space and spectral space
(Eqs. (4)—(6)) it is observed that, when waves and currents
are propagating in opposite directions, the second left-side
term will be smaller in value in Eq. (2). This will result in an
increase in the wave energy and therefore also in the wave



Table 1 Description of SWAN simulations.

r1 — simulation 1 (Reference simulation) wind
r2 — simulation 2 Wind and surface currents
r3 — simulation 3 Wind and sea level
r4 — simulation 4 Wind, surface currents and sea level
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height. With waves and currents propagating in the same
direction the effect is reversed.

As the sea level changes the total water depth influences
the height of the waves. In nearshore regions, the group
velocity decreases with decreasing water depth. To maintain
a constant flux of energy transport an increase in the energy
density occurs. This results in an increase of the wave height.
With varying surface current and sea level refraction occurs
(Eq. (6)).

2.3.3. Depth-induced wave breaking
Sea level will determine the maximum height of the waves
beyond which the waves will start to break. Energy dissipa-
tion due to depth-induced wave breaking follows the analogy
of breaking of a bore applied to random waves (Battjes and
Janssen, 1978):

Sdbðs; uÞ ¼ Dtot

Etot
Eðs; uÞ; (7)

where Dtot ¼ �aBJQb~sH2
maxð8pÞ�1 is the mean rate of energy

dissipation per unit horizontal area due to wave breaking,
aBJ = 1, ~s is the mean frequency, Qb is the fraction of breaking
waves and H2

max ¼ gd is the maximum wave height that can
exist at the given depth d where g is the breaker parameter
(set to 0.73). Etot is the total wave energy integrated over all
directions and frequencies (The SWAN team, 2013a).

During a surge the water depth deepens and the fraction
of breaking waves reduces. This has the effect of moving the
breaking zone towards the coast and increasing wave heights
in coastal areas.

2.3.4. Whitecapping
Whitecapping is represented by the pulse-based model of
Hasselmann (1974):

Swcðs; uÞ ¼ �G ~s
k
~k
Eðs; uÞ; (8)

where ~k is the mean wave number. The coefficient G depends
on the overall wave steepness (The SWAN team, 2013a). In
the presence of opposing currents waves experience en-
hanced whitecapping, because with opposing current wave
number and wave steepness increases.

2.3.5. Bottom friction
The empirical model of JONSWAP (Hasselmann et al., 1973) is
used to express bottom friction

Sbot ¼ �Cb
s2

g2 sinh2ðkdÞ Eðs; uÞ; (9)

where Cb = 0.038 m2 s�3 is the bottom friction coefficient
(The SWAN team, 2013a).

As the surface currents affect the spectral wave energy,
the bottom friction will also experience change. Bottom
friction will increase with increasing wave energy e.g. in
the case of an opposite current.

2.4. Model set-up and dynamical forcing

A nine-day period was chosen for the simulations, from
23.10.2013 to 31.10.2013. This includes calm to moderate
weather conditions and a storm. In order to achieve realistic
results in coastal areas, a nesting approach was used. The
whole Baltic Sea region was simulated with a resolution of
1 nautical mile (nm). From there boundary conditions were
obtained for the eastern Baltic Sea area, which had a
resolution of 0.5 nm. The area of the 0.5 nm grid is shown
in Fig. 1.

SWAN was forced with a 10 m wind field from the atmo-
spheric model HIRLAM (Unden et al., 2002) interpolated on a
model grid. HIRLAM wind fields had a spatial resolution of
11 km and a temporal resolution of 1 h. Additionally, input of
surface currents and sea level were taken from the HIROMB
model (Funkquist and Kleine, 2007; Lagemaa, 2012). Current
values for the 1 nm grid were taken at a depth of 2 m. For the
0.5 nm grid the depth was 1.5 m. The SWAN computational
grid and HIROMB horizontal grid were defined to be identical
in order to avoid interpolation errors.

For bathymetry the Baltic Sea Bathymetry Database data
was used (Baltic Sea Hydrographic Commission, 2013). Bathy-
metry was interpolated to the SWAN computational grid
which was identical to HIROMB horizontal grid.

The integration time step for SWAN simulations was
10 min with directional bin width of 108. Input fields of
wind, currents and sea level to the wave model had a time
step of 1 h. Output of SWAN was also requested once per
hour.

Four simulations with SWAN were made using different
dynamical forcings. Wind, surface currents and sea level
were considered. In Table 1 there is a description of all
the simulations. First a reference simulation with SWAN
where there was only forcing by wind. On the second simula-
tion, in addition to the wind, surface currents were included.
With the third simulation, wind and sea level impact were
taken into account. Finally, in the fourth simulation, all the
dynamical forcings were present.

In this study it is assumed that the current and sea level
are not affected by the wave field.

2.5. Wave parameters and statistics

The main focus of this study is to investigate the effects of
hydrodynamics on significant wave height (Hs), which is
defined as the mean height of the highest third of waves.
In SWAN it is expressed as Hs ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRR
Eðv; uÞ dv du

p
, where v is

the radian frequency.
To evaluate the performance of the model, four statistical

parameters were calculated for simulations and measure-
ments: the root mean square error (RMSE), the scatter index
(SI), the mean deviation (BIAS) and the correlation coeffi-
cient:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðai�biÞ2
vuut ; (10)



Figure 2 A time series of HIRLAM mean wind speed (blue line) and direction (red circles) near station B from modelling period
23.10.2013 to 31.10.2013. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)
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SI ¼ RMSE
1
N

PN
i¼1bi

�100%; (11)

BIAS ¼
PN

i¼1ðai�biÞ
N

; (12)

where a is the model data, b is the measurement and N is the
number of elements.

In order to see the effects of different dynamical forcings,
the significant wave height changes were studied by compar-
ing the significant wave height of each model simulation
(n = 2, 3, 4) with the reference simulation n = 1 at every
time moment t:

DHsnðtÞ ¼ HsnðtÞ�Hs1ðtÞ: (13)

To see the maximum range of possible change in significant
wave height, the maximum difference over the time period
of the storm day (whole day 29.10.2013) was calculated. The
maximum difference DmHsn for each grid point (lon,lat) was
found as:

DmHsn ¼ DHsnðtnmaxÞ; (14)

where tnmax (Eq. (15)) is the time when the difference of
significant wave height (Eq. (13)) is maximum:

tnmax ¼ argmax jDHsnðtÞjð Þ: (15)

The maximum relative change was also calculated:

DrHsn ¼ DmHsn

Hs1
�100%; (16)

where

Hs1 ¼ Hs1ðtnmaxÞ; (17)

and significant wave height of reference run r1 Hs1 was found
at time moment tnmax.
3. Results and discussion

3.1. Weather and sea state

A time series of HIRLAM 10 m mean wind speed and direction
near the west coast of Saaremaa near measurement station B
(see Fig. 1) is shown in Fig. 2.

From 23.10.2013 to 28.10.2013 mean wind speed ranges
between 4 and 15 m s�1 which is considered to be calm to
moderate weather. The storm, named St. Jude, lasted three
days. It arrived in Estonia in the evening of 28.10.2013 and
reached its highpoint in the early morning of the 29th. The
weather started to calm down at the beginning of the next
day.

At the peak of the storm, on 29.10.2013 at 04.00 mean
wind speed, current velocity, sea level and significant wave
height are shown in Fig. 3. During the storm the mean
wind speed reaches 22 m s�1 (Fig. 3a). Wind was
blowing from the sector S—SW, which is one of the most
frequent wind directions in the Baltic Sea (Jaagus and Kull,
2011).

In Fig. 3b the simulated surface current velocities and
propagation directions (every 10th vector is displayed) at
the highpoint of the storm are displayed. Current speed
reaches up to 195 cm s�1 in the Irbe strait. In the Gulf of
Finland, in Pärnu bay and around Hiiumaa and Saaremaa
the highest currents are up to 90 cm s�1. The simulated
surge reached up to 200 cm, compared to the model zero
level (Fig. 3c). To the south east of Hiiumaa and Saaremaa,
on the Finnish coast and in the Irbe strait the surge was up
to 80 cm. In the deeper parts of the eastern Baltic it
ranged from 80 to 100 cm. Simulated significant wave
height (Fig. 3d) reached 6.5 m in the eastern Baltic Sea.
Entering the Gulf of Finland and Gulf of Riga the wave
height starts to decrease. Near the shore significant wave
height is up to 2.5 m.



Figure 3 On 29.10.2013 at 04.00: (a) mean wind speed and direction (from HIRLAM model); (b) current velocity and direction (from
HIROMB model); (c) the increase in the sea level (from HIROMB model); and (d) significant wave height (from SWAN model).
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3.2. Comparison to measurements

Significant wave height is compared with measurements
taken in deep water (depth 43 m) and close to the shore
Figure 4 Comparison of measurements of significant wave height ta
(measurement station A and B on Fig. 1, respectively). Wave
direction is compared to SAR data. The model point chosen
for comparison with station A is ca 200 m away with a water
depth of 42.85 m.
ken in Gulf of Finland in station A and SWAN simulations r1 to r4.



Table 2 RMSE, scatter index, BIAS and correlation coeffi-
cient are calculated from comparison of measurements in
Gulf of Finland (measurement station A, Fig. 1) and model
results. (a) In the time period from 23.10.2013 00.00 to
31.10.2013 23.00 — the whole modelling period. (b) Time
period during the storm, 28.10.2013 00.00 to 30.10.2013
12.00.

RMSE
[cm]

Scatter
index [%]

BIAS
[cm]

Correlation
coefficient

(a) 23.10.2013 00.00 to 31.10.2013 23.00
Simulation 1 28 22 19 0.95
Simulation 2 25 19 15 0.95
Simulation 3 29 22 19 0.95
Simulation 4 25 19 16 0.95

(b) 28.10.2013 00.00 to 30.10.2013 12.00
Simulation 1 36 21 26 0.95
Simulation 2 29 17 21 0.96
Simulation 3 37 22 27 0.95
Simulation 4 30 18 21 0.96
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In Fig. 4, significant wave height from all four simulations
(r1—r4) is compared. The time period for the validation in
deep water covers the whole simulation period from
23.10.2013 to 31.10.2013. Simulated significant wave height
follows the variability of the measurements well. In general
the wave height is overestimated by the model in all runs. On
29.10.13 there is an unexpected overshoot in all the simula-
tions. It is not caused by meteorological forcing time steps, as
the wind is interpolated linearly over time for the model
input. Simulations r2 and r4 show a slight improvement in the
model results compared to r1 and r3.

Next the statistical parameters for significant wave height
are calculated using Eqs. (10)—(12). Calculated over the
period of 23.10.2013 00.00 to 31.10.2013 23.00 (Table 2a),
the best results are produced with simulations r2 and r4,
where surface currents are accounted for. RMSE for the
reference simulation r1 is 28 cm, SI 22% and BIAS 19 cm.
Taking into account currents (r2) RMSE decreases 3 cm,
scatter index 3% and BIAS 4 cm. Considering only sea level
Figure 5 Comparison of measurements of significant wave height ta
in the simulations has a negative impact on the results. This
may be due to the fact that the measurement point is
situated in deep water. The study of Alari (2013) shows that
sea level plays a more significant role in shallower waters.
Correlation between measurements and the model is reason-
ably good, 0.95 for all the simulations.

Now looking separately at the statistics for the storm
period 28.10.2013 00.00 to 30.10.2013 12.00 (Table 2b), it
is apparent that accounting for surface currents improves the
comparison significantly. As the RMSE of reference simulation
r1 in storm conditions is 36 cm, it decreases when taking
account of currents by 7 cm. The scatter index and BIAS also
show improvement. Correlation goes from 0.95 (r1 and r3) to
0.96 (r2 and r4).

The ad hoc measurements at station B near Saaremaa
Island lasted from 26.10.2013 to 31.10.2013. Measurements
were taken at a location where there were large gradients in
water depth. In the model bathymetry the closest point to
the measurement station had a depth of 21.10 m. Therefore
another point in shallower water, with depth of 7.83 m, was
chosen as a comparison point. The latter point is ca 1 km
away from station B.

In Fig. 5 it can be seen that, as with the deeper water, the
model again overestimates measurements. Reference simu-
lation r1 is closest to the measured results. Taking currents
into account (r2), the significant wave height is overesti-
mated even more. Considering sea level and also surface
currents, both increase the wave height compared to simula-
tions r1 and r2. In the case of current being accounted for, the
increase of significant wave height can be explained by the
changes in the group velocity of waves. With a decrease in the
group velocity in the case of opposing current, in order to
maintain energy flux, the wave energy density has to
increase.

Model deviations from measurements increase when more
dynamical forcings are added to the simulations (Table 3).
This can be caused by several factors. In shallow water
bottom effects occur, making the balance between wind,
surface currents and sea level quite complicated. For exam-
ple, unknown local bathymetrical features not resolved by
the model may be the cause of increasing errors (Tuomi et al.,
2014). While the water depth at station B was 5.5 m only,
ken close to Saaremaa at station B and SWAN simulations r1 to r4.



Table 3 RMSE, scatter index, BIAS and correlation coeffi-
cient between measurements taken close to Saaremaa (mea-
surement station B, Fig. 1) and model simulations.

Simulation RMSE
[cm]

Scatter
index [%]

BIAS
[cm]

Correlation
coefficient

1 26 18 9 0.93
2 27 19 10 0.93
3 29 21 12 0.93
4 30 22 13 0.94

Table 4 RMSE between SWAN and SAR peak directions.

Simulation

1 2 3 4

RMSE [8] 47.10 49.01 47.08 48.94

Figure 7 Significant wave height maximum differences DmHsn loga
29.10.2013.

Figure 6 SWAN peak direction in simulation 1 (black arrows)
are compared with SAR image (red arrows) on 29.10.2013 at
05.00. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this
article.)
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water depth at the model point was 7.83 m. This calls for
higher-resolution simulations, which are outside the scope of
the present study.

Peak wave peak directions calculated with SWAN were
compared to results from SAR images. The area of validation
is shown in Fig. 1. In Fig. 6 SWAN reference simulation peak
directions (red arrows) and directions provided by SAR (black
arrows) are displayed. A moderate difference between the
directions can be seen. In Table 4 RMSE of direction for all
four simulations is presented. It varies between 47.08 and
49.018. Simulation 3, where water level was included in the
simulation, produces the best result, with RMSE of 47.088.

3.3. Spatio-temporal impact of currents and sea-
level

In order to quantify the impact of different dynamical for-
cings, the maximum difference of significant wave height
DmHsn and relative change DrHsn were found with Eqs. (13)—
(17). It was seen from the validations that current and sea-
level effects are most noticeable during the St. Jude storm.
For this reason the day of 29.10.2013 was chosen to evaluate
the spatial variability of the wave field.

In Fig. 7 the probability density functions of spatial DmHsn

distribution are presented on a logarithmic scale. It shows the
distribution of maximum difference of significant wave
height. With simulation r2 (red line), where wind and surface
currents were taken into account, there is a decrease in the
wave height of up to 50 cm and an increase as big as 40 cm
compared to r1. When taking account of wind and sea level
(r3, black line) the difference ranges from �10 to 100 cm.
With varying sea level the increase in the wave height is more
evident. This should be the case, since with increased water
rithmical probability distribution for simulations r2, r3 and r4 on



Figure 8 Time maximum absolute difference DmHsn and relative difference DrHsn in the significant wave height. (a and b) for r2; (c
and d) for r3; (e and f) for r4. Values in a range �40 to 40 cm and �20 to 20% are shown in the figure.
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level the dissipation is less. Accounting for all the dynamical
forcings, the difference of DmHs4 ranges from �50 to 100 cm.

Next the spatial variability of maximum difference of
significant wave height DmHsn is shown in Fig. 8 on the left
side and relative change DrHsn on the right side. The colour
bar ranges from �40 cm to 40 cm in the case of absolute
differences and from �20% to 20% for the relative changes.

In Fig. 8a and b the maximum absolute difference and
relative change in the significant wave height when taking
account of surface currents (r2) is shown. Increase in the
wave height is most evident near coasts and in narrow
straits. In the southern part of the Gulf of Finland near
the coast there is an increase of up to 10 cm (5%). In the
north-east of the Gulf of Riga there is an increase of up to
20 cm (10—15%). Near the west coast of Hiiumaa wave height
difference is about 10—20 cm (up to 20%). In Saaremaa and in
the Irbe strait the difference can reach as much as 40 cm (up
to 20%).



Figure 9 Propagation directions for waves in run r2 and surface
currents on the time moments of maximum differences on
29.10.2013. Every 10th vector is displayed.
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In Fig. 9 every 10th vector of wave and current propaga-
tion direction at time moment tmax (of simulation r2) are
displayed. Wave directions are shown with black arrows and
surface currents with blue arrows. As waves and surface
currents approach opposite directions, currents have the
effect of elevating wave height. For example in Fig. 9 in
Pärnu bay, the Irbe strait and on the west coast of the islands
Hiiumaa and Saaremaa the waves and surface currents are
propagating in opposite directions (or the current direction is
deflected right of the wave directions). This results in a
greater wave height increase, seen also in Fig. 8a.

In the case of currents being accounted for, a decrease of
the significant wave height occurs in deeper parts of the
eastern Baltic Sea. In the Gulf of Riga and Gulf of Finland
there is a decrease of up to 15 cm (5%). In the Gulf of Finland
between 25—268E and 58.8—608N wave height decreases up
to 40 cm (20%) (Fig. 8a and b). In Fig. 9 it is seen that in these
areas waves and surface currents are propagating more or
less in the same direction and this results in a decrease of
significant wave height, which is also consistent with the
theory.

It is likely that the maximum differences in significant
wave height occur in a specific phase of the surface
currents inertial oscillation. The magnitude of the increase
and decrease of significant wave height is influenced by
current velocity. For example in the Irbe strait the current
velocity reaches up to 195 cm s�1 (Fig. 3b) and from Fig. 8a
and b it is seen that in this area the significant wave height
is one of the things most strongly affected by the surface
currents.

In Fig. 8c and d the maximum difference and relative
change of significant wave height when considering wind and
sea level in the run (r3) is shown. In deeper parts of the
eastern Baltic Sea, where the waves are not affected by the
sea bed, there is an increase in the significant wave height of
about 5 cm with relative increase of 5%. Near the coast,
where the bottom effects come into play, a bigger increase in
the wave height is noticeable. In coastal areas the maximum
difference of significant wave height between reference run
r1 and r3 is up to 40 cm (20%). Also in specific locations in the
Gulf of Finland and in the Gulf of Riga there is a possible
increase in wave height of 40%. It is seen that areas most
significantly affected by sea-level are well exposed to the
wind. This is also consistent with the work by Alari (2013).

In Fig. 8e and f it is shown the joint effect of surface
currents and sea level on the wave field. On areas open to the
wind the total impact of surface currents and sea level on
wave height increases. For example in Pärnu bay when
accounting for just currents the difference is up to 20 cm
(10—15%), but the joint effect increases the wave height up
to 40 cm (20%). The spatial variability patterns of surface
current effects and sea level both remain. The decrease in
the significant wave height remained more or less in the same
areas where it was when there were just surface currents
present.

4. Conclusions

Analysis of spatio-temporal patterns of wave—current—surge
interaction in the eastern Baltic Sea and the corresponding
mechanisms showed the impact of surface currents and sea
level to the evolution of significant wave height. In deep
(>20 m) water, surface currents improved the model-data
comparison, especially in storm conditions. Variations in sea
level had a negligible effect in deep waters, but in shallower
water the effect of sea level was even larger than that of the
surface currents. The extra increase in wave height was most
noticeable in storm conditions and in wind exposed areas.
During extreme storms, the joint effect of currents and sea
level produced changes in the significant wave height from
lowering it by as much as 50 cm (mostly offshore), compared
to the control run, to increasing it up to 100 cm (nearshore).
The relative differences of up to 20% being distributed non-
symmetrically. Considering the effect of surface currents
only, the range was between �50 and 40 cm whereas the
sea level induced changes were between �10 and 100 cm,
compared to the control run. The differences in significant
wave heights were favoured under a specific phase of inertial
oscillation of the surface currents.

As the wave growth effect is concentrated in the narrow
coastal zone, even a 0.5 nautical mile model grid was not
accurate enough to capture all the local topographical fea-
tures. For further studies of this kind, higher resolution
models should be used and appropriate (directional) mea-
surements in shallow water are needed for model validation.
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Summary The collision of the warm and salty southward flowing Brazil Current and the cold
and relatively fresh northward flowing Malvinas Current produces a strong frontal zone known as
the Brazil—Malvinas Confluence Zone (BMCZ). This is featured by intense presence of eddies and
meanders and is one of the most energetic areas of the world oceans. We apply the statistical
method of Fisher—Shannon (FS) to the time series of sea surface temperature, derived from the
satellite Advanced Very High Resolution Radiometer (AVHRR) imagery, acquired from 1984 to
1999. The FS method consists of the joint application of Fisher information measure (FIM) and
Shannon entropy (SE), measuring respectively the degree of organization and the disorder of a
system. Our findings indicate that the FS method is able to locate very clearly the BMCZ, which
corresponds to the less organized and more disordered area within the area of confluence
between the Brazil and Malvinas Currents.
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1. Introduction

The South Atlantic's circulation presents several character-
istics that are very significant for climate variability. In this
region, which is the main source of equatorial surface and
thermocline waters (Blanke et al., 1999; Matano et al., 1993;
Speich et al., 2007), the circulation affects the climate of the
surrounding continents by influencing the distribution of the
sea surface temperature (SST) through lateral advection
and/or by propagation of anomalies within the mixed layer
(Kushnir et al., 2002). The South Atlantic is linked with the
Indian and Pacific Oceans, and therefore it provides a gate-
way by which the Atlantic meridional overturns.

In the South Atlantic, the Brazil—Malvinas Confluence
Zone (BMCZ) is crucial to understand circulation and heat
transport processes (Wainer et al., 2000). The BMCZ is
located off the coast of Argentina and Uruguay, at the
convergence between the warm poleward flowing of the
Brazil Current and the cold equatorward flowing of the
Malvinas Current, between 358S and 458S latitude and
508W to 708W longitude. The confluence of these two cur-
rents originates a strong thermocline and the formation of
many high energy eddies (Maamaatuaiahutapu et al., 1998)
(Fig. 1).

The Brazil Current carries warm subtropical water with
typical temperature values between 18 and 288C. It generally
Figure 1 Map of the Argentinean continental shelf with the
warm poleward flowing Brazil Current (red) and the cold equa-
torward flowing Malvinas Current (blue). Also indicated are the
Malvinas Current return (MC return), the Brazil Current extension
(BC ext.) and the Brazil Current return (BC return). The conti-
nent and the shelf up to the 1000 m and 200 m isobath are
indicated by dark gray and light gray line respectively. (For
interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
flows in the upper 600 m of the ocean and its volume trans-
port at the confluence zone is upwards of 20 Sv with speeds
over a half a meter per second (Evans et al., 1983; Memery
et al., 2000; Peterson and Stramma, 1990). The Malvinas
Current, a branch off of the Antarctic Circumpolar Current,
carries cold and relatively fresh subantarctic water, between
60 and 90 Sv and speeds varying from about 0.5 m s�1 to
about 1 m s�1. Interestingly, the Malvinas Current extends all
the way to the sea-floor, contrarily to the Brazil Current that
is a surface current. The temperature ranges typically around
68C (Vigan et al., 2000; Vivier and Provost, 1999).

After the collision with the Malvinas Current at around
388S, the Brazil Current branches off into two different
paths: the first path is redirected back to the equator
creating a large anticyclonic eddy with the original Brazil
Current; the second one, which is much stronger than the
first one deflects about 458E of its original tract poleward
(Maamaatuaiahutapu et al., 1998). On the contrary, after
the collision the surface flow for the Malvinas Current
becomes much simpler, being redirected poleward, till
about 508S latitude where it once again is detached back
up by the Antarctic Circumpolar Current and heads East
(Matano, 1993).

The southeast deflected Brazil Current flows just east of
the redirected Malvinas current at around 57.58W and
between 408S and 458S (Saraceno et al., 2004, 2006). In this
region SST gradients can be as high as 18C per kilometer. In
this zone, which is characterized by very high energy among
the world oceans (Gordon, 1989), the meanders, eddies, and
filaments are extraordinary. The strong mixing processes
cause high-speed cooling of subtropical waters conveyed
by the Brazil Current, characterizing this area as very impor-
tant for the circulation and heat transport processes (Wainer
et al., 2000). Provost and Le Traon (1993) report the high
inhomogeneity and anisotropy of the BMCZ at the mesoscale.
At shorter frequencies, the Brazil—Malvinas Confluence
variability is intense and is principally governed by the yearly
and semi-annual cycles (Fu, 1996). Podesta et al. (1991) show
that the yearly periodicity is responsible for the most of the
SST variability in the southwestern Atlantic, and, in parti-
cular, of more than 80% of the SST variability on the con-
tinental shelf off the southwestern Atlantic Ocean. The
eddies, extremely energetic, are featured by intense rota-
tional velocity. Eight or nine different mesoscale eddies with
many other microscale eddies could exist at any time. Even if
many studies have been done on these high energy turbulent
mixing areas, the deep knowledge of these mesoscale pro-
cesses is still challenging and far from being completely
understood (Tokinaga et al., 2005).

Joint use of advanced statistical techniques and satellite
images have advanced our knowledge of the relevant scales
and features of ocean properties (i.e., Denman and Abbott,
1994; Doney et al., 2003; Lentini et al., 2002; McClain et al.,
1998; Stammer, 1997). The application of singularity analysis
to SST images has recently suggested a different conceptual
approach to the identification of flow patterns from satellite
images (Isern-Fontanet et al., 2007; Turiel et al., 2005).
Experimental studies of the chaotic properties of oceanic
processes have been performed for several years; for
instance, Osborne et al. (1986) and Brown and Smith
(1990, 1991) investigated deeply the chaotic behavior of
oceanic large and mesoscale motions.
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Up to now, the majority of researches dealing with SST
satellite images in the BMCZ have focused on the complexity
of the mesoscale surface structures. Podesta et al. (1991) and
Legeckis (1978), using National Oceanic and Atmospheric
Administration (NOAA) Advanced Very High Resolution Radio-
meter (AVHRR) imagery, revealed the highly time variability
of the southward extension of the Brazil Current and eddy
generation.

In our study, we aim at describing quantitatively the
temporal variations of the SST in the BMCZ by using a
statistical approach, the so called Fisher—Shannon (FS)
method, never used in the context of ocean dynamics and
in particular to investigate the variability of the SST. The FS
approach is based on the information content of the time
series using the statistical measures of the Fisher information
measure and the Shannon entropy, and is a powerful statis-
tical method to gain into insight the inner dynamics of a
complex system like the BMCZ.

2. Data

The SST data analyzed in the present study were part of those
produced for the western South Atlantic Ocean on the base of
the agreement between Servicio Meteorológico Nacional of
Argentina (SMN) and the University of Miami's Rosenstiel
School of Marine and Atmospheric Science (RSMAS). The
SST fields were derived from data collected by the Advanced
Very High Resolution Radiometer (AVHRR), (Olson et al.,
1988; Podesta et al., 1991), an infrared radiometer flying
onboard polar-orbiting satellites of the National Oceanic and
Atmospheric Administration (NOAA). For more information
on the AVHRR and NOAA satellites, the reader is referred to
the Users' Guide available on www.noaa.gov. The data were
recorded at the HRPT Receiving Station operated by SMN in
Villa Ortúzar, Buenos Aires, Argentina.

The SST was subjected to atmospheric correction by
measuring radiance from the same field of view at two
wavelengths (Anding and Kauth, 1970; McClain et al.,
1985).

The SST data were compared to in situ measurement for
the investigated area (Bava, 2004; Bava et al., 2002; Kilpa-
trick et al., 2001; Lentini et al., 2001; Saraceno et al., 2004).

The time span is 15 years, from July 1984 to July 1999 and
is constituted by 1080 5-day composite images with an
approximately 4 km � 4 km resolution. The compositing is
done by keeping the warmest pixel among all images avail-
able for the 5-day period; in this manner, if a pixel is cloud-
contaminated, its temperature is generally lower than that
of a pixel in open water. As clouds move within the compo-
siting considered period, the same pixel on a subsequent
image may be cloud-free and, consequently, will have a
higher SST value. By keeping the warmest value in a series
of images, one would decrease the cloud coverage effect in
the composited image. However, despite the numbers of
individual composite images, cloud coverage would persist
over some areas at some times, causing that the SST retrie-
vals for some pixels are not valid in some composite images
(Bernstein and Chelton, 1985; Njoku, 1985; Njoku et al.,
1985). Fig. 2 shows the spatial distribution of the mean SST
value and, as an example, the time variation of five pixels in
the BMCZ.
3. The Fisher information measure and the
Shannon entropy

The Fisher information measure (FIM) and the Shannon
entropy are statistical quantities well known in the context
of information theory, efficiently used to investigate complex
non-stationary signals. The FIM reveals how much organized
or ordered is a time series, while the Shannon entropy
informs on how much uncertain or disordered a system is.

The FIM was first introduced by Fisher (1925) in the
context of estimation theory. Later, it was employed in large
variety of applications. Frieden (1990) employed the FIM to
represent the evolution laws of physical systems. Martin
et al. (1999, 2001) applied it to distinguish the time varia-
tions of electroencephalograms (EEG) in order to emphasize
significant dynamic changes. Complex phenomena in the field
of geophysics and environmental sciences, such as continuous
seismic signals measured in volcanic areas, electromagnetic
signals related with the generation of earthquakes, and time
series of atmospheric particulate matter were investigated
by using the FIM to get information about the dynamical
mechanisms governing their time variability and to detect
precursory signatures of critical phenomena (Lovallo and
Telesca, 2011; Telesca and Lovallo, 2011; Telesca et al.,
2010, 2011, 2009).

Shannon entropy quantifies the uncertainty of the predic-
tion of the outcome of a probabilistic event (Shannon, 1948),
being, then, zero for a deterministic event. Instead of the
Shannon entropy, the so-called Shannon power entropy NX

(defined below) is generally used to avoid the difficulty of
negative information measures that can arise when the Shan-
non entropy is used with a continuous distribution function.

Let f(x) be the probability density of the SST time series,
then its FIM is given by

FIM ¼
Z þ1

�1

@

@x
fðxÞ

� �2 dx
fðxÞ ; (1)

and its Shannon entropy is defined as (Shannon, 1948):

HX ¼ �
Z þ1

�1
fXðxÞ log fXðxÞ dx: (2)

As specified above, the notion of Shannon entropy power will
be used (Angulo et al., 2008)

NX ¼ 1
2pe

e2HX : (3)

The quantitative value of the FIM and the Shannon entropy
power depends on the right computation of the probability
density function f(x), estimation of which can be performed
by using the kernel density estimator technique (Devroye,
1987; Janicki and Weron, 1994) as shown in Eq. (4)

f̂MðxÞ ¼ 1
Mb

XM
i¼1

K
x�xi
b

� �
; (4)

with b the bandwidth, M the number of data and K(u) the
kernel function, which is a continuous non-negative and
symmetric function satisfying the two following conditions

KðuÞ � 0 and
Z þ1

�1
KðuÞ du ¼ 1: (5)

http://www.noaa.gov/
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Figure 2 Spatial distribution of the mean sea surface temperature (SST) value and, as an example, the time variation of five pixels in
the Brazil Malvinas Confluence Zone (BMCZ). The SST spatial patterns clearly highlights the interactions between the warmer Brazil
Current and the colder Malvinas Current.
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Figure 4 Spatial distribution of the Fisher information measure
(FIM) of the SSTd. The BMCZ occupies the region with lower FIM.
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In our study, f(x) was estimated by using Troudi et al.'s
algorithm (2008) combined with Raykar and Duraiswami's
method (2006), in which a Gaussian kernel with zero mean
and unit variance is used:

f̂MðxÞ ¼ 1

M
ffiffiffiffiffiffiffiffiffiffiffi
2pb2

p XM
i¼1

e�
ðx�xiÞ2
2b2 : (6)

4. Results and discussion

The strong contrast in sea-surface temperature over the
southwest Atlantic makes satellite infrared and color images
particularly appropriate tools for studying the BMCZ. We
examined 15 years (1984—1999) of AVHRR images to analyze
the structure of the collision region (i.e., between 52.58W
and 568W and 368S and 408S) where the Malvinas and Brazil
currents produce a very active front.

Because of the presence of some anomalous SST values,
very probably due to errors, a data pre-processing was
performed and all the SST values deviating from the mean
of more than 3 standard deviations were filtered out.

As shown in Fig. 2, the pixel time variation is subjected to
seasonal cycles that are necessary to be removed before
applying the FS method and to avoid any cycle-induced effect
on the results. Since the sampling time of the SST data is not
always regular, the cycles were not removed by using the
Fourier filtering, but calculating for each 5-day composite
the anomaly SSTd = (SST � hSSTi) where the composite mean
hSSTi is calculated for each calendar day, e.g., 1st January, by
averaging over all years in the record. This filtering proce-
dure for satellite data was already applied by Telesca and
Lasaponara (2005, 2006). Fig. 3 shows the spatial distribution
of the mean SSTd; as it can be clearly seen, the mean SSTd is
Figure 3 Spatial distribution of the mean sea surface temper-
ature anomaly (SSTd). The mean SSTd is very low and homo-
geneously spatially distributed in the investigated area,
indicating that the time dynamics of each pixel is not influenced
by any bias due to persistent relatively high or low mean value.
very low and homogeneously spatially distributed in the
investigated area. This indicates that the filtering procedure
was correctly done and the time dynamics of each pixel is not
influenced by any bias due to persistent relatively high or low
mean value. To each SSTd time series the FS method was
applied. Figs. 4 and 5 show the spatial distribution of the FIM
and Shannon entropy, respectively.
Figure 5 Spatial distribution of the Shannon entropy power of
the sea surface temperature anomaly (SSTd). The BMCZ occupies
the region with higher Shannon entropy.



Figure 8 Profile of the SST mean value at 53.48W and varying
the latitude. The SST profile increases as the latitude increases.
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The FIM and Shannon entropy values can be used to
classify the water masses at each pixel. What is striking
here, is that the FS analysis suggests that the order/organi-
zation structure of the time series of the pixels within the
zone occupied by the Brazil Current and of those occupied by
the Malvinas Current is rather the same. For instance, com-
paring the pixels, at longitude �53.48W and varying the
latitude, both the Shannon entropy (Fig. 6) and FIM
(Fig. 7) show that the pixels at latitudes from �328S and
�368S (where the Brazil Current flows) and those between
�508S and �528S (where the Malvinas Current flows) are
characterized by the same order/organization structures,
being featured by high FIM and low Shannon entropy values.
The same two sets of pixels, instead, are characterized by
very different SST patterns, being the first set warmer than
the second set (Fig. 8). It is clearly visible that the confluence
occupies the region with higher Shannon entropy (Fig. 5) and
lower FIM (Fig. 4) (as it can also be observed looking at
the latitudinal variation of the FIM and Shannon entropy 
Figure 7 Profile of the Fisher information measure (FIM) at
longitude 53.48W and varying the latitude. The FIM shows that
the pixels at latitudes from �328S and �368S (where the Brazil
Current flows) and those between �508S and �528S (where the
Malvinas Current flows) are characterized by the same organiza-
tion structures, being featured by high FIM values.

Figure 6 Profile of the Shannon entropy power at longitude
53.48W and varying the latitude. The Shannon entropy shows that
the pixels at latitudes from �328S and �368S (where the Brazil
Current flows) and those between �508S and �528S (where the
Malvinas Current flows) are characterized by the same order
structure, being featured by high low Shannon entropy values.
(Figs. 6 and 7)); therefore, the FS analysis of the spatial
distribution of the SSTd reveals that the BMCZ can be quite
precisely spatially located, because it is characterized by
higher Shannon entropy and lower FIM.

These results point out to a peculiar dynamical character-
ization of the investigated area: the warmer water masses of
the Brazil Current and the colder water masses of the Mal-
vinas Current are dynamically similar in terms of order/
organization structure of the time series of the SST; while,
in the BMCZ, where the two currents converge, the level of
disorder (organization) of the structure of the SST time series
increases (decreases). Such increase of the level of disorder
is associated with a higher uncertainty and higher irregularity
of the time series of the pixels occupying the BMCZ. Since the
FIM and Shannon entropy have the capability to discriminate
between regular and chaotic trajectories (Martin et al.,
2001), the higher value of the Shannon entropy or lower
value of FIM in the BMCZ indicates the higher chaotic regime
that governs the dynamics of SST in the BMCZ.

This result is in agreement with the findings of Morel et al.
(2014), who applied to the BMCZ an analysis of specific
Lagrangian patterns in an unsteady chaotic flow which orga-
nize the transport through the regional oceanic dynamic
features. The spatial distribution of their finite-time Lyapu-
nov exponent (FTLE) shows that the high-valued zone, which
corresponds to a high-mixing and high-variability zone, coin-
cides with the BMCZ. Even the spatial distribution of the
largest finite-time Lyapunov exponent (L-FTLE), estimated
by computing from the geostrophic velocities, shows that the
most intense values are over the BMCZ, whose dynamics is
associated to stirring processes that, in general, create
filaments, which are stretched in progressively thinner struc-
tures and are eventually dispersed by small-scale turbulence.

We performed a complementary analysis on the SSTd time
series calculating the mean SSTd gradient distribution. For
each pixel, at a specified time, the gradient magnitude is
calculated using centered differences as (Saraceno et al.,
2004):

kgradðSSTdðiÞÞk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSTdðix þ 1Þ�SSTdðix�1Þ

distðix þ 1; ix�1Þ
� �2

s

þ SSTdðiy þ 1Þ�SSTdðiy�1Þ
distðiy þ 1; iy�1Þ

� �2

; (7)



Figure 9 Spatial distribution of the gradient of the sea surface
temperature anomaly (SSTd). Between 368S and 408S (respective-
ly, the northern and southern limits of the Brazil-Malvinas Collision
front), the mean SSTd gradient is characterized by the highest
values correlating well with the Shannon entropy and FIM.
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where (ix � 1) and (ix + 1) are the neighbors of the ith pixel in
the X (analogously in Y) direction; dist is the distance in the X
(analogously in Y) direction. Then, the time average of all the
gradients for each pixel is calculated and the mean SSTd
gradient distribution is shown in Fig. 9. Alike the Shannon
entropy (Fig. 5) (FIM (Fig. 4)) on the along-shelf section shows
local maxima (minima), between 368S and 408S (which re-
spectively correspond to the northern and southern limits of
the Brazil-Malvinas Collision front), even the mean SSTd
gradient presents the highest values between these limits
(Fig. 9), and, thus, it correlates well with the Shannon
entropy and FIM. The mean SST (Fig. 2) shows that the
transition region from the colder subantarctic waters (8—
128C) to the warmer subtropical waters (>168C) occurs
within this zone. The inflection point in Fig. 2 is located
near to 38.28S, corresponding also to the latitude of the
maximum in the mean SSTd gradient. Thus we associate this
point (between 52.58W and 568W and 368S and 408S) to the
time-averaged position of the Brazil-Malvinas Collision front
along the section. The intersection between the along-shelf
section and the coincident mean positions of the Subantarc-
tic Front and Brazil Current Front as estimated by Saraceno
et al. (2004) is in good agreement with our results. In fact,
the mean SSTd gradient at the along-shelf section assumes
the highest values within a range of about 500 km between
38.28S and 408S (Fig. 6). This range of migration coincides
with separation between the frontal positions derived from
SST frontal probability maps obtained by Saraceno et al.
(2006, 2004).

The displacement of the front along the section is also
observed between the same range of latitudes for the rest of
the available Shannon entropy data and for the remote
sensing SSTd gradient data set.

5. Conclusions

The upper layers in the western Argentine Basin present
intense current systems, such as the Brazil Current and the
Malvinas Current, which are associated with strong ther-
mocline fronts (Saraceno et al., 2004). Cross frontal mixing
creates small-scale thermohaline structures (Bianchi
et al., 1993, 2002), which may enhance the vertical stra-
tification of subantarctic waters, and also lead to small-
scale SST exchange (Brandini et al., 2000). In addition,
current instabilities generate one of the most energetic
regions of the world oceans due to the strong presence of
eddies and meanders (Chelton et al., 1990). Such region is
known as the Brazil—Malvinas Confluence Zone (BMCZ). For
the first time, up to our knowledge, the SST time series
derived from the AVHRR satellite imagery, were analyzed
by using an advanced statistical method, the Fisher—Shan-
non method, which is capable of capturing the organiza-
tional features of a dynamical system. The calculation of
the Fisher information measure (FIM) and the Shannon
entropy power for all the pixel time series of SST covering
the continental shelf has revealed that the most disor-
dered and less organized structures in SST are located in
correspondence with the BMCZ. This result is in good
agreement with the most recent findings of chaotic beha-
vior detected in the BMCZ.
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Summary The presence of exotic fish species in the Baltic Sea and its tributaries poses a serious
threat for native ichthyofauna, mainly due to the spread of new pathogens. As the accurate
identification of species is essential for an effective assessment of changes related to
the appearance of non-native species in an aquatic environment, in this paper we tested the
usefulness of biometrics and molecular markers in identifying a specimen from the Mugilidae
family found in the Odra estuary. The results demonstrated that unambiguous identification of
the specimen using biometric features was impossible due to high morphological similarities
shared by grey mullets. Unambiguous identification was possible only due to molecular markers,
e.g. rhodopsin gene, which helped to identify the collected fish specimen as Liza ramada
(Risso, 1827), the first specimen of this species found in the Odra River estuary. The presence
of an L. ramada specimen in the Odra River — which could signal the expansion of non-native
species into wider ranges — may be linked to climate change or human activity.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecom-
mons.org/licenses/by-nc-nd/4.0/).
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Figure 1 Thinlip grey mullet, Liza ramada caught in the Odra
River, lateral view.
1. Introduction

According to diverse estimates, the number of fish species in
the seas surrounding Europe fluctuates between 40,000 and
48,000, constituting 15% of the estimated 230,000 marine
species (Costello and Wilson, 2011). Based on the variety of
available data (published papers, reports, grey literature,
unpublished data), the Baltic Sea including Kattegat is host
to at least 6065 species, including about 200 fish species
(Ojaveer et al., 2010). The number of Baltic marine fish
species gradually decreases eastwards from the Danish straits
towards the Gulf of Finland (Nellen and Thiel, 1996),
as for numerous fishes the conditions of the Baltic Sea
are unfavorable, especially the salinity and temperature
(Thiel et al., 1996). However, in recent years both rare
and exotic species, for example the European seabass
(Dicentrarchus labrax), the tub gurnard (Chelidonichthys
lucernus), the Ballan wrasse (Labrus bergylta), the saithe
(Pollachius virens) and the swordfish (Xiphias gladius)
have been recorded in the southern Baltic and its estuaries
(Keszka and Raczyński, 2002; Keszka et al., 2003; Krzykawski
et al., 2001). Some species often occur unexpectedly in
new regions following expansion of their natural range
(Mohra, 1988; Nehring, 2002). One of these is the thicklip
grey mullet (Chelon labrosus (Risso 1827)) which lives in the
North Atlantic.

The Mugilidae family consists of more than 72 species from
17 fish genera with a worldwide distribution (Nelson, 2006).
In the seas surrounding Europe, the Mugilidae family consists
of 6 native and 1 exotic species in which only Oedalechilus
labeo does not thrive in freshwater inland conditions (Kot-
telat and Freyhof, 2007). To date, C. labrosus has been the
only Mugilidae species to be found in Polish marine areas
(Czerniejewski et al., 2008; Grygiel, 2009). There are also
two other Mugilidae species, i.e. Liza aurata and Liza
ramada, that may potentially enter Polish sea waters from
adjacent areas, e.g. North Sea (Winkler et al., 2000). Gen-
erally, grey mullets are easily recognized from other
Acanthopterygii fishes by the two widely separated small
dorsal fins (anterior fin with 4 slender spines and a soft-rayed
posterior fin). While within the Mugilidae family it is cumber-
some to identify grey mullets due to the high morphological
similarities shared between the species (Menezes et al.,
2010). Identification of the Mugilidae species occurring in
European waters on the basis of external characteristics
depends mainly on the combination of several measurable
characters, the appearance of scales on the head or the
number of scale rows around the caudal peduncle. It cannot
be based on the body shape or color, which are very similar for
all Mugilidae, especially for juvenile specimens (Kottelat and
Freyhof, 2007). The main purpose of this study was to
characterize and identify a Mugilidae specimen caught in
Polish waters for the first time. Additionally, the aim was to
compare the usefulness of biometric and molecular data
applied in this study.

2. Material and methods

The study was carried out on a fish specimen caught with a
fyke net during summer season in the Szczecin Lagoon near
the town of Stepnica, GPS coordinates: 5383903.2100N,
14836039.3400E. The fish was measured with an electronic
caliper and its mass was determined with the use of an Axis
3000 scale. Biometric data for 32 measurable and 7 countable
characters was collected according to the methodology pub-
lished by Brylińska (2000). The age of the fish was determined
following the guidelines for fish age determination published
by Glamuzina et al. (2007). The sex of the collected specimen
was assessed based on gonad inspection.

2.1. Molecular analysis of RH1 and COI
sequences

A fin clip of the grey mullet was excised and DNA extraction
was performed with the use of a peqGOLD Tissue DNA Kit
(PEQaLAB Biotechnologie). Purity and concentration of DNA
eluates were assessed on a 1.5% agarose gel with the use of
a Nanodrop ND-1000 spectrophotometer (Thermo Fisher
Scientific Inc.). Genetic identification of the collected
specimen was carried out based on the amplification of
rhodopsin (RH1) and subunit I of cytochrome oxidase (COI)
regions. The reactions were based on the primers Rod-F2W
+ Rod-R4n (Sevilla et al., 2007) and FishF2_t1 + FishR2_t1
(Ivanova et al., 2007) according to methodological guide-
lines provided by the respective authors. The results of
each PCR were verified by separating the analyzed samples
in 1.5% agarose gel, and then each PCR product was
sequenced bidirectionally according to Sanger's method
(Genomed, Poland). The results of sequence analysis
were then analyzed with the following software: BLAST,
MEGA5 and BioEdit (Altschul et al., 1990; Hall, 1999;
Tamura et al., 2007).

3. Results

The Mugilidae fish specimen caught in the Szczecin Lagoon
was a 5-year old male, characterized by the taxonomical
formulae D1 IV, D2 I7, A III9, V I5, PI14, l.l.41. The body is
spindle-shaped and elongated, with two short dorsal fins; the
head is strongly flattened. Morphometric characteristics of
the thinlip grey mullet are presented in Fig. 1, as well as the
detailed measurements are available as supplementary
material (S1).



Table 1 Genetic distances between sequences based on Kimura's two-parameter model (K2P).

Liza_ramada (this_study)

Liza_ramada 0.002
Liza_ramada(2) 0.002 0.000
Liza_ramada(3) 0.002 0.000 0.000
Chelon_labrosus 0.004 0.007 0.007 0.007
Chelon_labrosus(2) 0.004 0.007 0.007 0.007 0.000
Chelon_labrosus(3) 0.004 0.007 0.007 0.007 0.000 0.000
Liza_aurata 0.007 0.009 0.009 0.009 0.007 0.007 0.007
Liza_aurata(2) 0.007 0.009 0.009 0.009 0.007 0.007 0.007 0.000
Liza_aurata(3) 0.007 0.009 0.009 0.009 0.007 0.007 0.007 0.000 0.000
Liza_saliens 0.007 0.009 0.009 0.009 0.002 0.002 0.002 0.009 0.009 0.009

198 R. Panicz, S. Keszka/Oceanologia 58 (2016) 196—200
3.1. Genetic identification of Liza ramada

Sequences obtained in this study were compared with records
deposited in GenBank, resulting in a COI sequence similar with
a record submitted for a thinlip grey mullet sample collected in
Italy (EU392240). Screening of the GenBank sequence data-
base resources with the RH1 sequence did not reveal entirely
homological records, therefore the RH1 sequence was
submitted and may be accessed as KM435345. Sequence
analysis through the GenBank search for the COI sequence
enabled correct assignment of the collected specimen as
L. ramada. Comparison of the RH1 sequence derived in this
study with those submitted in GenBank for L. ramada
(JX298797.1, EU224158.1, EU224157.1) and related species,
such as Liza saliens (Y18670.1), L. aurata (EF439127.1,
Y18671.1, KF017144.1) or C. labrosus (DQ197837.1, Y18669.
1, JX298796.1), revealed that this sequence may be used as a
genetic marker. Genetic diversity among the aforementioned
sequences ranged from 0.0% within the group of L. ramada
sequences, up to 0.9% between L. ramada and L. saliens
records (Table 1). Distances calculated between species pairs
showed that the smallest differences (0.4%) existed between
L. ramada and C. labrosus, whereas the highest between
L. ramada specimen and L. aurata or L. saliens amounted
to 0.7%.

4. Discussion

Correct assignment of Mugilidae species into one of the
following genera: Liza, Chelon or Mugil, has been widely
studied due to the significant morphological and genetic
resemblances (Fraga et al., 2007; Semina et al., 2007). Results
obtained by Heras et al. (2009) have shown that it is necessary
to carry out additional genetic studies to provide reliable
genetic markers for the species phylogeny description. In this
study we analyzed the usefulness of two genetic markers, with
only RH1 allowing the correct classification of the found
L. ramada specimen. The selection of an appropriate mole-
cular marker is particularly important for the Mugilidae
family, consisting of a large number of species (Chauhan and
Rajiv, 2010; Polyakova et al., 2013). Imsiridou et al. (2007)
embarked on the task of genetic identification of six Mugilidae
representatives (M. cephalus, M. soiuy, C. labrosus, L. aurata,
L. saliens and L. ramada). For this purpose, they used the
5S rDNA marker, which provided interesting facts about the
phylogeny of the Mugilidae family. According to the authors
L. ramada and L. aurata are clustered together but L. ramada
and C. labrosus differ significantly. In the present study, where
the main aim was to identify a mullet specimen, the latter
group had the highest similarity. Phylogenetic relationships
among Mugilidae species are very complex and investigating
them through carefully selected molecular markers is neces-
sary to obtain reliable results. The 0.2% difference between
the sequence from the collected specimen and that deposited
at GenBank for the species L. ramada (JX298797.1, EU224158.
1, EU224157.1) results from a sequencing error, the presence
of Y (T or C) from the IUPAC code in those sequences. The
sequence obtained in this study is free of errors and was
submitted to GenBank (KM435345), and may be successfully
used for species assignment within the Mugilidae family. In our
opinion, the present study delivers a reliable molecular marker
which might be used through amplification and sequencing.
The authors of this paper do not support the idea of the
interchangeable use of the genus name Liza or Chelon (Semina
et al., 2007). Based on analysis of RH1 pairwise genetic dis-
tances we found 0.4% differences between L. ramada and
C. labrosus sequences (Table 1). The results indicate that the
smallest genetic distance between L. ramada and C. labrosus
are consistent with the results obtained by Heras et al. (2009).

The natural range of a given species is often dictated by its
optimal environment. According to Kottelat and Freyhof
(2007), distribution of L. ramada includes the eastern
Atlantic: from the coasts of southern Norway to Morocco,
the Mediterranean and the Black Sea and as a landlocked
population in the Fratel Reservoir, Portugal (Fig. 2). However,
this euryhaline species can exploit fresh water habitats and
tolerate abrupt changes in water salinity (Cardona, 2006;
Thomson, 1990). The occurrence of thinlip grey mullet in
northern Europe is not well known (Jonsson and Jonsson,
2008). The presence of an L. ramada specimen in the Odra
River — which could signal the expansion of non-native
species into wider ranges — may be linked to climate change
or human activity (transport of fish in ballast water). Accord-
ing to Selgado et al. (2004) juveniles of thinlip grey mullet
may often feed in intertidal creeks and small brooks in river
deltas showing fast increase of population density, as it was
reported for the Neretva River (Glamuzina et al., 2007).
Additionally, exceptional water exchange between the Baltic
Sea and the North Sea can result in the temporary occurrence



Figure 2 European distribution of Liza ramada including a new finding in the Odra River.

R. Panicz, S. Keszka/Oceanologia 58 (2016) 196—200 199
of species outside their normal ranges (Berge et al., 2005;
Feistel et al., 2004).

In addition, the biology of European Mugilidae, including
the alien species (especially the juveniles), prompts them to
enter bays and lower reaches of rivers (Carvalho et al., 2007;
Kottelat and Freyhof, 2007; Vieira, 1991). According to
Gruszka (1999), the Odra River estuary belongs to those
water bodies in the Baltic Sea area which are most exposed
to immigration of alien species. Regardless of how the tested
specimen reached the waters of NW Poland (Fig. 2), it is
necessary to perform a detailed characteristic of the first
recorded specimen, as it may constitute a serious threat to
the biodiversity of the native fish fauna of the Odra River.
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Summary Two cruises were undertaken in the Pearl River Estuary in November 2011 and March
2012 to analyze the distribution of phytoplankton pigments and to define the relationships of
pigment indices and functional community structure with environmental factors. Among 22 pig-
ments, 17 were detected by high-performance liquid chromatography. Chlorophyll a was found in
all samples, with a maximum of 7.712 mg L�1 in spring. Fucoxanthin was the most abundant
accessory pigment, with mean concentrations of 2.914 mg L�1 and 0.207 mg L�1 in spring and
autumn, respectively. Chlorophyll a, chlorophyll c2, fucoxanthin, diadinoxanthin, and diatox-
anthin were high in the northern or northwest estuary in spring and in the middle-eastern and
northeast estuary in autumn. Chlorophyll b, chlorophyll c3, prasinoxanthin, and peridinin
were similarly distributed during the two cruises. Chlorophyll a and fucoxanthin positively

Available online at www.sciencedirect.com

ScienceDirect

j our na l h omepa g e: www.e l se v ie r.c om/l ocat e/ ocea no
in 
correlated with nutrients 
Peer review under the responsibility of Institute of Oceanology of the P

§ Support for this study was partly provided by the projects 'National
Research Funds for Central Non-profit Institutes, Yellow Sea Fisheries R
Laboratory of South China Sea Fishery Resources Development and Utili
* Corresponding author at: Key Laboratory of Sustainable Developmen

Research Institute, Chinese Academy of Fishery Sciences, Qingdao 2660
** Corresponding author at: Research Center for Harmful Algae and Ma
Tel.: +86 2085222720.

E-mail address: jiangtaophy@163.com (T. Jiang).

http://dx.doi.org/10.1016/j.oceano.2016.03.001
0078-3234/# 2016 Institute of Oceanology of the Polish Academy of Scie
article under the CC BY-NC-ND license (http://creativecommons.org/lic
spring, whereas 190-hex-fucoxanthin and 190-but-fucoxanthin
olish Academy of Sciences.

 Natural Science Foundation of China (41476098), Special Scientific
esearch Institutes (20603022015002), and Open Foundation of Key
zation, Ministry of Agriculture (LSF2014-04)'.
t of Marine Fisheries, Ministry of Agriculture, Yellow Sea Fisheries
71, China. Tel.: +86 53285806341.
rine Biology, Jinan University, Guangzhou 510632, China.

nces. Production and hosting by Elsevier B.V. This is an open access
enses/by-nc-nd/4.0/).

http://dx.doi.org/10.1016/j.oceano.2016.03.001
mailto:jiangtaophy@163.com
http://www.sciencedirect.com/science/journal/00000000
www.elsevier.com/locate/oceano
http://dx.doi.org/10.1016/j.oceano.2016.03.001
http://creativecommons.org/licenses/by-nc-nd/4.0/


negatively correlated. The biomass proportion of microphytoplankton (BPm) was higher in spring,
whereas that of picophytoplankton (BPp) was higher in autumn. BPm in spring was high in areas
with salinity <30, but BPp and the biomass proportion of nanophytoplankton (BPn) were high in
areas with salinity >30. BPm increased but BPn reduced with the increase in nutrient contents. By
comparison, BPp reduced with the increase in nutrient contents in spring, but no relationship was
found between BPp and nutrient contents in autumn. The ratios of photosynthetic carotenoids to
photoprotective carotenoids in the southern estuary approached unity linear relationship in
spring and were under the unity line in autumn.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creative-
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commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The Pearl River Estuary (PRE) is situated in southern Guang-
dong Province, China, along the northern boundary of the
South China Sea. It receives most of the outflow from the
Pearl River, which is the third longest river in China and the
13th largest river by discharge in the world (Lerman, 1981).
The Pearl River drains an area of 453,700 km2, and some of
the most densely populated cities, such as Hong Kong, Macau,
Shenzhen, Zhuhai, Guangzhou, are located on the Pearl River
Delta. Approximately 19 billion tons of domestic, industrial,
and agricultural effluents are annually discharged to the
drainage basin of the Pearl River (Bulletin of Water Resources
in the Pearl River Drainage, 2011, 2012). Therefore, the PRE
has been experiencing deterioration of its aquatic environ-
ment (He et al., 2014; Qiu et al., 2010).

Phytoplankton is the base of food webs and the principal
source of organic production in aquatic ecosystems. The bio-
mass, composition, and community structure of phytoplankton
can serve as indices to monitor aquatic environments (Paerl
et al., 2003). Meanwhile, the distribution and succession of
phytoplankton are the consequences of adaption to different
environmental conditions, such as temperature, discharge,
nutrients, and light intensity (Margalef, 1978).

Many studies have investigated the diversity, distribution,
and seasonal variation of cell abundance of phytoplankton in
the PRE (Huang et al., 2004; Li et al., 2014; Yin et al., 2000,
2001, 2004). Most previous studies have employed microscopy
to identify and analyze phytoplankton quantitatively in the
PRE. However, this method is time consuming and requires
taxonomic knowledge (Naik et al., 2011). Moreover, picophy-
toplankton are typically not identified or counted with the use
of this method (Jeffrey et al., 1997). Alternatively, photosyn-
thetic pigments can be easily detected and can serve as
biomarkers for particular classes or even genera of phyto-
plankton (Wright and Jeffrey, 2006). Pigment detection based
on high-performance liquid chromatography (HPLC) methods
enables quantification of over 50 phytoplankton pigments
(Aneeshkumar and Sujatha, 2012; Jeffrey et al., 1997). Some
photosynthetic pigments (e.g., fucoxanthin, peridinin, allox-
anthin, zeaxanthin, chlorophyll b, 190-hex-fucoxanthin, and
190-but-fucoxanthin) can be considered diagnostic pigments
(DP) of specific phytoplankton groups (diatoms, dinoflagel-
lates, cryptophytes, cyanobacteria, chlorophytes, hapto-
phytes, and pelagophytes, respectively) (Barlow et al.,
2008; Paerl et al., 2003). Moreover, diatoxanthin and diadi-
noxanthin are generally found in diatoms and dinoflagellates,
whereas prasinoxanthin, lutein, violaxanthin, and neoxanthin
are found in prasinophyceae and chlorophyceae. Chlorophyll
a, c, and b,b-carotene are general indicators of total algal
biomass. Phytoplankton cells are categorized into three groups
according to their sizes (equivalent spherical diameter):
microphytoplankton (20—200 mm), nanophytoplankton (2—
20 mm), and picophytoplankton (0.2—2 mm) (Sieburth et al.,
1978). The contribution of each group is also reflected by its
pigment signatures (Vidussi et al., 2001). Therefore, photo-
synthetic pigment biomarkers are widely used in oceanography
for quantifying phytoplankton biomass and assessing the struc-
ture of phytoplankton community (Paerl et al., 2003; Wright
and Jeffrey, 2006).

Photosynthetic pigments also function as indicators of the
physiological condition of a phytoplankton community, which
may be affected by environmental and trophic conditions
(Roy et al., 2006). Photoprotective carotenoids (PPCs) are
more dominant in low productivity waters, whereas photo-
synthetic carotenoids (PSCs) are dominant in high productiv-
ity waters (Barlow et al., 2002; Gibb et al., 2000). In addition,
intensive light increases the PPC:PSC ratio (Moreno et al.,
2012; Vijayan et al., 2009). Thus, PPC:PSC ratio is considered
a good indicator of environmental factors.

Estuarine environmental factors often vary markedly in
spatial and temporal scales, thereby affecting phytoplankton
physiology, biomass, and communities. The PRE has a com-
plex estuarine environment in terms of freshwater input,
turbidity and irradiance, nutrient content and composition,
etc. However, few studies have observed the spatial and
temporal distribution of phytoplankton pigments, as well
as the functional community structure, in relation to envir-
onmental factors in the PRE. The present study aims to
describe the spatial—temporal distribution of phytoplankton
pigments in the PRE and to define the relationships of pig-
ment indices and functional community structure with envir-
onmental factors.

2. Material and methods

2.1. Study area

The PRE is triangular and encompasses a large area of approxi-
mately 1900 km2. It is approximately 60 km long and 10 km
wide at its head and 60 km at its mouth. The PRE is shallow,
with a depth of 2—10 m (Harrison et al., 2008). It has a
subtropical climate with a long summer and a short winter.
The Pearl River mainly consists of three branches (Xi Jiang, Bei
Jiang, and Dong Jiang) with eight outlets, four of which enter
the estuary (Harrison et al., 2008). Its annual average

http://creativecommons.org/licenses/by-nc-nd/4.0/
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discharge is approximately 10,000 m3 s�1 (Zhai et al., 2005),
with 20% occurring from October to March next year (the dry
season) and 80% from April to September (the wet season)
(Zhao, 1990).

2.2. Field sampling

Two surveys were conducted at 23 stations located in the PRE
and in the adjacent area in November 2011 (autumn) and in
March 2012 (spring) (Fig. 1). Water samples were collected at
a depth of 0.5 m and analyzed for dissolved O2 (DO), pH,
transparency, dissolved nutrients, and phytoplankton pig-
ments. A filtered subsample with a pre-ignited Whatman
GF/F filter was added with 0.3% chloroform (final concentra-
tion) to determine dissolved nutrients. The filtrate was
stored at �208C in an 80 mL polycarbonate bottle for later
analysis. A 1000 mL subsample was filtered on a Whatman
GF/F filter with a vacuum pressure of less than 0.03 MPa
under low light to analyze phytoplankton pigments. The
filters were wrapped in aluminum foil and stored at �808C
for later extraction and analysis of pigments.

2.3. Measurements of environment variables
and pigments

Water temperature and salinity were measured using a multi-
parameter water quality monitoring instrument (YSI 6600,
Yellow Springs Instruments, USA). Dissolved oxygen (DO) was
analyzed using the Winkler method and the pH with electrode
method on board. Water transparency was determined using a
Secchi disk. The concentrations of dissolved nutrients, includ-
ing nitrate, nitrite, ammonium, phosphate, and silicate, were
analyzed using a SKALAR flow analyzer in accordance with
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Figure 1 Sampling stations in the PRE in spring and autumn.
standard methods (Grasshoff et al., 1983). Dissolved inorganic
nitrogen (DIN) was calculated as the sum of nitrate, nitrite, and
ammonium.

Pigment extraction and analysis were conducted accord-
ing to the methods described by Zapata et al. (2000). The
frozen filters were cut into small pieces and then extracted
with 3 mL 95% methanol (v/v in deionized water) in a sonica-
tion bath with ice and water for 5 min under low light. The
extract was then passed through a Teflon film with 0.2 mm
pore size to remove cellular debris. The methanol extract
(1 mL) was mixed with 0.2 mL Milli-Q water, and then, a
100 mL aliquot of the mixture was analyzed using reverse-
phase HPLC.

The HPLC system was equipped with a C8 column (Eclipse
XDB, 150 mm � 4.6 mm, 3.5 mm particle size, 1000 nm pore
size). The column was maintained at 258C, and the detection
wavelengths of the Agilent diode array detector were set to
430, 440, and 450 nm. Eluent A comprised a methanol:acet-
onitrile:aqueous pyridine solution (50:25:25, v/v/v), and
eluent B was composed of acetonitrile:acetone (80:20, v/
v). Elution was performed at a rate of 1.0 mL min�1.

Pigments were identified and quantified using pure pig-
ment standards that contain the following 22 pigments com-
mercially obtained from DHI Inc. (Denmark): chlorophyll a
(Chl a), chlorophyll b (Chl b), chlorophyll c2 (Chl c2), chlor-
ophyll c3 (Chl c3), fucoxanthin (Fuco), diadinoxanthin (Dia-
dino), peridinin (Peri), violaxanthin (Viola), alloxanthin
(Allo), diatoxanthin (Diato), b,b-carotene (bb-Car), prasi-
noxanthin (Pras), lutein (Lut), neoxanthin (Neo), zeaxanthin
(Zea), 190-hex-fucoxanthin (Hex-Fuco), 190-but-fucoxanthin
(But-Fuco), pheophorbide a (Pheide a), canthaxanthin
(Cantha), divinyl chlorophyll a (DV-Chl a), pheophytin a
(Phe a), and Mg-2,4-divinylpheoporphyrin (MgDVP). Chloro-
phylls and carotenoids were detected using a diode array
detector at 350—750 nm, and chlorophylls were detected by
fluorescence at 440 nm and 660 nm (excitation and emis-
sion). Absorbance chromatograms were extracted at wave-
lengths of 430, 440, and 450 nm.

2.4. Pigment indices

Pigment indices included PSC, PPC, and DP. PSC was the sum
of Fuco, Peri, Hex-Fuco, But-Fuco, Viola, and Chl b (Gibb
et al., 2001); and PPC was the sum of Allo, Diadino, Diato,
Zea, and bb-Car (Jeffrey et al., 2005). DP was the sum of
seven pigments (Zea, Chl b, Allo, Hex-Fuco, But-Fuco, Fuco,
and Peri). Among these pigments, Zea and Chl b were the
signatures of picophytoplankton; Allo, Hex-Fuco, and But-
Fuco were those of nanophytoplankton; and Fuco and Peri
were those of microphytoplankton. The biomass proportion
(BP) of each size group, namely, BPm (microphytoplankton),
BPn (nanophytoplankton), and BPp (picophytoplankton), was
calculated as follows (Jeffrey et al., 2005):

BPm ¼ ðFuco þ PeriÞ
DP

�100%;

BPn ¼ ðAllo þ Hex-Fuco þ But-FucoÞ
DP

�100%;

BPp ¼ ðChl b þ ZeaÞ
DP

�100%:
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2.5. Statistical analysis

Principal component analysis (PCA) was applied using SPSS
16.0, and 11 variables (temperature, salinity, pH, DO, trans-
parency, nitrate, nitrite, ammonium, DIN, phosphate, and
silicate) were considered to elucidate the main environmen-
tal driving force in the PRE. All variables were log-trans-
formed to normalize their distributions. Principal
components (PCs) with an eigenvalue of more than 1 were
extracted. A rotation of varimax with Kaiser normalization
was used to achieve a simpler and more meaningful repre-
sentation of the underlying PCs. The scores of the PCs and
diagnostic pigments were subjected to stepwise multiple
linear regression analysis to identify the influencing environ-
mental factors. Correlation was analyzed with the Pearson
correlation, and was performed at significance levels of
P < 0.05 and P < 0.01, which indicates that the correlation
coefficient outstrips the critical value at the confidence
intervals of 95% and 99%, respectively. Standard one-way
ANOVA was used to completely randomize the experimental
design, and significantly different means were separated
(P = 0.05).
Table 1 Physio-chemical variables and pigment concentrations f

Physio-chemical variables and pigments Spring 

AVE SD M

Physio-chemical variables
Temperature [8C] 17.19 0.3 1
Salinity 26.86 6.15 1
DO [mg L�1] 7.94 0.41 

pH 8.13 0.17 

Transparency [m] 1.2 0.9 

Nitrate [mmol L�1] 35.17 28.38 

Nitrite [mmol L�1] 6.62 5.76 

Ammonium [mmol L�1] 16.67 12.61 

DIN [mmol L�1] 58.47 44.21 

Phosphate [mmol L�1] 0.42 0.3 

Silicate [mmol L�1] 49.38 38.32 

DIN:phosphate ratio 137.60 81.53 4

Pigments
Chl a [mg L�1] 1.166 1.605 

Chl b [mg L�1] 0.029 0.041 

Chl c2 [mg L�1] 0.859 0.710 

Chl c3 [mg L�1] 0.054 0.058 

Fuco [mg L�1] 2.914 3.103 

Diadino [mg L�1] 0.261 0.240 

Peri [mg L�1] 0.208 0.157 

Viola [mg L�1] 0.019 0.010 

Allo [mg L�1] 0.131 0.082 

Diato [mg L�1] 0.042 0.026 

bb-Car [mg L�1] 0.037 0.049 

Pras [mg L�1] 0.023 0.015 

Lut [mg L�1] 0.019 0.014 

Neo [mg L�1] 0.016 0.011 

Zea [mg L�1] 0.013 0.009 

Hex-Fuco [mg L�1] 0.019 0.018 

But-Fuco [mg L�1] 0.002 0.002 
3. Results

3.1. Hydrological parameters and nutrients

Water temperature was significantly lower but transparency
was higher in the spring cruise than in the autumn cruise
(P < 0.05, Table 1). No significant difference in DO and pH
was detected between the two cruises (P > 0.05). The mean
of phosphate in spring was 0.42 mmol L�1, which was signifi-
cantly lower than that in autumn (P < 0.05). However, DIN
(58.47—79.25 mmol L�1) and silicate (39.93—49.38 mmol L�1)
did not present significant differences between the two
cruises (P > 0.05). The high N:P ratio suggested potential
phosphorus limitation in the PRE. The distribution of salinity
was low in the northwest but high in the southeast, both in
spring and autumn (Fig. 2), whereas nitrate and silicate
decreased from the northwest to the southeast in the two
cruises. Phosphate presented a low concentration in the
south in spring and in the middle in autumn.

By applying PCA, 90% and 70% of the variance contained in
the original data set was explained by only two PCs in spring
and autumn, respectively. Loadings of two PCs are displayed
rom the surface waters of the PRE in spring and autumn.

Autumn

IN MAX AVE SD MIN MAX

6.49 17.82 23.95 0.36 23.15 24.66
2.57 32.58 25.77 6.38 10.17 33.36
6.96 8.66 6.69 0.31 5.89 7.41
7.76 8.33 7.81 0.14 7.46 8.03
0.2 3.2 0.8 0.3 0.5 2.0
3.76 93 60.28 49.97 4.81 177.18
0.56 19.91 13.06 7.52 2.49 32.02
0.27 32.7 5.9 3.26 2.26 14.71
4.65 140.75 79.25 55.63 12.62 201.27
0.08 0.98 0.82 0.41 0.35 2.46
7.96 137.96 39.93 23.93 7.78 78.27
3.30 443.59 103.66 69.89 11.40 240.06

0.126 7.712 0.267 0.141 0.013 0.570
0.000 0.140 0.070 0.030 0.023 0.127
0.143 3.437 0.040 0.029 0.000 0.096
0.000 0.190 0.006 0.010 0.000 0.045
0.148 11.020 0.207 0.073 0.075 0.332
0.057 1.082 0.028 0.013 0.010 0.059
0.027 0.565 0.061 0.029 0.017 0.123
0.006 0.043 0.011 0.004 0.005 0.018
0.050 0.328 0.052 0.028 0.003 0.107
0.012 0.113 0.005 0.004 0.000 0.012
0.000 0.212 0.007 0.005 0.000 0.013
0.000 0.056 0.011 0.007 0.002 0.029
0.005 0.061 0.008 0.005 0.000 0.019
0.000 0.037 0.012 0.005 0.002 0.026
0.002 0.031 0.017 0.011 0.007 0.043
0.000 0.058 0.012 0.010 0.000 0.036
0.000 0.008 0.004 0.003 0.000 0.011
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Figure 2 Spatial distributions of salinity and nutrients [mmol L�1] in the PRE in spring and autumn.

Figure 3 Loadings of 11 variables on two rotated PCs in (a) spring and (b) autumn.
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in Fig. 3. In spring, PC 1 was highly participated by nutrients,
whereas PC 2 was mainly participated by water temperature,
salinity, and pH. Similarly, PC 1 had a highly positive load of
nitrogen and silicon in autumn, whereas PC 2 had load of
water temperature and phosphate. The results from Pear-
son's correlation (Table 2) showed that all nutrients corre-
lated most significantly with PC 1 in spring (r > 0.8,
P < 0.01), whereas nitrogen and silicon correlated signifi-
cantly with PC 1 in autumn (r > 0.9, P < 0.01). Thus, nutri-
ents were the most important environmental driving element
in the PRE. In addition, the high correlation coefficients
between PC 2 and temperature and salinity in spring, as well
as between PC 1 and transparency in autumn, indicated that
these physical variables were also important.
3.2. Pigment concentrations and distributions

Among 22 pigments, 17 major pigments were detected in the
PRE during the sampling periods (Table 1). Chl a, Fuco, and Chl
c2 were the most abundant pigments in spring, with mean
values of 1.166, 2.914, and 0.859 mg L�1, respectively. By
comparison, the concentrations of Diadino, Peri, and Allo were
relatively low, i.e., 0.131—0.261 mg L�1; the other 11pigments
were <0.1 mg L�1 in concentration. In autumn, the mean
values of Chl a and Fuco were higher than those of the other
pigments, which were 0.267 mg L�1 and 0.207 mg L�1, respec-
tively. By contrast, the mean values of Chl b, Peri, and Allo
were lower, i.e., 0.052—0.070 mg L�1. Other pigments had
relatively low concentrations, with mean values generally



Table 2 Pearson's correlation coefficients between the
variables and PCs.

Spring Autumn

PC 1 PC 2 PC 1 PC 2

Temperature �0.179 0.913 ** 0.026 0.705 **

Salinity �0.505 * 0.800 ** �0.740 ** �0.151
DO �0.749 ** 0.523 * �0.359 �0.735 **

pH �0.593 ** 0.735 ** �0.742 ** �0.535 **

Transparency �0.788 ** 0.399 �0.804 ** 0.200
Nitrate 0.849 ** �0.453 * 0.964 ** 0.187
Nitrite 0.878 ** �0.438 * 0.914 ** 0.199
Ammonium 0.951 ** �0.137 �0.011 �0.166
DIN 0.909 ** �0.364 0.963 ** 0.227
Phosphate 0.837 ** �0.448 * 0.102 0.711 **

Silicate 0.852 ** �0.503 * 0.965 ** 0.178

* P < 0.05.
** P < 0.01.
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lower than 0.02 mg L�1. Significant differences in the concen-
trations of pigments, except in Neo, Zea, and Hex-Fuco, were
determined between the two cruises. The concentrations of
nearly all pigments, except Chl b and But-Fuco, were signifi-
cantly higher in spring than in autumn (P < 0.05). MgDVP,
Pheide a, Cantha, DV-Chl a, and Phe a were not detected in
the PRE during the two cruises.

The spatial distribution of Chl a and diagnostic pigments in
spring and in autumn is presented in Figs. 4 and 5, respectively,
while other pigments are not showed. Chl a, Chl c2, Fuco,
Diadino, Diato, and bb-Car exhibited a similar distribution,
i.e., higher in the northern or northwest estuary but lower in
the south. Except Fuco, which is the characteristic pigment of
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Figure 4 Spatial distributions of pigm
diatoms, Chl a, Chl c2, Diadino, Diato, and bb-Car were
observed in many phytoplankton species. Their distributions
were obviously influenced by diluted water. The highest values
of Chl a, Fuco, Diadino, and bb-Car were observed at station
A2, and those of Chl c2 and Diato at stations F1 and F2. By
contrast, Peri, the characteristic pigment of dinoflagellates,
was mainly distributed in the northeast and south estuary. Chl
b, Chl c3, Allo, Pras, Lut, Neo, Hex-Fuco, and But-Fuco were
distributed at high concentrations in the southern part of the
sampling region; these pigments were mainly found at station
D3 or D5. The concentrations of Viola and Zea were high in the
north and south, but low in the central part of the estuary.

Unlike in spring, Chl a, Chl c2, Fuco, Diadino, Diato, Allo,
and But-Fuco showed high concentrations in the middle
eastern and northeast parts of the sampling region, with
the highest value in station B4. Similar to the pigments in
spring, Chl b, Chl c3, Pras, and Zea in autumn were distrib-
uted in the southern part, with the highest value in station D4
or D2. Furthermore, Peri in autumn presented the same
distribution as that in spring, whose high value was distrib-
uted both in the northeast and in the south.

Correlation analysis showed that Chl a in spring was sig-
nificantly positively correlated with Fuco (r = 0.587,
P < 0.01). In addition, Chl a and Fuco were significantly nega-
tively correlated with salinity (r = �0.504 and �0.768, respec-
tively, P < 0.05) but significantly positively correlated with
nutrients (r = 0.444—0.752, P < 0.05). By contrast, Hex-Fuco
and But-Fuco were significantly positively correlated with
salinity (r = 0.555 and 0.436, respectively, P < 0.05) but sig-
nificantly negatively correlated with nutrients (r = �0.491 to
�0.682, P < 0.05). Unlike in spring, Chl a in autumn was
significantly positively correlated with Allo, Chl b, and Zea
(r = 0.436—0.753, P < 0.05). Allo, Chl b, and Zea were sig-
nificantly positively correlated with salinity (r = 0.419—0.598,
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Figure 5 Spatial distributions of pigments in the PRE in autumn [mg L�1].
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P < 0.05), whereas Chl a, Allo, Hex-Fuco, Chl b, and Zea were
significantly negatively correlated with nitrate and silicate
(r = �0.468 to �0.625, P < 0.05).

3.3. Phytoplankton pigment indices

The mean of BPm in spring was 85.4%, and ranged from 55.3% to
99.1%, which was higher than that in autumn with a mean of
64.1%. By contrast, the mean of BPp in autumn (20.6%) was
significantly higher than that in spring (3.3%). In spring, BPm
was higher in the area with salinity <30, but BPp and BPn were
higher in the area with salinity >30 (Fig. 6). BPm generally
increased but BPp and BPn reduced with the increase in nitrate,
phosphate, and silicate. Similar to spring, BPm increased but
BPn decreased with increasing nitrate and silicate. However,
no relationship was found between BPpand salinity or nutrients
as well as between phosphate and any BP in autumn.

The PPC:PSC ratios in most stations of transects C and D in
spring approached the unity linear relationship (red line, in
Fig. 7), but were low in stations A1 to A4, B2, and F2. By
comparison, the PPC:PSC ratios in all stations were under the
unity line in autumn.

4. Discussion

4.1. Phytoplankton diversity and distribution in
the PRE as revealed by pigments

High concentrations of Fuco and Peri during two cruises con-
firmed that diatoms and dinoflagellates were dominant, and
the detected pigments, including Allo, Pras, Lut, Zea, Hex-
Fuco, and But-Fuco, indicated the presence of cryptophytes,
prasinophytes, chlorophytes, cyanophytes, haptophytes, and
pelagophytes. By contrast, DV-Chl a with an undetectable level
implied that no Prochlorococcus was present during sampling
time.

The distribution of pigments implies the spatial variations
of phytoplankton. In spring, the high value of Chl a and Fuco
suggested the existence of a diatom bloom in the north of the
estuary. The distributions of Chl b, Allo, Pras, Lut, Hex-Fuco,
and But-Fuco indicated that cryptophytes, chlorophytes,
prasinophytes, haptophytes, and pelagophytes mainly
existed in the south. The distributions of Peri and Zea indi-
cated that dinoflagellates and cyanophytes basically existed
both in the north and south but were low in the central part.
Similar to spring, dinoflagellates in autumn were mainly
distributed both in the northeast and in the south, while
chlorophytes and cyanophytes were mainly distributed in the
south. However, unlike in spring, diatoms, cryptophytes, and
pelagophytes mainly existed in the middle-eastern and
northeast parts of the estuary. The phytoplankton distribu-
tion found in the current study is consistent with those in
previous studies (Harrison et al., 2008; Lu and Gan, 2015; Yin,
2003). Temperature, light, hydrodynamics, and nutrient sup-
ply are the major factors that control the spatial—temporal
distribution of phytoplankton (Agawin et al., 2000; Marañón
et al., 2007; Riegman et al., 1993). Lu and Gan (2015) found
that the low river discharge leads to longer water residence
time, satisfactory water column stability, and transparency,
which are helpful for the diatom bloom in the upper PRE
during the dry season. In the present study, higher salinity in
spring indicated low river discharge, which may result in
diatom bloom in the northern estuary during spring (Table 1).
As for the spatial distribution, Li et al. (2013) and Zhang et al.
(2013) reported that larger phytoplankton (e.g., diatom) are
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Figure 7 PPC vs. PSC by station numbers in the PRE in (a) spring
and (b) autumn. The red line denotes the unity line, which
indicates that PPC:PSC is 1. (For interpretation of the references
to color in this figure legend, the reader is referred to the web
version of this article.)

Table 3 Regression analysis of the principal component
scores (as independent factors) for the diagnostic pigments
in spring and autumna.

Dependent factor R 2 F b

PC 1 PC 2

Spring
Fuco 0.563 ** 12.880 0.609 ** �0.438 **

Peri 0.199 2.491 �0.085 0.438 *

Allo 0.134 1.548 �0.306 0.201
Zea 0.104 1.336 �0.195 0.258
Chl b 0.203 2.544 �0.269 0.361
Hex-Fuco 0.607 ** 15.435 �0.751 ** 0.205
But-Fuco 0.551 ** 12.251 �0.741 ** 0.309

Autumn
Fuco 0.027 0.274 �0.159 �0.036
Peri 0.154 1.825 �0.081 �0.384
Allo 0.397 ** 6.595 �0.615 ** 0.140
Zea 0.521 ** 10.888 �0.722 ** �0.111
Chl b 0.484 ** 9.366 �0.541 ** �0.437 *

Hex-Fuco 0.301 * 4.414 �0.516 * �0.188
But-Fuco 0.060 0.639 �0.181 �0.165

a R2: regression coefficient; b: F-value of the full model and the
standardized coefficient.
* P < 0.05.
** P < 0.01.
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dominant in the upper PRE that has low salinity and high
nutrient content, whereas the smaller ones (e.g., blue-green
algae) are found in water with high salinity and low nutrient
content. Stepwise multiple regression analysis indicated that
Fuco positively correlated, whereas Hex-Fuco, Allo, Zea, and
Chl b negatively correlated with PC 1, indicating that nutri-
ents were the main environmental controlling factors
(Table 3).

4.2. Relationship of different phytoplankton
groups as revealed by pigments with
environmental factors

The biomass proportions derived from pigments suggest the
size structure of phytoplankton. In this study, BPm was con-
siderably higher than BPn and BPp in the area with salinity
<30, and BPn increased, particularly in spring, despite the
decrease in BPm in the area with salinity >30 (Fig. 6). There-
fore, high BPm and BPn indicated the dominance of micro-
phytoplankton and nanophytoplankton in the PRE. This result
is consistent with previous investigations conducted through
microscopy and flow cytometry (Qiu et al., 2010). In compar-
ison, the increasing BPp in the area with salinity >30 in spring
indicated that picophytoplankton became abundant (Fig. 6),
and the increase in BPp in autumn suggested the abundance
of picophytoplankton. Phytoplankton sizes are generally
affected by environmental factors (Finkel et al., 2007,
2009). Large phytoplanktons are generally developed in
turbulent and high nutrient waters (Huete-Ortega et al.,
2010; Margalef, 1978; Reul et al., 2006), whereas small
phytoplanktons are developed in stratified and low nutrient
waters (Chisholm, 1992; Kiørboe, 1993; Marañon, 2009). With
the decrease in nutrient availability, phytoplankton typically
change from a large species to small one (Roy et al., 2006);
thus, microphytoplankton generally dominate areas in nutri-
ent-rich conditions (Chen and Liu, 2010). By comparison,
nanophytoplankton and picophytoplankton are abundant in
nutrient-deficient waters (Roy et al., 2006; Thingstad, 1998),
although they contribute to the total biomass in nutrient-rich
coastal waters (Badylak and Phlips, 2004; Phlips et al., 1999).
In the present study, BPn and BPp increased but BPm
decreased with decreasing nutrient concentration in spring
(Fig. 6). This result indicates that nutrient concentration
influences phytoplankton distribution with different sizes. A
previous study also reported that the abundance of picophy-
toplankton in the PRE is negatively correlated with inorganic
nutrients (Zhang et al., 2013). This report implies that low
nutrient concentrations in offshore areas promote the growth
of picophytoplankton.

4.3. Influence of environmental factors on PPC
and PSC

Environmental and trophic conditions affect PPC and PSC,
which function as indicators of the physiological condition of
a phytoplankton community (Trees et al., 2000; Veldhuis and
Kraay, 2004). Lutz et al. (2003) noted an increase in PPC at
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high irradiance levels while the elevated proportion of
PSC at low irradiance, and Barlow et al. (2007) found
that PPC is dominated where nitrate concentrations are
<0.007 mmol L�1, but PSC is high at nitrate levels
>0.007 mmol L�1. As a result, intensive light and low nutri-
ents increase the proportion of PPC, and consequently, the
ratio of PPC:PSC (Moreno et al., 2012; Vijayan et al., 2009).
In the present study, the nutrient concentration in the
southern part was low in spring (Fig. 2); meanwhile, the
average transparency was 1.98 m in transects C and D, which
was considerably higher than that in transect A (0.2 m),
inferring adequate light in transects C and D during spring.
Therefore, adequate light and low nutrients may increase
PPC:PSC ratios in the southern part (transects C and D) of the
PRE in spring (Fig. 7).

By comparison, environmental variables between autumn
and spring showed nonsignificant differences (P > 0.05),
except water temperature, which was significantly lower
in spring than in autumn. Higher phytoplankton biomass
and more samples of higher PPC:PSC ratio were observed
during spring despite lower water temperature (Table 1,
Fig. 7). These trends were probably due to the satisfactory
water transparency in spring. Average transparency was
1.2 m during spring but was only 0.8 m during autumn
(Table 1). Higher transparency may result in adequate light
intensity, possibly causing high levels of the pigments and
PPC:PSC ratios during spring. Zhang et al. (2014) also
reported that turbidity and light are principal factors that
affect phytoplankton biomass in the PRE. Therefore, the
spatial—temporal distribution of PPC:PSC ratios provides
information on the physiological condition of the phytoplank-
ton community in the PRE as influenced by light, transpar-
ency, and nutrient conditions. On this basis, PPC:PSC ratio
can be used as a classification tool for ecosystems because it
can be related both to phytoplankton populations and to
hydrography (Moreno et al., 2012).

5. Conclusion

Among the 22 pigments, 17 were detected using HPLC. Fuco
was the most abundant accessory pigment. The detected
pigments indicated the presence of diatoms, dinoflagellates,
cryptophytes, prasinophytes, chlorophytes, cyanophytes,
haptophytes, and pelagophytes. Most pigment levels were
significantly higher in spring than in autumn, and different
spatial distribution patterns were presented between the
two seasons.

The salinity and nutrient levels influenced the distribution
of phytoplankton functional types in the PRE. BPm was higher
during spring, whereas BPp was higher during autumn. BPm in
spring was high in areas with salinity <30, whereas BPp and
BPn were high in areas with salinity >30. BPm increased
whereas BPn reduced with the increase in nutrient contents.
By comparison, BPp declined with the increase in nutrient
contents during spring.

The PPC:PSC ratios in the southern estuary approached
unity linear relationship during spring and were under the
unity line during autumn. PPC:PSC ratios provide an estimate
of the physiological condition of the phytoplankton commu-
nity in the PRE as influenced by light, transparency, and
nutrients conditions.
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Summary Ascidians are well known worldwide for their rapid invasions and also for the
presence of potential biomedical molecules. Members of the family Didemnidae are widely
distributed in tropical waters and they are reported to be among the families possessing rich
bioactive compounds. Didemnum psammathodes has a cosmopolitan distribution in tropical
waters. The growing evidence of multifarious potential and ever increasing invasion of this
species accentuated the need for additional research into its diversity and distribution for
sustainable utilization and conservation. The present study was intended to focus on distribution
and invasiveness of colonial ascidian, D. psammathodes, along the southern Indian peninsular
waters. The present data are based on our own observations made during 2012—2014 period and
also on the published and unpublished records of the last 20 years. Out of 45 stations surveyed, D.
psammathodes was encountered at a maximum of 41 stations and was found to be more abundant
in Hare Island (n = 42), North Break Water (n = 38) and Vizhinjam bay (n = 32). This species was
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absent at four different stations. Catch per unit effort was higher (19.6) in Hare Island followed by
NBW (16.0) and Vizhinjam bay (6.8). The highest number of colonies (136) was observed in calcareous
stones, followed by embedded rocks (54) and molluscan shells (33). Hydrographical parameters
showed no significant differences between the stations ( p < 0.005). It is concluded that D.
psammathodes has the potential to invade most of the stations and its distribution was not influenced
by hydrographical parameters rather than substrates.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
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1. Introduction

Ascidians (also known as Tunicates) are a dominant and ever
present group among benthic organisms in tropical and tem-
perate regions (Goodbody, 1993; Hernandez-Zanuy and Car-
ballo, 2001; Sahade et al., 1998). This group of animals have
been acknowledged worldwide for the presence of potent
secondary metabolites and rapid invasion. The colonial asci-
dian, Didemnum vexillum, first recorded in the 1980s along
the coasts of North America was the first best example of an
invasion and spreading. This species established a large
population in numerous sites and overgrew many sessile
plants and animals (Valentine et al., 2007), including other
tunicates, resulting in considerable ecological and economic
damage (Adams et al., 2011; Carman et al., 2010). The
impact of non-indigenous ascidians on local species and
habitats is currently being studied in several countries around
the world (Bullard and Carman, 2009; Lambert and Lambert,
2003; Shenkar and Loya, 2009; Stachowicz et al., 2002a). On
the other hand, ascidians have been proven to be a rich
source of pharmacological compounds (Davidson, 1993; Haef-
ner, 2003; Jain et al., 2008; Rinehart, 2000). Because of their
high nutritive value of ascidians, some of them are used as
food for man and feed for culturable species (Nanri et al.,
1992; Nguyen, 2007; Randall, 1967; Tamilselvi and Abdul
Jaffar Ali, 2013; Tapic Jopia and Toledo, 2007). Other asci-
dians have been used as flagship species for environmental
monitoring (Abdul Jaffar Ali, 2004; Abdul Jaffar Ali et al.,
2011, in press; Tamilselvi, 2008).

The increasing evidence of ascidians multifarious poten-
tial and their rapid invasion highlight the need for additional
research of sustainable utilization, management and con-
servation of this group of animals. To date, limited studies
have been carried out to report the invasive status of asci-
dians in Indian waters. Abdul Jaffar Ali et al. (2009) reported
34 non-indigenous ascidians from southern coast of the Indian
peninsula and Tamilselvi et al. (2011) reported 22 non-indi-
genous ascidians from Thoothukudi coast of India. No study
has been conducted on intercoastal spread of invasive asci-
dians. Such data are of great importance in terms of estimat-
ing the rate of invasion and possible effects on the native
fauna in the natural environment.

Members of the family Didemnidae (class Ascidiacea,
suborder Aplousobranchia) are widely distributed in tropical
waters and are reported to possess chemically diverse novel
compounds with potent biological activity (Carte, 1996;
Davidson, 1993; Dunlap et al., 2011; Schmidt et al., 2013).
This group has attracted increasing attention around the
world for their potential invasion of marine communities.
Didemnids adapt to survive in a wide range of environmental
variables (Bullard et al., 2007; Valentine et al., 2007). In
recent past, interest in Didemnum psammathodes has heigh-
tened due to the presence of bioactive compounds with
potent antibacterial and antifouling properties (Anand and
Paterson, 2002; Ramasamy and Murugan, 2003; Sri Kumaran
et al., 2011; Thakur, 2001).

In India, D. psammathodes was first documented along the
Thoothukudi coast, by Renganathan (1981), and appeared in
additional locations in Vizhinjam bay (Abdul Jaffar Ali and
Sivakumar, 2007), Palk Bay (Karthikeyan et al., 2009) and the
Gulf of Mannar (Meenakshi and Senthamarai, 2013). As with
many species, the actual date of invasion is uncertain. The
present study reveals the occurrence, distribution pattern,
surface preference and intercoastal invasiveness of the colo-
nial ascidian, D. psammathodes, along the southern Indian
peninsula regions.

2. Material and methods

Studies were conducted during the 2012—2014 period cover-
ing all the seasons at 45 stations (Fig. 1) along the stretch of
110 km of southwest and 130 km of southeast coastlines of
India. The survey was carried out on foot, via snorkelling and
SCUBA diving in different habitats. Observations were made
on different substrates available in the study areas. Descrip-
tion of each substrate is briefed below.

Calcareous stones: At stations 1, 6, 8, 9, 17, 18, 32, 34, 35,
36, 37, 38, 39 and 44, the calcareous stones of varying
sizes ranging from 1 to 5 m3 are laid down to break the sea
water. These stones are considered here as artificial sub-
strates. Observations were made on the undersides of the
stones.
Embedded rocks: At stations 1, 5, 6, 13, 16, 17, 18, 22,
29 and 35, small to large boulders are embedded partially
in shallow water regions and intertidal flats. The sam-
plings were made at the submerged parts of the boulders.
Mussel bed: Stations 1, 2 and 3 are known for molluscan
fishery. Molluscan beds of varying size are available at a
depth of 10—15 m. Generally brown mussel, green mussel
and some other bivalves are seasonally fished at these
stations. Observations were made on shells of these mol-
luscans via SCUBA diving.
Hull of boat: At harbour stations (1, 4, 33 and 42), the
observations were made on a hull of a fishing boat and
barges via snorkelling and SCUBA diving.
Oyster cages: At stations 1 and 33, oyster cages are
installed at a depth of 4—5 m by the Central Marine
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Figure 1 Map showing the study areas.
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Fisheries Research Institute (CMFRI). The cages were
observed for the presence of D. psammathodes during
brushing.
Cement blocks: At stations 1, 4, 17, 33 and 42, harbour
berths made of large sized cement blocks were sampled
via snorkelling.
Molluscan shells: At stations 19, 30, 33 and 42, the sam-
plings were made from broken and dead molluscan shells
present in the shallow water region and intertidal flats.
Coral pieces: The stations 33 and 43 are known for coral
reefs. Many dead coral pieces are found to occur in the
shallow water and intertidal flats. They were also sampled.
Sea weeds: At station 40, large vegetation of sea weeds
was observed for the occurrence of D. psammathodes.

All substrates (natural and artificial) at the surveyed sites
were equally searched and when appropriate, small boulders
and calcareous stones were overturned and examined. Since
many ascidians have been trapped unintentionally during
fishing at 15—20 m depth, fish landing centres were also
visited to examine D. psammathodes from the fishing nets
and trawl.

Hydrographic parameters such as temperature, salinity
and pH were measured in situ using digital thermometer
(Mextech), digital pH pen (Hanna-HI98107) and refract-
ometer respectively. The dissolved oxygen in the water
samples was measured using Water Quality Analyzer 301. Data
of annual rainfall [mm] were obtained from meteorological
departments of both states Tamilnadu and Kerala, India.
Since search times differ at each site, the total number of
D. psammathodes collected was standardized using catch per
unit effort (CPUE). This measure was found by dividing the
number of colonies observed by the number of person hours
of search time (Mundo, 2009).

The data were analysed statistically by calculating
mean and standard deviation for triplicates of the various
parameters investigated. Analysis of variance (one-way
ANOVA) was used to evaluate the significance of differences
between groups of measured parameters at different stations
with the significance level set at p � 0.005.

3. Results

Occurrence and distribution of D. psammathodes on various
substrates at different stations along the southern Indian
coastal waters are represented in Table 1. In the present survey,
a total of 316 colonies of D. psammathodes were observed along
the southern Indian coastal waters at 45 stations.

The number of colonies ranged from 1 to 32 in southwest
coast. Maximum number of colonies was observed at Vizhin-
jam bay (n = 32) whereas no single colony was observed at
Enayam. In southeast coast, D. psammathodes recruited
majority of the stations (26) and the range varied between
2 and 42. The maximum number of colonies was observed at
Hare Island (n = 42), followed by the North Break Water
(NBW) (n = 38). D. psammathodes was absent in There-
spuram, Rameswaram and Dhanushkodi (Table 2).

Catch per unit effort (CPUE) for D. psammathodes ranged
from 0.1 to 1.2 along the 18 stations of southwest coast and it
was 6.8 at Vizhinjam bay. CPUE range was in between 0.1 and
4.4 along the 24 stations of southeast coast and it was higher
(19.6) in Hare Island followed by NBW (16.0). CPUE was nil for
four stations along the southwest and southeast coast of India.

Among the six available natural substrates in different
stations encountered during the study, highest number of
colonies (54) was recorded in embedded rocks followed by
molluscan shells (33) and the low number of colonies was at
sponges (11), whereas among the four artificial substrata,
maximum number of colonies (136) was observed in calcar-
eous stones followed by cement blocks (19), hull of boat (14)
and oyster cages (9) (Fig. 2).



Table 1 Occurrence and distribution of Didemnum psammathodes along the southern Indian coastal waters.

No. Stations Coordinates Substrates Occurrence CM

Southwest coast
1

Vizhinjam bay 882205500N, 7685902600E

CS x HP
ER x HP
MB x SD
HB x SN
OC x SD
CB x SN

2 Enayam 8812055.200N, 77811031.900E MB a TC
3 Mel Midalam 881204500N, 7781205100E MB x TC

4
Colachel 88801700N, 77818012.700E

CB x HP
HB x HP

5 Kadiyapattanam 8880400N, 7781803100E ER x HP

6
Muttom 88801700N, 77818012.700E

ER x HP
CS x HP

7 Pillai Thoppu 88703800N, 778200900E — x TC
8 Azhikkal 9807059.100N, 76827044.300E CS x HP
9 Pozhikarai 88602600N, 778240400E CS x HP

10 KesavanPuthenThurai 88602100N, 7782403400E — x TC
11 PuthenThurai 88601100N, 778250400E — x TC
12 Sanguthurai 885056.100N, 77825026.700E — x TC
13 Pallam 88505800N, 7782505500E ER x HP
14 Mel Manakudi 88502900N, 7782804800E — x TC
15 Keel Manakudi 88502100N, 7782902200E — x TC
16 Kanyakumari 884042.100N, 7783305.400E ER x HP

17

China Muttom 88504700N, 7783305000E
CS x HP
ER x HP
CB x HP

18
Leepuram 88604600N, 7783301900E

ER x HP
CS x HP

19 Arokiya Puram 8870900N, 7783303700E MS x HP

Southeast coast
20 Kootapuli 88805000N, 778360000E — x TC
21 Koodankulam 881002800N, 7784201900E — x TC
22 Uvari 881604000N, 7785302700E ER x HP
23 Kooduthalai 881705900N, 7785503700E — x TC
24 Periyathalai 88200700N, 7785802100E — x TC
25 Manapad 882202800N, 788303400E — x TC
26 Kulasekharapatnam 88240100N, 788302400E — x TC
27 Alanthalai 88280000N, 788505800E — x TC
28 Amali Nagar 882902100N, 788702200E — x TC
29 Tiruchendur 882904900N, 788703200E ER x HP
30 Veerapandiapattanam 8832008.600N, 7887017.000E MS x TC
31 Kayalpatnam 883401500N, 788701500E — x TC
32 Punnakkayal 88380300N, 788605000E CS x HP

33

Thoothukudi (Harbour) 884501400N, 7881203900E

CS x HP
HB x SD
OC x SD
CB x SD
MS x HP
CP x HP

34 North Break Water 8846024.300N, 7881205.600E CS x HP
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Table 1 (Continued )

No. Stations Coordinates Substrates Occurrence CM

35
Hare Island 884603600N, 7881103800E

CS x HP
ER x HP

36 Roch Park 8848059.300N, 7889048.200E CS x HP
37 Inigo Nagar 884702200N, 788903700E CS x HP
38 Collectors Bungalow 884803800N, 788905300E CS x HP
39 Therespuram 8848059.300N, 7889048.200E CS a HP
40 Vellapatti 98707.600N, 78824042.900E SW x HP
41 KeelaVaippar 8859054.800N, 78815016.200E — x TC

42
Mandapam 981702900N, 798901.100E

HB x HP
CB x HP

43
Pamban 9816052.100N, 79811053.500E

MS x HP
CP x HP

44 Rameswaram 98170200N, 798190200E CS a HP
45 Dhanushkodi 981204200N, 7982202700E — a TC

Note: CM, collection method; CS, calcareous stones; ER, embedded Rocks; MB, mussel bed; HB, hull of boat; OC, oyster cages; CB, cement
blocks; MS, molluscan shells; SW, sea weeds; CP, coral pieces; HP, hand picking; SD, SCUBA diving; SN, snorkelling; TC, trawl collection; x,
present; a, absent.

Table 2 Catch per unit effort (CPUE) per site.

S. no. Stations N Time [min] No. of person hours Area [m2] CPUE

Southwest coast
1 Vizhinjam bay 32 150 4.69 115 6.8
2 Enayam 0 30 0.00 60 0.0
3 Mel Midalam 6 30 5.00 60 1.2
4 Colachel 7 60 8.57 50 0.8
5 Kadiyapattanam 3 60 20.00 20 0.2
6 Muttom 7 80 11.43 70 0.6
7 Pillai Thoppu 2 30 15.00 — 0.1
8 Azhikkal 2 30 15.00 60 0.1
9 Pozhikarai 2 30 15.00 60 0.1

10 KesavanPuthenThurai 1 20 20.00 — 0.1
11 PuthenThurai 1 35 35.00 — 0.0
12 Sanguthurai 1 25 25.00 — 0.0
13 Pallam 2 50 25.00 65 0.1
14 Mel Manakudi 2 40 20.00 — 0.1
15 Keel Manakudi 2 25 12.50 — 0.2
16 Kanyakumari 5 60 12.00 60 0.4
17 China Muttom 12 120 10.00 75 1.2
18 Leepuram 5 30 6.00 80 0.8
19 Arokiya Puram 2 20 10.00 65 0.2

Southeast coast
20 Kootapuli 4 40 10.00 — 0.4
21 Koodankulam 4 25 6.25 — 0.6
22 Uvari 6 60 10.00 80 0.6
23 Kooduthalai 2 30 15.00 — 0.1
24 Periyathalai 3 30 10.00 — 0.3
25 Manapad 3 60 20.00 — 0.2
26 Kulasekharapatnam 7 60 8.57 — 0.8
27 Alanthalai 7 30 4.29 — 1.6
28 Amali Nagar 5 30 6.00 — 0.8
29 Tiruchendur 12 90 7.50 80 1.6
30 Veerapandiapattanam 6 40 6.67 60 0.9
31 Kayalpatnam 3 30 10.00 — 0.3
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Table 2 (Continued )

S. no. Stations N Time [min] No. of person hours Area [m2] CPUE

32 Punnakkayal 5 40 8.00 85 0.6
33 Thoothukudi (Harbour) 20 90 4.50 225 4.4
34 North Break Water 38 90 2.37 120 16.0
35 Hare Island 42 90 2.14 160 19.6
36 Roch Park 10 60 6.00 70 1.7
37 Inigo Nagar 9 60 6.67 70 1.4
38 Collectors Bungalow 10 60 6.00 70 1.7
39 Therespuram 0 30 0.00 60 0.0
40 Vellapatti 4 40 10.00 80 0.4
41 KeelaVaippar 4 30 7.50 — 0.5
42 Mandapam 12 90 7.50 180 1.6
43 Pamban 6 40 6.67 120 0.9
44 Rameswaram 0 30 0.00 120 0.0
45 Dhanushkodi 0 30 0.00 — 0.0

Bold values signify the study areas Hare Island, North Break Water and Vizhinjam Bay recruited significantly higher number of colonies of
Didemnum psammathodes species.

Figure 2 Number of colonies of Didemnum psammathodes observed on the various substrata.
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Hydrographical parameters and number of colonies of D.
psammathodes of southeast and southwest coasts of India are
represented in Table 3. Temperature, salinity, dissolved oxy-
gen and pH of the stations along the southwest coast ranged
from 26.2 to 27.48C, 30.1 to 31 ppt, 4.2 to 4.5 ml L�1 and
7.2 to 7.6 respectively whereas, in the southeast coast the
values ranged from 30.4 to 318C, 34.1 to 35.2 ppt, 4.1 to
4.3 ml L�1 and 7.7 to 7.9. Statistical analysis (one-way
ANOVA) of these four parameters showed no significant dif-
ferences between the different sites ( p < 0.005).

4. Discussion

In the present survey, occurrence and distribution of
D. psammathodes were investigated along the Arabian
Sea, Indian Ocean and the Bay of Bengal. The maximum
number of colonies was recorded at the southeast coast of
India. It could be correlated with the availability of struc-
tures, both natural (embedded rocks, seaweed, mussel bed,
coral pieces, etc.) and man-made as well (stones, cement
blocks, hulls of boat, oyster cages, etc.) (Fig. 2) which might
have influenced the settlement of the ascidian.

The study on station-wise abundance of D. psammathodes
revealed maximum record at Vizhinjam bay and Hare Island
along the southwest and southeast coasts respectively. This
could be attributed to the fact that these two stations are
provided with numerous small-embedded rocks and loosely
bound stones. Moreover, these stations experience very calm
and low wave action, which facilitates D. psammathodes to
encrust the substrata nearby. Colonies of D. psammathodes
are found either single or in clumps (2—5 colonies), and
sometimes as a very large mat. They are more commonly
available in the immediate-sublittoral zone at approximately
1 m depth. In their natural habitat, majority of the colonies
are located underneath stones and crevices of embedded



Table 3 Hydrographical parameters of various stations along the southeast and southwest coast of India.

Stations Temperature
[8C]

Salinity
[ppt]

DO
[ml L�1]

pH N

Vizhinjam bay 27.0 30.7 4.4 7.6 32
Enayam 27.3 30.5 4.2 7.6 0
Mel Midalam 27.3 30.5 4.2 7.6 6
Colachel 27.4 30.1 4.3 7.6 7
Kadiyapattanam 27.0 31.0 4.5 7.6 3
Muttom 26.2 30.8 4.4 7.3 7
Pillai Thoppu 27.0 30.5 4.3 7.3 2
Azhikkal 27.0 30.5 4.3 7.3 2
Pozhikarai 27.0 30.5 4.3 7.3 2
KesavanPuthenThurai 27.0 30.5 4.3 7.3 1
PuthenThurai 27.0 30.5 4.3 7.3 1
Sanguthurai 27.0 30.5 4.3 7.4 1
Pallam 27.0 30.5 4.3 7.4 2
Mel Manakudi 26.8 30.5 4.3 7.2 2
Keel Manakudi 26.8 30.5 4.3 7.2 2
Kanyakumari 26.8 30.5 4.3 7.2 5
China Muttom 26.8 30.5 4.3 7.2 12
Leepuram 26.7 30.7 4.3 7.2 5
Arokiya Puram 26.7 30.7 4.3 7.2 2
Kootapuli 30.4 34.6 4.2 7.8 4
Koodankulam 31.0 35.2 4.3 7.9 4
Uvari 30.5 34.2 4.2 7.8 6
Kooduthalai 30.5 34.2 4.2 7.8 2
Periyathalai 30.5 34.2 4.2 7.8 3
Manapad 30.5 34.2 4.2 7.8 3
Kulasekharapatnam 30.5 34.2 4.2 7.8 7
Alanthalai 30.5 34.2 4.2 7.8 7
Amali Nagar 30.5 34.2 4.2 7.8 5
Tiruchendur 30.8 34.5 4.2 7.8 12
Veerapandiapattanam 30.8 34.5 4.2 7.8 6
Kayalpatnam 30.8 34.5 4.2 7.8 3
Punnakkayal 30.8 34.5 4.2 7.9 5
Thoothukudi (Harbour) 30.5 34.2 4.3 7.9 20
North Break Water 30.5 34.2 4.3 7.7 38
Hare Island 30.5 34.2 4.3 7.8 42
Roch Park 30.5 34.2 4.3 7.8 10
Inigo Nagar 30.5 34.2 4.3 7.8 9
Collectors Bungalow 30.5 34.2 4.3 7.8 10
Therespuram 30.5 34.2 4.3 7.8 0
Vellapatti 30.5 34.2 4.3 7.8 4
KeelaVaippar 30.5 34.2 4.3 7.8 4
Mandapam 30.2 34.1 4.1 7.8 12
Pamban 30.2 34.1 4.1 7.8 6
Rameswaram 30.2 34.1 4.1 7.7 0
Dhanushkodi 30.2 34.1 4.1 7.7 0

Mean 29.0 32.7 4.3 7.6 7.0
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rocks. Shaded areas such as rock crevices and undersides tend
to be favourable habitats for ascidians (Young and Chia,
1984). Ascidian larvae response to phototactic negative
effect contributes to recruitment into these habitats (Svane
and Dolmer, 1995; Svane and Young, 1989; Young and Chia,
1984).

Out of 45 stations, 16 stations, including Dhanushkodi,
Enayam, Therespuram and Rameswaram, are sandy in nature
and devoid of any substrata. In these stations, the sampling of
D. psammathodes was done by examining the fishing nets
used for catching fishes from deep sea up to the depth of 15—
20 m. The present observation confirmed the reports of
Young (1989) and Tamilselvi et al. (2012) who reported that
habitat stability is an important criterion for survivorship of
an organism and sand movement adversely affects the set-
tlement of its larvae.

Because of the uncertainty concerning the origin of this
species, its status as non-indigenous species remains unclear.
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Various levels of evidence suggest that this species is cate-
gorized into cryptogenic species (Abdul Jaffar Ali et al., 2009;
Carlton, 1996). Since worldwide shipping facilitates the exo-
tic species to invade the ports of various countries such as
Japan, Malaysia, Indonesia, New Zealand, New South Wales
(Central E coast), Queensland (Central E coast, Great Barrier
Reef, NE coast), Victoria (Bass Strait), the western Indian
Ocean, the Red Sea and India (Cariton and Geller, 1993;
Hewitt et al., 2004; Monniot and Monniot, 1991, 1994),
the invasiveness of this species into the Indian water could
also be substantiated. In the previous report, this species was
categorized as cryptogenic but based on the present obser-
vation, this species can be categorized as established cryp-
togenic based on various criteria proposed by Carlton (1996).

The occurrence of D. psammathodes was more common in
harbour area, followed by fish landing centre nearby. This
might be due to the connectivity of the ports, movement of
ships and also the release of ballast water at the ports.
Furthermore, the large number of boats with fouled hulls,
especially fishing vessels that move from one harbour to
another undoubtedly provide new breeding stock to recolo-
nize the denuded surfaces and also enhance gene flow of D.
psammathodes populations between the harbours. The
increasing invasiveness of this species proved beyond doubt
that the heavy traffic of fishing vessels and ship movements
interlinking all the major ports and fishing harbours of south-
ern India could probably pave the way for invasion of this non-
native ascidian. Kott (2002), Abdul Jaffar Ali (2004) and
Tamilselvi et al. (2011) reported that provisions of maritime
and other installations associated with commercial harbour
could have facilitated the settlement of ascidians species.

In the present study, hydrographical parameters in the
southeast and southwest coasts of India showed slight varia-
tions but did not show any significant correlation with the
number of colonies of D. psammathodes. On the contrary, the
role of temperature in influencing Didemnum recruitment
was suggested by Stachowicz et al. (2002b). Carlton (2000)
recorded that the given temperature and species composi-
tion significantly impacted temperate subtidal communities
and cumulative impact of these factors may facilitate the
future invasion. As adult ascidians are sedentary in nature, its
abundance and distribution of species are highly influenced
by the larval behaviour rather than physical disturbance,
predation and competition (Svane and Young, 1989). Along
with these factors, the substrate features also determine the
composition of ascidians (Tamilselvi and Abdul Jaffar Ali,
2013).

Worldwide distribution of D. psammathodes is often
explained by its high dispersive capability and also by certain
aspects of their life cycle including motility of larval, bud-
ding, colony fragmentation, etc. The short-lived larvae
released from a colony facilitate the dispersal of the species
over short distances. The larvae also settle close to the
parental colony (Tamilselvi et al., 2011; Yund and Stires,
2002). The present survey also revealed the rapid invasion
and spread of D. psammathodes along the southern Indian
coastal waters. The distribution and abundance of D. psam-
mathodes are determined by availability of diverse sub-
strates, heavy traffic and intercoastal movement of ships
and fishing vessels and also life-history traits.

Since the search time differs at each site, the total
number of D. psammathodes collected was standardized
using catch per unit effort (CPUE). Higher CPUE at Hare
Island and NBW could possibly occur because this species
formed the colonies at undersides of loosely bound and
embedded rocks close to surface of the water and collection
did not take as long compared to searching underneath
boulders and rock crevices in Muttom, Kadiyapattanam and
Kanyakumari regions of Tamilnadu, India.

To conclude, D. psammathodes has strong potential to
invade most of the stations along southern Indian coastal
waters at a significantly greater rate and its distribution is not
influenced by hydrographical parameters but by substrates.
Owing to ever changing coastal diversity and topography of
the collection spots, a special attention should be given to
the biofoulers such as ascidians. This study will definitely be
very helpful for researchers, coastal planners, port autho-
rities, coastal thermal plants and atomic power plants in
proper management. Since there is no concrete solution to
prevent and/or eradicate bioinvasion, D. psammathodes can
be better utilized in a positive way by preparing supplemen-
tary feed for culturable organisms and to isolate the novel
lead molecules as reported by earlier studies.
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Summary The main objective of this study was to adapt analytical procedures for determining
antibiotic residues in solid and aquatic samples to marine sediments and to investigate the
occurrence of 9 sulfonamides, trimethoprim and 2 quinolones in southern Baltic Sea sediments.
The analytical procedure was applied to sediment samples characterized as sand and silty sand.
The validation results showed that a sensitive and efficient method applying tandem solid-phase
extraction (SPE) and liquid chromatography coupled with tandem mass spectrometry (LC—MS/
MS) was obtained. Analytes were determined in the lower ng g�1 range with good accuracy and
precision. The proposed analytical procedure was applied to the analysis of 13 sediment samples
collected from the Baltic Sea along the Polish coast. Concentrations of antibiotic residues in
environmental samples were calculated based on external matrix-matched calibration. Residues
of nine out of twelve of the above antibiotics were detected in sediment samples in a
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occurrence frequency of trimethoprim was 42% and it was always detected simultaneously with
sulfamethoxazole. Preliminary studies on the spatial distribution of the analyzed antibiotics
indicate a high level of antibiotics occurring in the Pomeranian Bay and close to the mouths of
Polish rivers. The study is the first one to demonstrate the occurrence of antibiotic residues in
sediments of the Polish coastal area. The obtained results suggest that sediment can be an
important secondary source of antibiotic residues in the marine environment.
# 2016 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

At the end of the second half of the twentieth century scien-
tists started to treat pharmaceutical residues as environmen-
tal contaminants (Daughton and Ternes, 1999; Hirsch et al.,
1999). The development and common use of sensitive analy-
tical instruments like liquid or gas chromatographs coupled
with mass spectrometers allowed the detection of trace con-
centrations of these compounds in different environmental
matrices (Kot-Wasik et al., 2007; Mutavdžić-Pavlović et al.,
2007). Special attention should be paid to antibiotic residues.
In 2002, Wise estimated the world use of antibiotics at
between 100 and 200 thousand tonnes per year. According
to data published by Boeckel et al. (2014), global consumption
of antibiotic drugs increased by 36% between 2000 and
2010. The main sources of antibiotics in the environment
are animal farms, agriculture, and urban, municipal and
hospital wastewaters (Boxall, 2008a; Hörsing et al., 2011;
Kümmerer, 2008a; Łuczkiewicz et al., 2013; Minh et al.,
2009; Sarmah et al., 2006). These bioactive compounds have
only been detected in low concentrations in environmental
samples, nonetheless, given their important, continuous input
and only partial degradation, they are considered as 'pseudo-
persistent' pollutants (Khetan and Collins, 2007). Prolonged
exposure of organisms to antibiotic residues may strongly
affect bacterial populations and induce biological effects in
non-target organisms, potentially disrupting ecosystem pro-
cesses (Arnold et al., 2014; Capone et al., 1996; González-
Pleiter et al., 2013; Halling-Sørensen et al., 1998; Kotlarska
et al., 2015; Kümmerer, 2008b; Molander et al., 2009; Nikolaou
et al., 2007). Therefore, it has become of great importance to
evaluate concentration levels of antibiotic residues and to
understand their environmental fate.

Many studies have demonstrated that antibiotic residues
are widespread in treated wastewaters, soils, groundwaters,
river and lake water and sediments (Boxall et al., 2002;
Kemper, 2008; Li et al., 2012; Sacher et al., 2001;
Vazquez-Roig et al., 2012; Yang et al., 2010). The availability
of data on antibiotic concentrations and their ecotoxicolo-
gical properties in marine waters is still limited, while seas
can be seen as the final sink of the most persistent antibiotic
residues (Chen and Zhou, 2014; Claessens et al., 2013;
McEneff et al., 2014). Once discharged into coastal waters,
antimicrobial residues, like other contaminants, can undergo
biotic and abiotic transformations (including degradation),
sorb to suspended particulate matter and sediment, or accu-
mulate in the tissues of organisms (Gaw et al., 2014; Ramirez
et al., 2009). The fate of antibiotic residues varies depending
on the physicochemical properties of compounds and
matrices, in addition to environmental parameters also play-
ing an important role. Freshwater and marine ecosystems
differ significantly in terms of physicochemical conditions
e.g. salinity, pH and organic matter content. Therefore, the
conclusions generated for freshwater ecosystems on the
environmental fate of antibiotics may not necessarily be
transferable to marine environments (Weigel et al., 2002).
The mobility of compounds greatly depends on water solu-
bility, the octanol—water partitioning coefficient, and pKa
values governed by their chemical structure. Antibiotics are
mostly hydrophilic compounds and should be present with
relatively high frequency and concentrations in marine
waters. This statement can be confirmed by several studies
reporting the presence of these emerging contaminants in
seawater (Borecka et al., 2013, 2015; Na et al., 2011; Nödler
et al., 2014; Wille et al., 2010; Zhang et al., 2013). However,
Bu et al. (2013) suggest that antibiotics could also accumu-
late in sediments, which could thus serve as a sink and
secondary source of antibiotics in the aquatic environment.
Several complex processes can be involved in the sorption
mechanism of antibiotics in sediments. These comprise not
only hydrophobicity but also cation bridging, cation
exchange, hydrogen bonding and surface complexation
(Kim and Carlson, 2005). All these factors may play important
roles in retaining antibiotic residues on a sediment matrix.
The sorption of antibiotics like sulfonamides is also governed
by the property to ionize numerous compounds from this class
depending on the pH of a medium. The log Kow coefficients of
ionizing compounds change considerably in a pH range around
the pKa (Mutavdžić-Pavlović et al., 2012).

According to data published by Gaw et al. (2014) and
Pazdro et al. (2016), until now only around twenty studies
have evaluated the presence of antibiotics residues in marine
sediments. Their presence has been reported in some coastal
regions of the Pacific (mainly in China) and Atlantic Ocean
(Beretta et al., 2014; Lara-Martín et al., 2014; Moreno-
González et al., 2015; Na et al., 2013; Shi et al., 2014;
Stewart et al., 2014; Yang et al., 2010; Yang et al., 2011;
Zhou et al., 2011). As shown above, the information about
spatial and seasonal distribution of antibiotic residues con-
centrations in many coastal areas is still very limited. This is
particularly true for the Baltic Sea, a shallow inland sea with
a large catchment area. There are only a few publications
concerning the occurrence of pharmaceuticals in the Baltic
Sea region and these are limited to water and fish (Beck
et al., 2005; Borecka et al., 2013, 2015; HELCOM, 2010;
Nödler et al., 2014). Borecka et al. (2013, 2015) reported
the presence of antimicrobials from the sulfonamide and
quinolone groups as well as trimethoprim, at concentrations
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of up to ng L�1 in southern Baltic Sea waters. Apart from our
preliminary study reporting the detection of hydrophilic
antibiotics from the tetracyclines class in sediments from
the Gulf of Gdańsk (Siedlewicz et al., 2014), to our knowl-
edge, no study has been performed with regard to antibiotic
residues in the sediments of the Baltic Sea.

The small amount of data available for marine sediments
is also caused by the fact that the analysis of such a complex
matrix is a very demanding task. The number of papers on the
analytical methods of antibiotics residues determination in
solid matrices is significant, but there is still a need for
improvements in analytical procedures, aiming at reliable
identification and quantification of these compounds in mar-
ine sediments (Białk-Bielińska et al., 2016). Moreover, the
simultaneous analysis of compounds with quite different
physicochemical properties in complex solid matrices like
marine sediments also poses several problems (Mutavdžić-
Pavlović et al., 2012).

The main objectives of the study were: (1) to adapt
existing analytical extraction procedures for determining
antibiotic residues concentrations in solid and aquatic sam-
ples to the analysis of Baltic sediments (Babić et al., 2006;
Majka, 2010) and (2) to perform, by applying adapted,
validated methods, preliminary studies on the concentration
levels and spatial distribution of nine sulfonamides, tri-
methoprim and two quinolones in sediments from the south-
ern Baltic Sea. The choice of target antibiotics was made
due to their vast production and consumption worldwide
(Dzierżawski and Cybulski, 2012; Kümmerer, 2008c; Sarmah
et al., 2006). The target compounds represent a variety of
structures and are characterized by different physicochem-
ical properties (e.g. water solubility, pKa values, hydrolytic
stability) (Mutavdžić-Pavlović et al., 2012). Moreover their
presence in southern Baltic surface waters has been observed
(Borecka et al., 2013, 2015).

2. Material and methods

2.1. Chemicals and materials

Sulfathiazole (ST), sulfapyridine (SP), sulfamerazine (SRZ),
sulfamethazine (SMZ), sulfamethiazole (SMT), sulfachloropyr-
idazine (SCP), sulfamethoxazole (SMX), sulfisoxazole (SSX),
sulfadimethoxine (SDM), trimethoprim (TMP), oxolinic acid
(OA) and enrofloxacin (ENR) standards were purchased from
Sigma-Aldrich (Germany). Methanol (MeOH) and acetonitrile
(ACN) (HPLC grade) were obtained from Merck (Germany).
Ammonium chloride (NH4Cl), disodium ethylenediamine tet-
raacetate (Na2EDTA), ammonium acetate (CH3COONH4),
acetic acid (CH3COOH) (all of analytical reagent grade) and
filter paper were purchased from POCH (Poland). Milli-Q water
was obtained from the Milli-Q water purification system
(Millipore, Germany). Oasis HLB cartridges (Waters, Ireland)
with 500 mg of packing material, a 6 mL reservoir, as well as
Discovery DSC-SAX (Sigma-Aldrich) (500 mg/6 mL) cartridges
were used for sample preparation. For sample processing,
an SPE 12 position vacuum manifold (Phenomenex, Germany)
was used.

Standard stock solutions of each compound were prepared
in methanol at a concentration of 100 mg mL�1 and stored at
�188C. Stability tests show a minimum 6-month degradation
resistance of the solutions under the presented conditions.
Working solutions of pharmaceuticals were prepared before
analysis by diluting the stock solution in ACN:H2O (10:90, v/v)
and stored at 48C. To prepare calibration curves, the working
solution was diluted with mobile phase A to an appropriate
concentration.

2.2. Sediment sampling and sample
characterization

Surface sediment samples were collected during the cruise of
r/v Oceania in April 2010 and during the cruise of s/y Task in
July 2010 using Reineck or Niemistö corers. The location of
10 sampling sites is shown in Fig. 1. During sampling, para-
meters of near bottom waters, such as temperature (T), pH,
salinity (S) and dissolved oxygen concentration (O2), were
measured for all samples. Water parameter measurements
were performed using a multimeter (Hach-Lange, HQ40D).
The surface layer of sediment (0—5 cm) was retrieved, frozen
(�188C) in pre-cleaned glass jars and transported to the
laboratory. Sediment samples were homogenized, freeze-
dried (Labconco, 091118527 D) and used for chemical ana-
lyses. For each lyophilized sediment sample, a grain size
analysis was performed. The sediment particle size was
analyzed using meshes (% of grain < 0.063 mm), and the
sediment type was classified according to the Shepard clas-
sification (1954) modified by Piekarek-Jankowska (2010). The
organic matter content in sediments was measured by loss on
ignition (LOI). Dry and homogenous samples of the sediments
were weighed before and after heating for 5 h at 5508C
(Ciborowski, 2010). Details of sampling sites and selected
sediment characteristics are given in Table 1.

2.3. Sample preparation

The extraction procedure of the sediment samples consisted
of two steps: (a) extraction of the analytes from the sediment
by sonification and (b) the enrichment and clean-up of the
extract applying SPE. The samples were extracted adopting
the method used by Majka (2010) and clean-up procedure was
performed adopting the method described by Babić et al.
(2006). The extraction and the clean-up details are briefly
described below.

In the case of the development of the method modifica-
tion, before extraction 2.5 mL of a working solution of a
mixture of antibiotics was spiked into the sediment to reach a
final concentration in the sediment of 5 mg g�1 d.w. and kept
in the dark at room temperature overnight to reach equili-
brium, then the excess of the solvent was evaporated at room
temperature.

Two grams of homogenized sediment sample were
weighed in 30 mL polypropylene centrifuge tubes and sub-
jected to the extraction. The procedure proposed by Majka
(2010) for the analysis of 12 sulfonamides in soils and sedi-
ments consisted of extraction with 5 mL of a NH4Cl:MeOH
(1:1, v/v) mixture and 0.5 mL 0.1 M EDTA. NH4

+ ions can
increase the desorption efficiency by replacing antibiotic
cations in a sediment matrix. Furthermore, a water solution
of NH4Cl enhances phase separation. The EDTA is added
to prevent the analytes from complexing with metal ions
(Lalumera et al., 2004). In this study, during the development



Figure 1 Locations of sampling sites.
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of the method, different solutions and volumes of NH4Cl or
citrate/phosphate buffer (McIlvaine buffer) were used to test
the extraction efficiency of antibiotics from the spiked sedi-
ment. The McIlvaine buffer was applied earlier in the extrac-
tion of tetracyclines from the Baltic Sea sediments
(Siedlewicz et al., 2014). Eventually, according to the best
recovery results, the extraction mixture consisted of metha-
nol, supersaturated NH4Cl and 0.1 M EDTA. 10 mL of metha-
nol, 10 mL of supersaturated NH4Cl water solution and 2 mL
of 0.1 M EDTA were added to each tube. The samples were
mixed on a vortex mixer for 1 min. The samples were then
sonificated for 20 min and mixed on a vortex for 20 h in
darkness in a cold place (different mix times were tested,
and 20 h showed the best recoveries for all analytes). The
samples were then centrifuged at 4000 rpm for 10 min. The
supernatant from each tube was filtered using paper filter
and collected in a glass flask. The extraction was repeated
three times without the 20 h vortex stage. The supernatants
were combined and 1440 mL of Milli-Q water (to dilute the
organic solvent) were added before the clean-up step.

The clean-up procedure was based on the method of Babić
et al. (2006) for wastewater samples, where a 60 mg OASIS
HLB column was used and the following consecutive steps
were performed: pre-conditioning: 5 mL MeOH, 5 mL H2O
pH = 4, washing: 2 mL 2% MeOH, elution: 2� 5 mL MeOH.
In this study, the procedure was modified by using tandem SPE
Discovery SAX — Oasis HLB, instead of single OASIS HLB SPE
and the elimination of sample acidification. The application
of strong anion exchange SPE — Discovery SAX, allowed the
removal of negatively charged compounds like humic and
fulvic acids, and therefore, a decrease in matrix effects.

Briefly, Discovery SAX (6 mL, 500 mg) and Oasis HLB
(6 mL, 500 mg) were set up in tandem for the clean-up of
the aqueous sediment extracts. Each tandem column was
preconditioned with 8 mL of methanol and 10 mL of Milli-Q
water. Each extract was passed through the tandem cartridge
at a flow rate of 6 mL min�1, without allowing the cartridge
to dry out. After sample loading, the SAX cartridge was
removed and the HLB cartridge was rinsed with 8 mL of 2%
methanol. The HLB cartridge was then air-dried under a
vacuum for about 20 min. The target compounds were eluted
with 8 mL of methanol. The eluate was evaporated to dryness
under a gentle nitrogen stream, and stored at �808C until
LC—MS/MS analysis. Just prior to LC—MS/MS, the residue was
re-dissolved in 1 mL of mobile phase A, vortexed, centrifuged
to remove particles and transferred to vials.

2.4. LC—MS/MS analysis

The instrumental analysis method was performed, according
to the method developed by Białk-Bielińska et al. (2009) for
the determination of 12 sulfonamides in soil samples. Chro-
matographic separations were performed using an Agilent
1200 Series LC system (Agilent Technologies Inc., Santa Clara,
USA) with an Agilent Eclipse XDB C18 column (150 mm �
4.6 mm, 5 mm particle size) (Agilent Technologies Inc., Santa
Clara, USA). H2O:ACN (90:10, v/v, 1 mM NH4Ac/AcH, pH 3.56)
(A) and 100% ACN (B) were used as mobile phases. The flow rate
was 0.3 mL min�1. The gradient program started with 0% of
mobile phase B, which was increased to 64% within 15 min. The
injection volume was 50 mL. The mass spectrometric measure-
ments were carried out on an HCT Ultra ion trap mass spectro-
meter (Brucker Daltonics, Bremen, Germany) equipped with
an electrospray ionization source. For data acquisition, Esquir-
eControl software was used. The source temperature was
3508C. Nitrogen was employed as the nebulizer gas (30 psi)
and the dry gas (10 L min�1). The capillary voltage was �4 kV.
Helium (99.999%) was used as the collision gas in the ion
trap. The best conditions for isolating the precursor ion were
determined. Ions were acquired in the multiple reaction



Table 1 Location and characteristics of the sampling sites and the sediments collected from the southern Baltic Sea.

Station number/
sediment type

Sampling site Sampling
date

Coordinates Depth
[m]

LOI
[%]

Fraction
< 0.063 mm
content [%]

S [PSU] T [8C] pH O2 [mg dm�3] SPM [mg dm�3]

1
sand

Mouth of the
Vistula, close to
WWTP 'Gdańsk
Wschód' outlet

April 2010

54822.423
18852.093

13 0.39 0.4 6.9 12.4 9.01 9.87 27.2

1A
sand

July 2010 0.36 0.9 4.9 13.2 8.84 10.90 17.4

2
silty sand

Gdańsk Deep April 2010 54849.085
19817.147

111 20.72 28.9 11.9 7.2 7.32 2.17 80.3

3
sand WWTP 'Gdynia

Dębogórze'
outlet

April 2010

54836.798
18833.712

10 0.81 1.7 7.0 15.4 8.72 10.41 11.9

3A
sand

July 2010 0.47 1.4 6.9 19.2 8.27 10.92 5.5

4
sand

Mouth of the
Łeba river

April 2010 54847.209
17833.971

13 0.26 0.5 7.1 10.7 8.75 10.31 4.5

5
sand

Mouth of the
Słupia river

April 2010 54836.027
16850.161

18 0.48 1.4 6.8 15.2 9.17 10.15 3.4

6
sand

Mouth of the
Wieprza river

April 2010 54826.897
16821.595

10 0.99 0.7 6.2 10.2 8.89 10.12 5.3

7
sand

Mouth of the
Parsęta river

April 2010 54811.534
15832.361

11 0.20 2.7 6.2 14.2 8.72 10.26 4.6

8
sand

Mouth of the
Dziwna river

April 2010 54802.703
14842.626

10 0.18 0.2 6.7 13.2 8.62 10.15 7.4

9
silty sand

Szczecin
Lagoon

April 2010 53841.387
14830.217

6 11.83 10.9 0.3 19.0 9.35 8.70 130.1

10
sand

Mouth of the
Świna river

April 2010 53857.315
14817.253

10 0.77 1.5 5.6 12.1 8.46 9.60 62.1

LOI, loss on ignition; S, salinity; SPM, suspended particulate matter content; WWTP, wastewater treatment plant.
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monitoring mode. After this, the full scan MS mode was used
to record the product ion. For each compound, the frag-
mentation amplitude and isolation width were also opti-
mized manually to increase the sensitivity and selectivity of
the method and to select the three most intensive and
characteristic fragmentation ions for qualitative analysis.
For quantitative analysis, the ion of the highest intensity was
selected. Analyses were performed in the positive mode for
all compounds. The optimized MS/MS conditions are shown
in Table 2.
Table 2 Retention time, precursor and product ion used for LC—

Compound Retention
time [min]

Precursor io
isolation wi

ST 15.9 256 � 2.0 

SP 16.6 250 � 0.9 

SRZ 17.4 265 � 2.0 

SMZ 19.1 279 � 1.9 

SMT 19.3 271 � 2.0 

SCP 22.4 285 � 2.0 

SMX 23.8 254 � 2.0 

SSX 24.5 268 � 2.0 

SDM 26.5 311 � 2.0 

TMP 14.9 291 � 2.0 

OA 24.7 262 � 2.0 

ENR 16.9 360 � 2.0 

ST, sulfathiazole; SP, sulfapyridine; SRZ, sulfamerazine; SMZ, sulfam
sulfamethoxazole; SSX, sulfisoxazole; SDM, sulfadimethoxine; TMP, trime
for quantitative analysis marked in bold.
2.5. Analytical procedure validation

The developed SPE-LC-MS/MS method was validated using
sediment samples at eleven spiking levels (0.5, 1, 2, 5, 10,
20, 50, 100, 200, 500, 1000 ng g�1 d.w. of sediment). The
sediments were spiked with a mixture of external standards
of antibiotics. Each concentration was analyzed 5 times.
Validation parameters such as linearity, method detection
limit (MDL), method quantification limit (MQL), precision and
accuracy of the whole procedure were determined. The
MS/MS analyses.

n with
dth

Product
ions

Fragmentation
amplitude [V]

156 0.55
108 0.60
92 0.65

156 0.50
184 0.60
108 0.55

190 0.65
174 0.60
156 0.55

204 0.60
124 0.55
156 0.55

156 0.60
108 0.70
92 0.60

156 0.65
108 0.60
92 0.65

156 0.65
188 0.65
147 0.50

156 0.70
113 0.65
108 0.65

156 0.60
245 0.60
218 0.65

230 0.90
261 0.90
123 0.90

244 0.75
216 1.05
234 1.05

316 0.85
245 0.75
342 0.75

ethazine; SMT, sulfamethiazole; SCP, sulfachloropyridazine; SMX,
thoprim; OA, oxolinic acid; ENR, enrofloxacin. Product ion selected
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calibration curves were constructed by plotting peak areas
against analyte concentrations. Linearity was determined for
the whole range of concentrations, but for better accuracy of
the results two concentration ranges were applied (0.5—50
and 50—1000 ng g�1 d.w.). The method detection limit was
calculated as three times the standard deviation of the lowest
acceptable concentration of analytes (Białk-Bielińska et al.,
2009; Taverniers et al., 2004). The method quantification limit
was set as three times the MDL value. The precision was
determined as a coefficient of variation (CV) for the repeated
measurements for each spiking level. The accuracy was cal-
culated as the agreement between the measured and known
concentrations of each sample analyzed in the applied linear
ranges. The validation of the whole analytical procedure was
applied to the two types of sediment samples from the Baltic
Sea. For this purpose, sediments differing in granulometry and
organic matter content were analyzed (silty sand from station
2 — Gdańsk Deep — with high organic matter content, sand
from station 3A — WWTP 'Gdynia Dębogórze' outlet — with low
organic matter content). Sediments used as blank samples
were burned at 4508C for 8 h to eliminate organic contami-
nants and analyzed in the same way as other samples. Anti-
biotic residue concentrations in environmental samples were
calculated based on an external matrix-matched calibration.

2.6. Statistical analysis

Linear regression analysis was used to evaluate the influence
of environmental factors on the distribution of frequently
detected antibiotic residues. A level of p < 0.05 was con-
sidered statistically significant. The statistical analysis was
performed using Statistica 10 software (Stat Soft1, Poland).

3. Results and discussion

3.1. Method development

The target antibiotic residues are present in the environment
in low concentrations, which, together with the complexity
of the sediment-like matrix, makes their reliable determina-
tion difficult. Sample preparation is therefore a key step in
analysis. In this study sediment samples were extracted and
cleaned up adopting the modified analytical method devel-
oped by Majka (2010) and Babić et al. (2006). The extraction
procedure described by Majka (2010) (MSc thesis in Polish
language) included the application of supersaturated NH4Cl,
0.1 M EDTA and methanol for the extraction of sulfonamides
from soils and sediments. The modification of the extraction
method used in this study consisted of increasing the volume
of methanol, supersaturated NH4Cl and 0.1 M EDTA compared
to the original extraction procedure. The application of the
clean-up procedure described by Babić et al. (2006) for
wastewater analyses resulted in low recoveries, ranging from
8% for SSX in the Baltic silty sands to 154% for SMZ in the sand
sediments. Subsequently, the SPE clean-up procedure was
modified. The main part of the modification concerned the
use of tandem coupled SPE columns and an increased volume
of solvent used for column conditioning and purification. The
step of the acidification of the sample was also eliminated.
The modified method was characterized by higher accuracy
than the starting procedure.
The proposed analytical procedure was applied to two
types of sediment samples from the Baltic Sea. The sediments
used in the validation procedure (from station 2 — silty sand
and station 3A — sand) were almost completely free from
antibiotic residues. Only in sample 3A, was SCP concentra-
tion < MQL level, and it was taken into account in the
calculation of the validation parameters. The validation
parameters of the whole analytical procedure for sand and
silty sand are presented in Table 3.

The MDL values were very low for both types of sediments.
For the sand, the values were generally lower (MDL = 0.15—
1.86 ng g�1 d.w.) than the values for the silty sand
(MDL = 0.23—10.2 ng g�1 d.w.). The method detection limit
and method quantification limit for the target compounds
were similar to, or lower than, the values of these para-
meters reported in the literature (Löffler and Ternes, 2003;
Na et al., 2013; Xu et al., 2014; Zhou et al., 2011). However,
Shi et al. (2014) obtained lower limit of detection (LOD)
values for some target compounds ranging from 0.05 ng g�1

d.w. for SP to 0.1 ng g�1 d.w. for SMX. Similarly, Chen and
Zhou (2014) described the limit of quantification (LOQ) of
their target antibiotic in the range of 0.01—0.5 ng g�1 d.w.
The higher MDL and MQL values observed for Baltic sediments
were probably caused by matrix effects. For example,
Gdańsk Deep sediments are characterized by a high content
of organic matter and accumulated persistent organic pollu-
tants, heavy metals or anionic surfactants (Hampel et al.,
2012; Konat and Kowalewska, 2001; Szefer et al., 1995).
Those compounds can affect the ionization efficiency (Caban
et al., 2012; Van De Steene and Lambert, 2008; Zhou et al.,
2011). Furthermore, the strong sorption properties of OA and
ENR could be a reason for their high MDL/MQL values in silty
sand type sediments (Kümmerer, 2008a, 2008c; Le-Minh
et al., 2010). The calibration curves obtained for all com-
pounds were linear in the assayed range, with the correlation
coefficients r � 0.98. Linear concentration ranges were
applied for most of the compounds except OA and ENR in
silty sand. For these analytes the accuracy of spiking levels
located beyond the linear range (presented in Table 3)
increased or decreased enormously. The calibration curves
were proved to be linear within the range of the linear
regression parameters of both the matrix-matched and stan-
dard calibration curves. The accuracy of the method was
expressed as the mean recoveries with standard deviations
(SD) of spiked antibiotics in the sediment matrix. Good
accuracies, ranging from 89 to 119%, were obtained for
the two spiking levels in both sediment types assayed. This
accuracies are very satisfactory compared to the methods
described in the literature, where the reported accuracy for
sulfonamides and quinolones were in the range of 51—141%
(Chen and Zhou, 2014; Luo et al., 2011; Na et al., 2013;
Raich-Montiou et al., 2007). However, some accuracies of
target compounds were relatively high. At the lowest spiking
level of OA in sand sediment and the highest spiking level of
ST, SP, SRZ and SMT, in silty sand, the standard deviations
obtained were higher than 20%. The physicochemical proper-
ties of the target substances and the influence of the matrix
may affect the accuracy (Caban et al., 2012; Zhou et al.,
2011). According to Kim and Carlson (2005) cation exchange,
cation bridging, surface complexation and hydrogen bonding
may play important role in retaining pharmaceuticals on a
solid matrix. Białk-Bielińska et al. (2012) and Maszkowska



Table 3 Validation results for the entire analytical procedure (SPE-LC-MS/MS) applied to determination of 12 antibiotics in Baltic sediments.

Compound Sand Silty sand

Range R2 MDL
[ng g�1 d.w.]

MQL
[ng g�1 d.w.]

Accuracy [%]
Mean (SD)
(n = 5)

Range R2 MDL
[ng g�1 d.w.]

MQL
[ng g�1 d.w.]

Accuracy [%]
Mean (SD)
(n = 5)

ST 0.5—50 1.000 0.38 1.14 96.5 (12.9) 0.5—50 1.000 0.43 1.29 100.5 (9.4)
50—1000 1.000 95.1 (18.4) 50—1000 0.975 101.0 (21.0)

SP 0.5—50 1.000 0.19 0.57 91.2 (16.9) 1—50 0.999 0.77 2.31 93.9 (9.5)
50—1000 0.999 109.9 (9.6) 50—100 0.999 92.1 (28.2)

SRZ 0.5—50 1.000 0.25 0.75 94.1 (11.1) 0.5—50 1.000 0.23 0.69 100.8 (6.6)
50—1000 0.999 107.7 (7.8) 50—1000 0.999 102.5 (22.9)

SMZ 1.0—50 0.999 0.49 1.47 103.4 (9.8) 1—50 1.000 0.59 1.77 90.5 (15.6)
50—1000 0.984 112.1 (12.6) 50—1000 0.999 109.0 (11.9)

SMT 1—50 1.000 0.79 2.37 101.4 (6.3) 0.5—50 0.999 0.88 2.64 103.8 (11.7)
50—1000 0.999 88.8 (17.7) 50—1000 0.985 118.8 (23.4)

SCP 0.5—50 1.000 0.15 0.45 97.6 (6.1) 0.5—50 1.000 0.37 1.11 105. (17.2)
50—1000 1.000 100.2 (3.0) 50—1000 0.999 104.3 (9.5)

SMX 0.5—20 1.000 0.31 0.93 99.3 (4.4) 1—50 1.000 0.83 2.49 101.3 (7.2)
50—1000 1.000 95.9 (16.9) 50—1000 0.999 104.8 (8.2)

SSX 0.5—50 0.999 0.26 0.78 101.1 (12.2) 2—100 0.984 0.58 1.74 96.5 (11.8)
50—1000 0.999 107.9 (12.0) 100—1000 1.000 104.8 (8.4)

SDM 0.5—50 0.999 0.53 1.59 103.5 (6.6) 1—50 1.000 0.54 1.62 98.7 (10.6)
50—1000 0.999 104.8 (7.8) 50—1000 0.984 106.0 (14.9)

TMP 0.5—50 1.000 0.34 1.02 103.1 (11.7) 0.5—50 1.000 0.34 1.02 102.7 (9.2)
50—1000 0.984 103.8 (12.3) 50—1000 0.984 102.3 (16.6)

OA 2—50 0.999 1.86 5.58 108.7 (24.5) 50—1000 0.999 10.2 30.6 113.8 (12.7)
50—1000 0.984 104.5 (16.7)

ENR 2—50 0.985 1.22 3.66 98.5 (18.7) 2—200 0.999 1.38 4.14 97.7 (18.6)
50—1000 1.000 101.8 (4.0)

n, number of replicates; MDL, method detection limit; MQL, method quantification limit; R2, determination coefficient; SD, standard deviation; ST, sulfathiazole; SP, sulfapyridine; SRZ,
sulfamerazine; SMZ, sulfamethazine; SMT, sulfamethiazole; SCP, sulfachloropyridazine; SMX, sulfamethoxazole; SSX, sulfisoxazole; SDM, sulfadimethoxine; TMP, trimethoprim; OA, oxolinic acid;
ENR, enrofloxacin.
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et al. (2013) reported a strong dependence between the
sorption/desorption of selected sulfonamides and the
organic carbon content in soils. In the light of these inves-
tigations it can be assumed that similar dependencies could
be a reason for the difference in accuracies observed for
analyzed types of Baltic sediments. Matrix effects like ion
suppression and/or ion enhancement are ubiquitous during
LC—MS/MS analysis, due to ionization competition between
eluting compounds in a chromatographic system (Na et al.,
2011; Van De Steene and Lambert, 2008). To reduce high
values of the standard deviation and to fully determine the
influence of the sample matrix on the obtained results, the
use of internal, isotope-labelled standards is recommended
(Löffler and Ternes, 2003; Na et al., 2011; Yang et al., 2010).
However, these were not applied at this stage. The exact
values of matrix effects were not calculated as they were
compensated by working with a matrix-matched calibration.
Studies on matrix effects in different types of Baltic sedi-
ments will be continued in future research applying isotope-
labelled analogues. This approach was demonstrated to be
the most advantageous approach for an accurate determina-
tion of target compounds in environmental complex samples
(Na et al., 2013). The selection of an internal standard has to
be based on its similarity to the compounds of interest, with
regard to chemical structure, mass spectrometric response,
chromatographic retention time and matrix effect (ion sup-
pression or enhancement) (Bayen et al., 2013). However, the
commercial availability of reference standards is still low,
thus according to the literature satisfactory results can be
obtained using only one or two internal standards to correct
for all compounds (Wille et al., 2012).

In the applied method, the precision (CV) values were in
general less than 20%. The sediment matrix and the proper-
ties of some target analytes could explain the differences in
the validation parameters between both types of sediments.
Analyses of the blank samples, in which none of the analyzed
compounds were detected, in comparison with spiked sedi-
ment samples showed that the method also exhibited good
selectivity.
Table 4 Occurrence of target compounds in sediment samples c

Sampling
station

Concentration, mean value (SD) [ng g�1 d.w.]

ST SP SRZ SMZ SMT SC

1 n.d. n.d. n.d. n.d. n.d. n.d
1A <MQL n.d. <MQL 1.76 (0.23) n.d. 1.0
2 n.d. n.d. n.d. n.d. n.d. n.d
3 n.d. n.d. n.d. n.d. n.d. 0.5
3A n.d. n.d. n.d. n.d. n.d. <M
4 n.d. n.d. n.d. <MQL n.d. 0.5
5 1.77 (0.03) n.d. n.d. n.d. 20.84 (0.52) n.d
6 n.d. n.d. n.d. n.d. 12.85 (0.23) n.d
7 n.d. n.d. n.d. <MQL n.d. 0.4
8 n.d. n.d. n.d. n.d. n.d. <M
9 n.d. n.d. n.d. n.d. n.d. <M
10 n.d. n.d. n.d. n.d. n.d. n.d

n.d. not detected (<MDL below method detection limit), <MQL below m
sulfamerazine; SMZ, sulfamethazine; SMT, sulfamethiazole; SCP, sulfac
sulfadimethoxine; TMP, trimethoprim; OA, oxolinic acid; ENR, enroflox
The obtained validation results showed that a sensitive
and efficient extraction procedure and analytical method,
applying tandem SPE and LC—MS/MS, has been developed to
determine 12 antibiotics in Baltic sediments. The described
procedure allows the determination of 9 sulfonamides, 2 qui-
nolones and trimethoprim in Baltic sediments down to the
lower ng g�1 range, with good accuracy and precision.

3.2. Results of the real samples analysis

The proposed analytical procedure was applied to the ana-
lysis of 12 sediment samples collected from the southern
Baltic Sea. Environmental samples were analyzed in dupli-
cate, and the reported data are the average of the two
analyses. The detected compounds together with their con-
centrations are shown in Table 4. Nine of the twelve target
antibiotics were detected in the sediment samples. Among
the analyzed antibiotics, SMX and SCP were the most fre-
quently detected (58%) in sediment samples. The occurrence
frequency of TMP was 42% and it was detected in the samples
simultaneously with SMX. SMT, SRZ, SSX and SDM were found
in the monitored area but only in single samples. No residues
of SP, OA, ENR were detected in any of the samples analyzed.

The concentrations of the analyzed antibiotics ranged
from <MDL to 419 ng g�1 d.w. for sulfonamides and from
<MDL to 2.46 ng g�1 d.w. for TMP. The highest concentrations
were observed for SMX up to 419.2 ng g�1 d.w. Compounds
observed sporadically were found at low concentrations,
with one exception — SMT. In the case of SMT, notable
concentrations were observed (12.85 and 20.84 ng g�1 d.w.).

This preliminary study has demonstrated for the first time
the occurrence of the analyzed compounds in sediments col-
lected in the Polish coastal area. It is worth noting that very
little information is available on the concentrations of anti-
biotic residues in marine sediments. Most of the available
data has been reported for Asian coastal seas. In general,
the maximum concentrations of sulfonamides in marine sedi-
ments in other geographical areas were lower than in the
present study. For example, Na et al. (2013), investigating the
ollected from the southern Baltic Sea.

P SMX SSX SDM TMP OA ENR

. 11.12 (0.42) n.d. n.d. <MQL n.d. n.d.
7 (0.32) 2.34 (0.61) <MQL <MQL 2.46 (0.12) n.d. n.d.
. n.d. n.d. n.d. n.d. n.d. n.d.
4 (0.04) 7.83 (0.40) n.d. n.d. <MQL n.d. n.d.
QL n.d. n.d. n.d. n.d. n.d. n.d.
5 (0.06) 67.24 (5.32) n.d. n.d. <MQL n.d. n.d.
. n.d. n.d. n.d. n.d. n.d. n.d.
. n.d. n.d. n.d. n.d. n.d. n.d.
7 (0.23) 275.8 (13.1) n.d. n.d. 1.74 (0.03) n.d. n.d.
QL 185.7 (5.4) n.d. n.d. n.d. n.d. n.d.
QL n.d. n.d. n.d. n.d. n.d. n.d.
. 419.2 (2.6) n.d. n.d. n.d. n.d. n.d.

ethod quantification limit, ST, sulfathiazole; SP, sulfapyridine; SRZ,
hloropyridazine; SMX, sulfamethoxazole; SSX, sulfisoxazole; SDM,
acin; SD, standard deviation.
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occurrence of 20 antibiotics in the coastal areas of Dalian
(China), reported different patterns in the maximum concen-
tration and frequency of sulfonamides: ST, SRZ and SMZ were at
maximum levels in the range of 1.8—3.7 ng g�1, whereas SMT,
SCP, SMX, SSX and SDM were not detected in any sediment
sample, despite some of them being present in seawater.
Seasonal variations in the detection frequency of ST, SP,
SRZ, SMZ, SMX and ENR, and a maximum concentration range
of <LOQ to 9.1 ng g�1, were observed by Shi et al. (2014) in the
Yangtze Estuary. In the same area, Yang et al. (2011) observed
SMX in water but not in sediments. Low levels of SMZ and ENR,
and an absence of SMX, were also observed by Liang et al.
(2013) in sediments of the Pearl River Estuary. In sediments of
the Mar Menor Lagoon (Spain), the concentration of SMX was
<LOD and that of TMP was <LOQ (Moreno-González et al.,
2015). Low concentrations (<1 ng g�1) of SMT and TMP were
measured in sediments around Auckland in New Zealand
(Stewart et al., 2014). Higher concentrations of SMX, TMP
and OA than reported in this article have been detected in
sediment collected near aquacultures. Le and Munekage
(2004) observed levels of these compounds in the range of
1.8—820 mg g�1 in Viet Nam shrimp ponds, where these anti-
biotics are popular components of shrimp feed (Le and Munek-
age, 2004). The authors also observed higher concentrations of
antibiotic residues in sediments than in water samples in the
vicinity of these shrimp farms (Le and Munekage, 2004).

The observed levels of sulfonamides and trimethoprim in
the collected sediments were higher than those reported for
Baltic seawaters (Borecka et al., 2013; Nödler et al., 2014)
and Polish river waters (Gbylik-Sikorska et al., 2014). The
spatial distribution of the analyzed antibiotics indicates a
high level of antibiotics occurring in the Pomeranian Bay and
in the mouths of rivers. The highest SMX levels were found at
station 10 (Pomeranian Bay) close to the mouth of the Świna
river (station 10 — 419.2 ng g�1 d.w.). A high level of SMX was
also observed close to the mouths of the Parsęta river (station
7 — 275.75 ng g�1 d.w.) and the Dziwna river (station 8 —

185.70 ng g�1 d.w.). To exclude the influence of artificial
interference resulting in the detection of high concentrations
of SMX, the analyses of samples from stations 7, 8 and 10 were
repeated by independent analysts. In the case of the Gulf of
Gdańsk, samples collected in summer from the station in the
Table 5 The Pearson linear correlation between environmental pa
samples collected from the southern Baltic Sea.

Compound LOI [%] <0.063 mm [%] S [PSU] T

SMX 0.1144 0.4279 �0.2815 �
n = 7 n = 7 n = 7 n
p = 0.807 p = 0.338 p = 0.541 p

TMP �0.3975 0.3444 �0.9619 * 0
n = 5 n = 5 n = 5 n
p = 0.508 p = 0.570 p = 0.009 p

SCP �0.1373 �0.1323 �0.0939 �
n = 7 n = 7 n = 7 n
p = 0.769 p = 0.777 p = 0.841 p

n, number of samples; LOI, loss on ignition; S, salinity; SPM, suspe
trimethoprim; SCP, sulfachloropyridazine.
* p < 0.05.
mouth of the Vistula, close to the Wastewater Treatment
Plant (WWTP) 'Gdańsk Wschód' outlet (1A), were character-
ized by the highest frequency of antibiotics. These results
were quite different from those for samples collected
from the same place in April (1), where only SMX and TMP
were detected. Samples collected in April and June (stations
3 and 3A), near to the WWTP 'Gdynia Dębogórze' outlet,
demonstrated much lower antibiotic frequency than stations
1 and 1A. There was only one sample — collected from the
Gdańsk Deep station — where none of the analytes were
detected.

The presence of SMX and TMP most probably results from
their application in medicine (commonly used together in the
ratio 5:1) (Chang et al., 2008). The main source of these
compounds in the investigated samples may be wastewaters
from WWTPs. Łuczkiewicz et al. (2013) proved that the
removals of TMP and SMX in Gdańsk WWTP were only in
the range of 7—38% and 47—65% respectively. Another source
of compounds like SCP or SMZ may be used in livestock,
further surface runoff from soil, and final discharge to the
sea (Xu et al., 2014). The results from station 10 (mouth of
the Świna river), which show high concentrations of SMX,
were very surprising and may be caused by different factors
like, for example, the impact of the Odra and Świna rivers or
the city of Świnoujście (a point source of pollution). Such
phenomena were also observed by Nödler et al. (2014) for
caffeine in the Cape Arcona area (western Baltic Sea). It is
suggested that, as this location includes popular tourist
destination places, the detected concentrations may be
attributed to tourist activities. The influence of tourist
activity on pharmaceutical levels was also observed by Mor-
eno-González et al. in the Mar Menor lagoon (western Med-
iterranean Sea) (Moreno-González et al., 2015). The mouth
of the Świna river has a high shipping throughput and the
coast nearby is a popular tourist attraction, so the high level
of pollution may be caused by tourists and sewage dumping
by ships near the sampling location. This hypothesis about
tourist activity influencing contamination could also explain
the higher frequency of antibiotic residue occurrence at
station 1A in the coastal area of the Gulf of Gdańsk in summer
compared to spring. However, to verify this hypothesis, a
greater volume of data would be necessary.
rameters and SMX, TMP, SCP (measurable intensity) in sediment

 [8C] pH O2 [mg dm�3] SPM [mg dm�3]

0.1220 �0.8012* �0.6280 0.5374
 = 7 n = 7 n = 7 n = 7
 = 0.794 p = 0.030 p = 0.131 p = 0.213

.2067 �0.1127 0.7057 �0.0761
 = 5 n = 5 n = 5 n = 5
 = 0.739 p = 0.857 p = 0.183 p = 0.903

0.4345 0.3111 0.5496 �0.0665
 = 7 n = 7 n = 7 n = 7
 = 0.330 p = 0.497 p = 0.201 p = 0.887

nded particulate matter content; SMX, sulfamethoxazole; TMP,
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Statistical analyses showed that SMX concentrations
correlate with bottom water parameters like pH (Table 5).
Białk-Bielińska et al. (2012) confirmed that sulfadimethoxine
and sulfaguanidine had lower Kd values with increasing pH.
The inverse Pearson correlation between TMP and the salinity
of bottom waters may be caused by the dilution of this
compound in marine waters (Liang et al., 2013; Zhang
et al., 2012). No significant correlation existed between
the concentrations of the target compounds and the sedi-
ment properties, which is in contrast with the situation for
persistent organic pollutants (POPs). The content of POPs,
which are hydrophobic compounds, in sediments, in general,
strongly correlates with organic matter content and fine
grain content (Pazdro, 2004). Although the obtained results
indicate that the sediment composition is not the determin-
ing factor in the retention of the analyzed antibiotics, it
should be remembered that the number of samples is low for
statistical analyses and that a larger database would help in
drawing conclusions. Due to the hydrophilic properties of the
target antibiotics, sorption on sediment particles is more
complex than that of hydrophobic organic contaminants
(Beretta et al., 2014). Antibiotics like sulfonamides or tri-
methoprim are generally persistent in the marine environ-
ment and are sparingly adsorbed by sediment due to their
physicochemical properties (Benotti and Brownawell, 2009;
Boxall, 2008b; Hektoen et al., 1995; Sukul and Spiteller, 2006;
Thiele-Bruhn, 2003; Tolls, 2001). On the other hand, quino-
lones are easily photodegraded and strongly adsorbed by solid
matrices (Khetan and Collins, 2007; Kümmerer, 2008a, 2008c;
Le-Minh et al., 2010; Zhang et al., 2012). García-Galán et al.
(2010) concluded that the high presence of some antibiotic
residues in the environment has more to do with the high
quantities employed than with physicochemical properties
such as the solubility of the compound in water. This could
be the reason why SMX, TMP and SCP were detected more
frequently than OA, ENR or other sulfonamides.

4. Conclusions

A reliable method for the simultaneous determination of
sulfonamides, trimethoprim and selected quinolones has
been developed. Nevertheless, the employment of
isotope-labelled internal standards should be considered in
the future research to further compensate for matrix effects.
The obtained method has been applied to analyze the Baltic
Sea sediments. This preliminary study demonstrates for the
first time the occurrence of antibiotic residues in the south-
ern Baltic Sea. The obtained results suggest that sediment
can be an important sink and, in some cases, a secondary
source of antibiotic residues like sulfamethoxazole, sulfa-
chloropyridazine or trimethoprim in the marine environ-
ment. Consequently, the studies will be continued to
establish a more extensive database of the occurrence of
antibiotic residues in the southern Baltic Sea and to identify
factors governing their spatial and temporal distribution.
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1. Introduction

During recent decades there has been a rapid expansion in
shipping traffic with a corresponding increased impact to
biodiversity at a global scale (Flagella and Abdulla, 2005;
IUCN, 2009; Panigada et al., 2008). For large vertebrates,
such as cetaceans, ships pose a risk in terms of discharges
that may release contaminants into the ocean, noise
pollution that can affect marine mammal distributions
and behavior, and direct physical harm caused by collisions
(Evans, 2003; Laist et al., 2001; Mayol et al., 2008;
McGilivary et al., 2009; Panigada and Leaper, 2010). Previous
studies have shown the impact of ship-related events on the
distribution and behavior of many cetacean species, includ-
ing North Atlantic right whales (Eubalaena glacialis), fin
whales (Balaenoptera physalus) and sperm whales (Physeter
macrocephalus) (Evans, 2003; Laist et al., 2001; Mayol et al.,
2008; McGilivary et al., 2009; Panigada and Leaper, 2010;
Panigada et al., 2008).

The vulnerability of a given species to ship traffic mainly
depends on their behavior and on the spatial-temporal char-
acteristics of shipping traffic in a given area (David, 2002;
Evans, 2003). For North Atlantic right whales, mortalities due
to ship collisions have led to a significant decline in their
populations (Jensen and Silber, 2004; Kraus et al., 2005;
Laist et al., 2001; Nowacek et al., 2004). It has been hypothe-
sized that the observed slow recovery in population numbers
for these whales is due to the cumulative effects of several
anthropogenic factors (Jensen and Silber, 2004; Kraus et al.,
2005; Laist et al., 2001; Nowacek et al., 2004).

On a global scale, the fin whale is the most commonly
recorded species to collide with ships (David, 2002; Laist
et al., 2001). Yet contrary to other baleen whales, fin whales
are fast swimmers (Laist et al., 2001; Panigada et al., 2006).
This suggests that fin whales have the physical capability to
avoid colliding with ships; albeit, if the vessel is detected in
sufficient time for the whale to change course and/or swim
away from the vessel. The high occurrence of these accidents
may be related to aspects of this species' behavior rather
than swimming speed. For example, cetaceans engaging in
activities such as feeding or breeding have been shown to be
less responsive to vessel approach (Dolman et al., 2006;
Richardson et al., 1995).

The Bay of Biscay is navigated by fast ferries that connect
England, France and Spain (Kiszka et al., 2007; ORCA, 2013).
We performed a monthly monitoring program in the Bay of
Biscay on board a commercial fast ferry in order to under-
stand behavioral patterns of fin whales in relation to ships.
Our aim was to identify factors that affect the risk of
collisions between fin whales and fast ferries, considering
that fin whales are the most recorded species hit by ships
(David, 2002; Laist et al., 2001).

The Bay of Biscay is an ideal location for this study
because it is an area with both high diversity and abundance
of cetacean species and heavy ship traffic. Fin whales are
present in the Bay mainly during the spring and summer
months. In this study, groups of four observers performed
monthly monitoring of fin whales (group size, swimming
direction, orientation and positions) from a 21 m high steer-
ing house. Through this assessment of the data collected
during the surveys, we examine the behavior of fin whales
and evaluate the implications for future management deci-
sions in relation to ship collisions.

2. Material and methods

We study group size, swimming direction, orientation and
positions of 228 fin whales relative to a commercial fast ferry
with routine operations in the Bay of Biscay. Opportunistic
observations were made on board of the Brittany Ferries'
largest ferryboat — MV Pont-Aven (184.60 m) during the
Portsmouth & Plymouth to Santander crossing (Fig. 1). No
observations were performed during crossings over the
English Channel given the low abundance of fin whales in
those areas (ORCA, 2013). Given an average travel speed of
25 knots and the large size of the ship, the MV Pont-Aven ferry
is among the group of vessels that has a high probability
of involvement in severe or fatal ship—whale strike events
(Laist et al., 2001; Panigada et al., 2006; Vanderlaan and
Taggart, 2007).

Data on group size, swimming direction, orientation and
positions was collected during monthly surveys from August
2006 to October 2008. Each monthly survey was conducted
for 3 consecutive days (representing a return trip Plymouth-
Santander-Portsmouth). Surveys were carried out from dawn
to dusk from a 21.75 m high steering house, in sea states of
4 or less (based on the Beaufort Sea State table). Observa-
tions collected during winter months (November to March)
were not analyzed due to the scarcity of data. In winter, fin
whales are not present in the Bay of Biscay as they migrate to
more southern locations. The study generated data for a total
of 39 survey days.

Groups of fin whales were highly conspicuous even at a
far distance. The data recorded for each sighting of an
individual or group of whales included date, time of the
day (GMT), GPS coordinates, distance, group size, angle at
which animals were spotted and their heading (using an
angle board — 08 to 3608) (see for example Littaye et al.,
2004). Observations were recorded along a linear transect
between 45856.30N—4829.60W and 43841.20N—3849.40W.
Following the suggestions of Weinrich et al. (2010), in that
detection of cetaceans is enhanced by the presence of
trained and dedicated observers, the observation team
consisted of four trained observers positioned on the navi-
gation bridge. No observations were collected between 908
and 2708 due to access restrictions on the navigation bridge.
The search for cetaceans was therefore limited to scanning
ahead of the ship (98 to either side of the bow). Scanning was
performed using the naked eye and binoculars while species
identification and distance measurements were performed
with binoculars (Steiner1 reticle binoculars of 7x50).

Perception bias (bias due to observer's inability to detect
an animal when it is present) can influence the amount of
data acquired during surveys. Perception bias by observers is
due, for example, to long observation times and insufficient
training. Although bias by observers cannot be ruled out
completely in studies of marine mammals, several precau-
tions were taken in the present study to minimize it. Firstly,
all observations were made within a 4 km distance of the
ship. Given the height of the navigation bridge, this distance
was also the visible range to the horizon, which was
estimated to be around 10 km (ORCA, 2013). In addition,



Figure 1 Survey effort of transects performed in the Bay of Biscay. Survey effort of transects between England (top) and Spain
(bottom), crossing the Continental Shelf (200 m) to the Gascogne Golf (4000 m).
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the observers changed positions every 30 min, and observa-
tions were terminated after 4—5 h to avoid fatigue-related
bias.

A General Linear Model (GLM) was formulated to analyze
the relationship between whales and the response variable,
distance from the ship. The variables, observer and
presence/absence of calves, were included in the model
as random factors. Covariates in the GLM were date, time
of day and group size. In addition to the GLM, binomial
tests were performed on the variables swimming direction
(heading) and angle of identification (orientation) of whales
relative to ship's orientation. Orientation measurements were
made at first surfacing, while heading measurements
were recorded as the angle between the first and second time
the whale was observed surfacing. Heading measurements
were recorded among four values (08, on the ferry route;
908, starboard; 1808, opposite the ship route; 2708, portside).
All statistical tests were conducted using Minitab 12.1.

3. Results

A total of 228 fin whales (in 129 groups) were observed along
an estimated total transect length of 4537 km surveyed
during this study. We analyzed which factors explained
significant variation in the animals' distance to the ship
using a GLM. No significant variation was explained by the
observer (F12,114 = 0.72, p = 0.734), presence/absence of
calves (F1,114 = 0.97, p = 0.327) and time of day
(F1,114 = 0.36, p = 0.551). However, the group size did explain
significant variation (F1,114 = 4.94, p = 0.028), with large
groups of fin whales (N � 3 individuals) being recorded
significantly closer to the ship than small groups (i.e. pairs
and singletons). Furthermore, whereas the headings of large
groups were random relative to the ship (binomial test:
p = 0.109), headings of small groups appeared not to be
random (Fig. 2). Closer inspection of the data showed that
small groups tended to swim in the opposite direction
(heading of 1808) of the ferry at the starboard side (18 out
of 33 observations, binomial test: p = 6.86 � 10�5) and at the
portside (26 of the 38 whales, binomial test: p = 0.0156). As a
result, the distance between these small groups of whales
and the ferry generally decrease during surveys. Fin whale
sightings recorded at the front starboard side (between
08 and 458; N = 107) are similar to the number of sightings
made at the front portside (between 2708 and 3608; N = 116)
(binomial test: p = 0.296) (Fig. 2). However, significantly
more individuals were observed in the quadrant in front of
the ship's bow (315—3608 and 0—458; N = 169) than in the
remaining quadrants of the port (270—158) and starboard
(45—908) sides combined (N = 54) (binomial probability:
p = 7.60 � 10�11).

4. Discussion

In this 26-month study of fin whale behavior, we examined
orientation (position relative to a Bay of Biscay commercial



Figure 2 Fin whale sightings around MV Pont-Aven. The position of fin whales (dots) and heading (block arrows) in relation to the
position of the ferry during surveys in the Bay of Biscay from August 2006 to October 2008.
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fast ferry), group size and swimming direction (heading). We
examine possible factors leading to the observed patterns
and discuss the implications for risk reduction of collisions
with ships. The results of this study provide insight on
fin whale behavior (orientation, group size and swimming
direction) and how information generated through this study
may be further developed to support shipping and whale
conservation management decisions.

4.1. Orientation

The heading of small groups towards the oncoming ship was
found not to be random. This suggests that the animals are
aware of the presence of the ship and as a result alter their
swimming routes. Previous studies on the difference of
detections between dedicated observers and ship operators
has shown that operators have shorter reaction times in
detecting whales in the vicinity of the vessel (Weinrich
et al., 2010). At high speed the ability to detect and subse-
quently avoid whales at distance is thus further hindered.
This, together with the possibility for animals to cross the
vessels' path creates situations of increased risk of collision.
The assistance of whale observers during ferry operations and
speed reduction could help in reducing such risk (Panigada
et al., 2006; Weinrich et al., 2010).

Additionally, in this study significantly more animals
were recorded in the quadrant in front of the ship's bow
(from 315—3608 and 0—458), (N = 169) than on either side
(270—3158 and 45—908) (N = 54). We cannot exclude that
observers had a greater tendency to survey the sea straight
ahead, however, the bow of large vessels can create an
acoustic shadow, making vessel sounds indistinguishable from
background environmental noise (Gerstein et al., 2002,
2009). This can limit the whales' capabilities of detecting
oncoming vessels and explain why there were significantly
more sightings in the front of the bow.

4.2. Group size

Our data indicate that large groups of fin whales (�3 indi-
viduals) in the Bay of Biscay remain significantly closer to a
ferry compared to small groups (single individuals or pairs of
individuals). This finding is in accordance with previous
studies showing that whales in active groups have a reduced
attentiveness, and as a result, are less likely to respond to the
presence of a ship. The resulting lack of awareness of nearby
vessels may be due to masking of sensory cues (David, 2002;
Jahoda et al., 1996; Richardson et al., 1995), or alternatively
less vigilant state in accordance with the “group-size” effect
(Elgar, 1989). Cetaceans engaged in biologically important
activities, such as feeding have been shown to be less
responsive and may not be able to detect environmental
sounds (Dolman et al., 2006; Panigada et al., 2006). Given
that generally, fin whales are found in pairs or traveling
individually and that fin whales are present in the Bay of
Biscay for feeding purposes, it is possible that groups
detected in this location are indeed conducting collective
foraging or socializing, which will thus further hinder their
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abilities to be vigilant of their surroundings. Other explana-
tions for this reduced attentiveness include the effect of
noise propagating from larger vessels such as tankers and
container ships. Noise may also impact a cetacean's sensory
cues (McKenna et al., 2012) putting them at greater risk for
ship strikes (McKenna et al., 2012). The fact that large groups
in this study were found to be significantly closer to the ship
than small groups is therefore consistent with previous
studies on masking effects and whale proximity to vessels
(David, 2002; Jahoda et al., 1996; Richardson et al., 1995).

4.3. Swimming direction

Swimming direction was measured as the heading of an
animal or animals relative to the ferry. Unlike large groups,
small groups showed headings that were significantly differ-
ent from a random distribution, and tended to swim in
opposite direction of the movement of the ferry. We interpret
these observations as further evidence that fin whale swim-
ming directions may be influenced by the presence of the
ferry. This corroborates previous work in the Mediterranean
Sea, that documented interruptions in feeding activities by
fin whales in the presence of vessels (Jahoda et al., 2003).
Though changes in behavior were not documented in the
present study, the fact that fin whales in the Bay of Biscay
tend to swim in the opposite direction relative to the ferry's
path (maintaining a parallel position), suggests that this
finding may be related to a behavioral response. However,
additional (unidentified) biological factors such as migratory
patterns or prey availability may also play an important role
in the swimming direction of fin whales relative to ferries.
Though further work is necessary to explore this hypothesis,
these results highlight the need for telemetry and distur-
bance studies to provide more detail in fin whale behavioral
reactions to large vessels.

4.4. Management implications

Several authors have suggested that ferry speeds are highly
relevant for assessing collision risk (Carrillo and Ritter, 2010;
Gende et al., 2011; IWC, 2009; Mayol et al., 2008; McGilivary
et al., 2009; Panigada and Leaper, 2010; Panigada et al.,
2006; Silber et al., 2010; Van Waerebeek and Leaper, 2007;
Weinrich, 2004). The present study suggests that this risk is
also warranted for fin whales in the Bay of Biscay. Hence, we
reiterate suggestions made in the literature that speed
reduction is an important management measure that should
be taken into consideration by shipping authorities (Panigada
et al., 2006; Vanderlaan and Taggart, 2007).
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Summary Inflowing saline waters of the Major Baltic Inflow (MBI) in 2014 were recorded in the
Baltic Proper in January 2015. After 12 years of stagnation, this inflow brought highly saline (about
20) waters into the Bornholm Basin. As in the previous inflow in January 2003, saltwater moved in
the near-bottom layer with a current speed of approx. 25 cm s�1. This paper presents data
collected in January and February 2015 and compares them to earlier records from 2000 to 2014.
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1. Introduction

Since the 1980s stagnation without any inflow has become the
usual state in the deep waters of the Baltic Sea (Dahlin et al.,
1993; Jakobsen, 1995; Liljebladh and Stigebrandt, 1996;
Matthäus and Lass, 1995). However, extreme non-periodic
saltwater inflow events, exchanging water between the
North Sea and the Baltic, occur at different intervals, ranging
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from a few years to about a decade (Franck et al., 1987;
Matthäus and Franck, 1992). The occurrence of inflows
depends mainly on atmospheric forcing, and over 90% of such
events take place during late autumn (Matthäus and Franck,
1992). Until the 1980s the longest period without an inflow
event was about 3 years; thereafter, however, a decade
elapsed between the major inflows observed in 1983,
1993 and 2003 (Franck et al., 1987; Piechura and Besz-
czyńska-Möller, 2004). Already over 11 years had passed since
the last such event in January 2003. Measurements carried
out by the Institute of Oceanology, Polish Academy of
Sciences (IO PAN) in January 2015 revealed record-high
salinities in the deep layers of the Baltic Proper.

Large inflows (100—250 km3), usually carrying highly sal-
ine waters (salinity 17—23 PSU), represent the most impor-
tant mechanism by which the deep waters of the Baltic Sea
are displaced and renewed (Franck et al., 1987; Matthäus and
Franck, 1992). The inflows propagate over the bottom but
still substantially mix with the overlying surface water
(Burchard et al., 2005; Stigebrandt and Gustafsson, 2003).
ences. Production and hosting by Elsevier Sp. z o.o. This is an open
org/licenses/by-nc-nd/4.0/).
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Small inflows (10—20 km3) are insufficient to displace the
deep waters and, because of their much lower density, are
eventually trapped between the halocline and bottom water
on their pathway (Matthäus, 2006; Stigebrandt, 2001). Large
and medium-sized inflows are extremely important to the
ecosystem, because they oxygenate the deep basins of the
Baltic Sea (Matthäus and Lass, 1995).

The main aim of this paper is to describe the recent
saltwater inflow from the North Sea into the Baltic Proper
as recorded after passing the Danish Straits and the Arkona
Basin.

2. Material and methods

2.1. Study area

The high-resolution hydrographic transects used in this paper
were obtained using a towed profiling CTD (Conductivity,
Temperature, Depth) system. The main transect (Fig. 1) ran
along the axis of deep basins, starting from the Arkona Basin
(AB), through the Bornholm Deep (BD) and the Słupsk Furrow
(SF), and ending in the Gdańsk Deep (GD).

Since 2000 repeated hydrographic measurements,
focused on monitoring the origin of waters flowing into the
southern Baltic, have been made in different seasons (at
least 4 times per year) during regular cruises of r/v 'Oceania'
(Fig. 2). This paper focuses on measurements made during
two cruises in 2015 (on January 5—9 and February 23—27).

2.2. Field data

The profiling system consisted of a CTD probe (Seabird 49)
suspended in a steel frame towed on a cable behind the
vessel (Paka et al., 2006). To ensure measurements of high
quality, the temperature and conductivity sensors were
calibrated annually by the manufacturer. The suspension
Figure 1 Location of measurements. The main hydrographic transec
as a black line.
system maintained the probe in a horizontal position during
profiling, the steel frame protected it from mechanical
damage, while a chain fixed below the frame reduced the
risk of bottom contact. To obtain a profile, the CTD system
was lowered and raised between the surface and bottom by
releasing or hauling in a towing cable. The horizontal resolu-
tion of about 200—500 m was obtained at a constant ship
speed of approx. 4 knots for a basin with a typical depth of
60—120 m. With the CTD probe operating at a frequency of
10 Hz, the vertical resolution of the towed measurements
was about 30 measurements per metre. Since 2013, high-
resolution profiles of dissolved oxygen concentration have
been obtained along the hydrographic transects with the
Rinko-I sensor mounted on the towed system.

The velocity and direction of sea currents were recorded
continuously using the vessel-mounted Acoustic Doppler Cur-
rent Profiler (RDI ADCP 150 kHz), set up with a cell width of 4 m.

Data provided by the International Council of the Explora-
tion of the Sea (ICES) were used to extend the Bornholm Deep
distribution of temperature and salinity. ICES Oceanographic
database, Extractions January 1978—December 1995; Hydro-
logical data. ICES, Copenhagen.

3. Results

During the recent inflow, the temperature distribution along
the main transect was slightly different from the typical
winter situation in the last decade (Rak and Wieczorek,
2012) in that the waters in the Bornholm Deep and Słupsk
Furrow in January 2015 were slightly warmer (about 108C)
than the surrounding ones (Fig. 3). This warm layer was about
10 m thick in the Bornholm Deep and almost twice as thick in
the Słupsk Furrow. In the Słupsk Furrow the warm layer was
formed by the waters previously occupying the deep layer of
the Bornholm Deep, which were raised to 50 m depth and in
consequence were able to pass over the Słupsk Sill at the
t along the deep basins of the Baltic Proper (2000—2014) is shown



Figure 2 Distribution of r/v Oceania cruises in 1998—2014.

Figure 3 Distribution of temperature, salinity, density and oxygen concentration on the main transect along the axis of the deep
basins in the Słupsk Sill area on January 5—9, 2015. BD, the Bornholm Deep; SF, the Słupsk Furrow.
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thermocline depth. The thermocline observed along the main
section in the Bornholm Basin and Słupsk Furrow was shifted
down to a depth of 45—60 m, resulting in an isothermal upper
layer with a temperature of about 58C. Most likely this can be
ascribed to the coupled effect of thermal convection due to
the positive (upward) heat flux and wind forcing.

The salinity distribution in the upper layers of the Born-
holm Deep and Słupsk Furrow was similar to the situation
observed in earlier years (Rak and Wieczorek, 2012) with a
slightly higher salinity of about 8 PSU measured in relatively
small areas (Fig. 3). At the same time, strong rises in salinity
to about 20 and 17 PSU in the Bornholm Deep and Słupsk
Furrow, respectively, were found in the layer beneath the
halocline owing to the recent inflow that had carried extre-
mely saline waters into both basins.

The water originating from the major inflow in 2014 was
dense enough to propagate over the bottom layer of the
Bornholm Deep, as shown by the density distribution mea-
sured in January 2015 (Fig. 3). When the inflow entered the
Bornholm Basin, it partially mixed with local waters and
pushed them to the halocline depth. After reaching the
Słupsk Sill the inflow waters continued over the bottom
and crossed the sill into the Słupsk Furrow.

Oxygen concentrations of about 12 mg l�1 were recorded
in the surface mixed layer (Fig. 3), while in the near-bottom
layer of the Bornholm Basin values were lower by



Figure 4 Mean salinity on the main transect, represented by the average of nine cruises in October—November in 2000—2013. BD, the
Bornholm Deep; SF, the Słupsk Furrow; GD, the Gdańsk Deep.
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4 mg l�1. The Bornholm Deep anoxic waters recorded in
January were pushed up towards the halocline and, on cross-
ing the Słupsk Sill, mixed with the inflow waters. There was a
difference in near-bottom oxygen concentration of about
6 mg l�1 between the areas to the west and east of the Słupsk
Furrow.

The salinity distribution in January 2015 was compared to
the long-term mean salinity, represented by an average of
9 transects in October—November in 2000—2013 (Fig. 4). The
mean salinity distribution in the Baltic Proper was character-
ized by a slightly deeper halocline in the Bornholm Deep and
generally lower salinities than those measured during the
2014 inflow. In the mean situation the halocline is about 5 m
deeper than during the recent inflow, which prevents the
more saline waters from flowing over the Słupsk Sill. The
salinities of the surface layers in the Bornholm Deep and
Słupsk Furrow are similar. In the Baltic Proper the largest
differences between the mean salinity and the salinity (up to
ca 4 PSU) measured during the recent inflow were found in
the layer beneath the halocline in the Bornholm Deep and
Słupsk Furrow.

The steeper temperature gradient between the surface
and bottom layer measured in February 2015 (Fig. 5a) can
most probably be attributed to the coupled effect of thermal
convection, wind mixing and subsequent cooling of the upper
layer. The temperature at the thermocline depth in the
Bornholm Deep has remained high since January.

The saline waters that passed through the Słupsk Furrow
were recorded in the Gdańsk Deep in February (Fig. 5a).
Extremely high salinities of about 20, 16 and 14 PSU were
recorded in the Bornholm Basin, Słupsk Furrow and Gdańsk
Deep, respectively, after dense and highly saline water
originating from the 2014 inflow propagated eastwards along
the axis of the main basins. The upward shift of the halocline
observed in the Gdańsk Deep was very probably due to the
prevailing cyclonic circulation in the basin, or an effect of
internal wave.

In February 2015 the near-bottom oxygen concentration
was slightly lower in the Bornholm Basin (by approx. 2 mg l�1)
than the value measured in January (Fig. 5a). However, the
oxygen concentration in the previously anoxic bottom layer
increased by 4 mg l�1 as a result of mixing processes. Two
months later, the water layer beneath the halocline in the
Słupsk Furrow had become largely homogeneous. Despite the
higher near-bottom oxygen concentration during the inflow,
anoxic waters persisted in the Gdańsk Deep until February.

For the measured currents (Fig. 5b), the surface and near-
bottom layers were blanked (8 m from the surface and 18% of
the total depth from the bottom) owing to the removal of
side-lobe effects. In general, moderate current speeds of
about 30 cm s�1 along the axis of the deep basins prevailed
along the most of the transect. Current speeds up to
25 cm s�1 with associated velocity error of 0.4 cm s�1 were
measured in the layer beneath the halocline in the Bornholm
Gate. Flows were also faster at the base of the eastern,
leeward side of the Słupsk Sill.

Fig. 6 shows the temporal variability of the mean tem-
perature and salinity in the Bornholm Basin, averaged in the
layer below 70 m. The mean salinity recorded in the Born-
holm Basin in January 2015 had a record-high value in the
time series combined from IO PAN data from repeated cruises
and the ICES database. Compared to the inflow in February
2003, the maximum salinity observed in the Bornholm Basin
in 2014 was 1 PSU higher. The temperature during the recent
inflow was similar to that recorded during other early winter
cruises (January).

4. Discussion

The inflow of extremely saline waters from the North Sea
started to pass through the Bornholm Gate in December 2014
(Mohrholz et al., 2015), bringing more saline waters into the
deeper parts of the Baltic Proper. That extreme event cre-
ated strong vertical and horizontal gradients of salinity and
temperature in the studied areas of the southern Baltic Sea.
The water from this inflow crossing the Bornholm Basin had a
mean salinity of about 20 PSU, a mean temperature of about
88C, a mean potential density of 17 kg m�3 and a mean
oxygen concentration of 10 mg l�1. The salinities recorded
in January 2015 were the highest in the 16-year long IO PAN
record of repeated measurements in the Baltic Proper (Rak
and Wieczorek, 2012). In the Bornholm Deep the saltwater
influx mixed with and raised the adjacent waters, creating a
layer of warm, anoxic waters beneath the halocline. This
water body, previously occupying the Bornholm Deep, had
originated from a minor inflow in August 2014 (Anderson,
2014). Therefore, the water pushed into the Słupsk Furrow



Figure 5 (a) Distribution of temperature, salinity and oxygen concentration on the main transect along the axis of the deep basins in
the Baltic Proper on February 23—27, 2015. The vertical white lines represent missing data. (b) The distribution of flow velocity
components (u* parallel and v* perpendicular to the profile) on the main transect along the axis of the deep basins in the Baltic Proper
on February 23—27, 2015. The positive values of u* indicate direction of flow component along the transect (Fig. 1) from the West to
East. The vertical white lines represent missing data. BD, the Bornholm Deep; SF, the Słupsk Furrow; GD, the Gdańsk Deep.

T
e

m
p

e
ra

tu
re

 [
o C

]

2

4

6

8

10

12

12

14

16

18

20

1
9

7
8

1
9

8
0

1
9

8
2

1
9

8
4

1
9

8
6

1
9

8
8

1
9

9
0

1
9

9
2

1
9

9
4

1
9

9
6

1
9

9
8

2
0

0
0

2
0

0
2

2
0

0
4

2
0

0
6

2
0

0
8

2
0

1
0

2
0

1
2

2
0

1
4

Time

S
a

lin
it
y
 [
P

S
U

]

Figure 6 Temperature and salinity averaged between 14.77 and 16.38E in the layer below 70 m in the Bornholm Basin in 1978—2015.
The mean (line) and standard deviation (shaded area) of the temperature and salinity are based on individual cruises. The IO PAN data
were extended by data from the ICES database (www.ices.dk/).

D. Rak/Oceanologia 58 (2016) 241—247 245

http://www.ices.dk/


246 D. Rak/Oceanologia 58 (2016) 241—247
was warmer by 48C and less saline by 3 PSU than the water in
the Bornholm Deep originating from the 2015 inflow.

As during the previous inflow, the inflowing water moved
over the sea bed with a speed of at least 25 cm s�1. As shown
by different authors (Feistel et al., 2003; Fischer and Mat-
thäus, 1996; Franck et al., 1987; Matthäus and Franck, 1992)
the barotropic inflows are characterized by:

� forced mainly by sea level differences;
� caused by constant strong westerly winds, preceded by
easterly winds;

� the inflowing waters are usually rich in oxygen;
� carry significant amounts of salt up to about 2 Gt (Lass and
Mohrholz, 2003; Mohrholz et al., 2006);

� they occur mainly in autumn and winter.

Until the 1980s the average interval between successive
inflows was about 3 years, but this period extended to
10 years in 1983—2003. In the last two decades large baro-
tropic inflows have been less frequent, whereas weak and
moderate inflows have taken place more often (Meier, 2006).
The last two inflows in 1993 and 2003 are well-studied
phenomena, both by observation (the 1993 inflow: Jakob-
sen, 1995; Matthäus and Lass, 1995; the 2003 inflow: Feistel
et al., 2003; Piechura and Beszczyńska-Möller, 2004) and by
hydrodynamic modelling (the 1993 inflow: Andrejev et al.
2002; Huber et al., 1994; Lehmann, 1995; Meier and Döscher,
2003; the 2003 inflow: Lehmann et al., 2004; Meier et al.,
2004). The extensive (ca 200 km3) inflow in 2003 of extreme-
ly low temperature (about 1—28C) reached all basins in the
Baltic Proper (Feistel et al., 2003). Ventilation of the Karlsö
Deep (south-west of Gotland) took place 2 years after the
inflow event, while the Bornholm and Eastern Gotland Basins
were already returning to stagnation (Feistel et al., 2006).
According to the latest observations (Mohrholz et al., 2015)
the 2014 MBI, the total oxygen transport into the Baltic Sea
was estimated at 2.04 � 106 t. Waters with an oxygen con-
centration of about 10 mg l�1were recorded in the Bornholm
Deep in January 2015, but 2 months later the oxygen con-
centration was 2 mg l�1 less. The amount of oxygen pushed
into the Gdańsk Deep in February was not yet sufficient to
eliminate anoxia from the near bottom layer. The near
bottom waters of the Gotland Deep were sufficiently well
oxygenated to eliminate hydrogen sulphide in March 2015
(http://www.io-warnemuende.de/suboxic-and-anoxic-
regions-in-the-baltic-sea-deep-waters.html).

5. Summary

� In January 2015, after 12 years of stagnation, highly saline
and well-oxygenated waters, originating from the major
inflow in 2014, were found in the Bornholm Deep, Słupsk
Furrow and Gdańsk Deep.

� Record-high salinities in the entire 16-year long period of
IO PAN repeated observations were recorded in the Born-
holm Basin (about 20 PSU). In 2015 the salinity in the
Bornholm Basin was 1 PSU higher compared to the previ-
ous inflow in 2003.

� In January 2015 the older waters, previously occupying the
deep layer of the Bornholm Deep, were raised to 50 m
depth and in consequence were able to pass over the
Słupsk Sill at the thermocline depth.

� Instantaneous values of the current component along the
inflow axis of about 25 cm s�1 were measured in the
inflowing waters propagating over the sea bed in the
Bornholm Deep.

� The concentration of dissolved oxygen of about 10 mg l�1,
measured in January 2015 in the deep layer of the Born-
holm Deep, decreased after 1 month by 1 mg l�1.

� The amount of oxygen pushed into in the Gdańsk Deep in
February 2015 was not yet sufficient to eliminate the
anoxia in the near-bottom layer.
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