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KEYWORDS Summary Cyanobacteria are known producers of compounds with possible medical applica-
Spirulina subsalsa; tions. So far, the biotechnological potential of Spirulina subsalsa has been explored in few
Cyanometabolites; studies. They were mainly focused on the use of this cyanobacterium as a bioremediation agent.
Cytotoxicity; In our study, seven fractions from Baltic-derived S. subsalsa CCNP1310 were obtained and their
Proteases inhibitors; cytotoxic effect on the T47D breast cancer cell line as well as inhibitory effects against elastase,
Mass spectrometry trypsin, thrombin, chymotrypsin, and carboxypeptidase A were examined. Four fractions

revealed a significant decrease in relative viability of cancer cells. Two inhibited the activity
of chymotrypsin and one carboxypeptidase A, but at a moderate level. No effect was observed
against other tested proteases. Active fractions were screened with liquid chromatography
tandem mass spectrometry (LC—MS/MS) optimized for the detection of peptides, for preliminary
characterization of bioactive compounds. We identified three groups of compounds which share
the same fragment ions and are possibly linked with effects observed in conducted tests. Our
research indicates for the first time that compounds produced by Baltic strain of S. subsalsa not
only have high activity against T47D cancer cells but also seem to work selectively as they do not
have strong inhibitory effect against the tested enzymes. That indicates the existing potential of
the cyanobacterium to be used as a source of important cytotoxic agents.
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1. Introduction

Cyanobacteria, as primary producers, are important compo-
nents of the phytoplankton community. In eutrophic ecosys-
tems, and under favorable conditions, they can develop into
blooms. The ecosystem consequences of the blooms are
complex and still not fully recognized (Havens, 2008; Peng
etal., 2017; Sulius et al., 2017). At least part of the effects
of cyanobacteria on co-occurring organisms can be attributed
to the activity of secondary metabolites produced and
released to the environment (Karjalainen et al., 2007).
Recently, these metabolites have attracted a lot of scientific
attention, as beside environmental significance they can find
application in different branches of our life, including agri-
culture and food industry. Cyanobacterial products are also
seriously considered as potential drugs and cosmetics (Ras-
togi and Sinha, 2009; Singh et al., 2011). For this reason, the
species from Arthrospira genus, mainly Arthrospira platen-
sis, have been widely explored (Ciferri and Tiboni, 1985;
Gademann, 2011; Hosseini et al., 2013). Unfortunately, in the
majority of the reports, the cyanobacterium was wrongly
classified as belonging to Spirulina genus. The situation is
further complicated by the fact that products from Arthros-
pira are sold on the market under the name of Spirulina. To
solve the problem, Tomaselli et al. (1996) suggested that in
scientific published materials only the proper generic name
of the cyanobacterium could be used. In all other cases, such
as commercial products, the common name “Spirulina” could
be accepted, if the correct scientific denomination of the
organism is provided.

Spirulina genus was primarily described by Turpin (1827)
as Spirulina oscillarioides. The author observed filamentous
structures, usually in clusters or in fine mats which were
macroscopically visible. The tightly and regularly screw-like
coiled filaments were composed of cylindrical cells and
intensely motile (rotating) trichomes. Later, Stizenberger
(1852) introduced morphologically similar genus named
Arthrospira. In subsequent years, the classification of these
two genera remained a matter of dispute. Main morpholo-
gical criteria dividing these two organisms are: trichome
diameter, type of helicity, visibility of cross walls, cell wall
pore pattern, mode of trichome fragmentation and presence
of cylindrical bodies (Vonshak and Tomaselli, 2000). In recent
years, the taxonomic classification of cyanobacteria has
undergone extensive revision with the advent of phyloge-
netic analyses based on molecular sequence data. These
analyses confirmed and justified the separation of these
two genera. Currently, Spirulina is classified to Spirulinales
order, while Arthrospira belongs to Oscillatoriales order
(Komarek et al., 2014).

Spirulina subsalsa Oersted ex Gomont, used in our work,
was first described by Gomont in 1892. The cyanobacterium
occurs in salt and fresh waters all over the world (S. subsalsa
Oersted ex Gomont:: Algaebase). In the Baltic Sea, it was
reported for the first time by Witkowski in 1993. The tri-
chomes of Baltic-derived S. subsalsa are 3.0—5.0 um wide
and form tightly coiled spirals. They glide with typical oscil-
latory, screw-like movements over the substrate. The cya-
nobacterium forms mat structures, usually of blue-green
color but in the Baltic pinkish-red filaments were also
observed (Wtodarska-Kowalczuk et al., 2014). S. subsalsa

was found to be one of the components of cyanobacterial
blooms that have harmful effects on lesser flamingos in lake
Bogoria, Kenya (Ballot et al., 2004; Krienitz et al., 2003) and
on blue shrimps, after they were stocked into pre-cleaned
algal raceways (Lightner, 1978). However, there is no evi-
dence that it produces any of the known cyanotoxins. Krienitz
et al. (2003) and Ballot et al. (2004) found that S. subsalsa is
one of the most abundant components of cyanobacterial
communities in Kenyan lakes yet neither produces microcys-
tins nor anatoxin-a, which were identified in flamingo sto-
mach contents and their fecal pellets. Lightner (1978) did not
identify the agent responsible for blue shrimps hemorrhagic
enteritis, however, results of his work suggested that under
certain conditions S. subsalsa produces a weak toxin that is
mildly toxic to shrimps, but only when relatively large quan-
tity of fresh cyanobacterial biomass was consumed.

So far, the potential biotechnological application of
S. subsalsa has been explored in few studies. They were
mainly focused on the use of this cyanobacterium as bior-
emediation agent for the accumulation of pollutants and
industrial leftovers (Chakraborty et al., 2011; Huang and
Zhihui, 2002; Jiang et al., 2015; Zhang et al., 2014; Zhihui
and Guolan, 2000). S. subsalsa was also used as a biosensor
for toxicity assessment of estuarine waters (Campanella
et al., 2001). This species is also a source of polyhydroxyalk-
anoates (PHA), the environmentally friendly biopolymers
which can find application among others in the production
of implants and artificial tissues (Shrivastav et al., 2010).

In previous screening studies, S. subsalsa CCNP1310 was
found to produce biologically active metabolites such as
commercially important enzymes and unknown enzyme inhi-
bitors, as well as agents promoting the growth of several
bacterial strains (Mazur-Marzec et al., 2015). The results of
the tests indicated that this organism is a promising candi-
date for further studies into the potential application of its
metabolites. However, in the tests, crude extracts, contain-
ing a complex mixture of metabolites were used. The rich
matrix of the samples could have attenuating or enhancing
effects on the results of the performed assays. Therefore, the
aim of our current work was to extend the existing knowledge
of the activity of metabolites produced by the Baltic cyano-
bacterium S. subsalsa CCNP1310 by fractionation of crude
extract (1) and application of series of biochemical assays
(2). Attempts to characterize the active agent(s) were also
made.

2. Material and methods

The list of reagents used in the study for extraction, separa-
tion and biochemical tests is presented in supplementary
materials.

2.1. Culture, extraction, and fractionation of
S. subsalsa

S. subsalsa, from Culture Collection of Northern Poland,
strain CCNP1310 (accession number in GenBank KJ161437)
was isolated from Puck Bay in 2009. Monospecies culture of
the cyanobacterium was grown for biomass in Z8 medium
(Kotai, 1972; Mazur-Marzec et al., 2015) supplemented with
NaCl and MgS0O, to obtain salinity at 7 [PSU], at room tem-



K. Szubert et al./Oceanologia 60 (2018) 245—255 247

perature (25 + 1°C) and continuous light of 10 [wM photons
m2s"] provided by standard cool white fluorescent lamps
(36 [W]). Biomass was harvested between 3 and 4 weeks of
the culture, in the mid exponential growth phase. Freeze-
dried cyanobacterial biomass (2g) was extracted with
75% methanol (20 ml) by vortexing for 10 min, followed by
10 min bath sonication. Then, the extract was centrifuge
(10,000 x g) for 10 min. The obtained supernatant was dis-
solved in water so that the methanol content did not exceed
15%. The sample was loaded onto the 10-[g] SPE cartridge
(Sep-Pak; C18 cartridge, Waters, Milford, USA). The cartridge
was first washed with MiliQ water and then the sorbed
substances were eluted with aqueous solutions of methanol,
gradually increasing the strength of the eluent from 40% to
100%, at 10% step. The collected fractions were evaporated
to dry residue.

2.2. Screening for enzyme inhibitors

The enzyme inhibition assays were performed according to
protocols described by Pluotno and Carmeli (2005), Ocampo
Bennet (2007), and Kwan et al. (2009). The detailed condi-
tions of the five enzymatic assays are presented in
Table 1. Serial dilutions (from 10 times to 100,000 times)
of the solid-phase extraction (SPE) fractions were prepared in
MiliQ water. Standard inhibitors were dissolved either in
water or in 1% DMSO (as indicated by the producer); the
enzyme and the substrate were dissolved in a buffer solution
or in water (Table 1). The mixtures containing the sample or
standard inhibitor (positive control), enzyme and buffer were
preincubated in microplates for 5—20 min. Then, the sub-
strate solution was added and the mixture was incubated for
the next 10—20 min, depending on the enzyme (Table 1). The
absorbance was measured with a microplate reader (Versa
Max Tunable Microplate Reader, Sunnyvale, USA). Data were
obtained from three independent experiments; in each test,
the samples were assayed in triplicate.

2.3. Cytotoxic activity

Human breast adenocarcinoma cell line was obtained
from CLS Cell Lines Service GmbH (Eppelheim, Germany).
Monolayer cultures of T47D cells were maintained in
RPMI 1640 medium supplemented with 10% (v/v) fetal
bovine serum and 1% antibiotics mixture (penicillin and
streptomycin). Cells were incubated at 37°C in CO, (5%)
incubator (New Brunswick Galaxy 170s, Eppendorf,
Germany). Cell viability was determined by MTT method
as described by Felczykowska et al. (2015). For this pur-
pose, T47D cells were seeded at a density of 4 x 10 (for
24 h of incubation) and 2 x 10 (for 48 h of incubation) per
well of 96-well plate and allowed to attach overnight.
Next, the medium was replaced with a fresh portion of
medium containing S. subsalsa SPE fractions at concentra-
tions 25, 50, 100 and 200 pg ml~". Then, 100 ul of MTT
solution (4 mg ml™") was added to each well. After 2 h of
incubation, the medium was removed and formazan was
dissolved in 100 wl of added DMSO. The absorbance of the
reaction mixtures was measured at 570 nm (with reference
wavelength 660 nm) with a microplate reader. Data from
three independent experiments were collected. In MTT

assay, cell viability drop below 50% was considered as
significant.

2.4. Mass spectrometry analysis

The SPE fractions were transferred to chromatographic vials
and analyzed by liquid chromatography tandem mass spec-
trometry (LC—MS/MS) as described in Mazur-Marzec et al.
(2015). The instrument was equipped with Agilent 1200
(Agilent Technologies, Waldboronn, Germany) coupled online
to a hybrid triple quadrupole/linear ion trap mass spectro-
meter (QTRAP5500, Applied Biosystems, Sciex, Concord, ON,
Canada). A turbo ion source (550°C, 5.5kV) operating in
positive mode was used. To determine the content of the
SPE fractions, the information-dependent acquisition method
(IDA) was used. Enhanced product ion spectra (EPl) were
acquired at the interval 50—1000 Da with 50 V collision energy
and 20V collision energy spread. Data were gathered and
processed with Analyst QS (Version 1.5.1, Applied Biosystems/
MDS Analytical Technologies, Concord, ON, Canada, 2008).

3. Results

As a result of solid phase extraction, eight fractions from S.
subsalsa extract were collected. In the text, they were
denoted by numbers corresponding to the methanol concen-
tration [%] in the eluent.

3.1. Inhibition of enzyme activity

Inhibitory activity of SPE fractions against proteases was
assessed using elastase, trypsin, thrombin chymotrypsin
and carboxypeptidase A. Results of the assays are shown in
Table 2. No inhibitory effect was observed for elastase,
trypsin or thrombin. Fractions 70 and 80 revealed moderate
effect for chymotrypsin. Fraction 90 inhibited carboxypepti-
dase A, but only at the highest concentration.

3.2. Cytotoxicity against human breast cancer
cells

The activity of eight SPE fractions from S. subsalsa extract
toward T47D human breast cancer cell line was evaluated
using MTT viability test. As shown in Fig. 1, fractions 40, 60,
80 and 90, revealed the highest potency in decreasing T47D
cancer cell viability. The strongest effect was observed for
fraction 40 and 60 with ICsg values 25 pg ml™", yet concentra-
tion-dependency in case of those fractions were low. Cytotoxic
and concentration-dependent effects were observed for frac-
tions 80 and 90 with ICso values 100 pg ml~". Of all tested
samples, the highest decrease in T47D cancer cell viability was
recorded for fraction 90 applied at concentration 200 pug ml~"
(mean relative viability 17.5%).

3.3. LC—MS/MS analysis

The content of the active fractions was analyzed with LC—
MS/MS system optimized for the detection of peptides. Using
IDA mode, the m/z values, retention time and a peak area of
the detected ions were determined (Table 3). For the most
intensive peaks, which could be responsible for the observed



Table 1 Enzyme inhibition assay.
Chymotrypsin Trypsin Elastase Thrombin Carboxypeptidase-A
Enzyme Chymotripsin Trypsin Elastase Thrombin Carboxypeptidase-A
0.1 mgml™" 1 mg ml™’ 75 pgml™" 0.5mgml™" 1.6 pM
Solvent: buffer solution Solvent: buffer solution Solvent: buffer solution Solvent: water Solvent: buffer solution
Volume: 10 .l Volume: 10 pl Volume: 10 ul Volume: 10 ul Volume: 10 pl
Inhibitor Aprotinine Aprotinine Elastatinal 4-(2-Aminoethyl) CPI
(or sample) benzenesulfonyl fluoride
hydrochloride (AEBSF)
50—500 pg ml~" 10—60 pug ml™" 5-125 pg ml~" 60—2400 pg ml~" 5—-100 p.g ml~"
Solvent: water Solvent: water Solvent: 1% DMSO Solvent: water Solvent: water
Volume: 10 pl Volume: 10 pl Volume: 10 pl Volume: 10 pl Volume: 10 pl
Buffer 50 mM Tris—HCL 50 mM Tris—HCL, 0.2 M Tris—HCL, pH 8.0 0.2 M Tris—HCL, pH 8.0 50 [mM] Tris—HCL, pH 7.5
100 mM NaCl 100 mM NaCl, Volume: 150 pl Volume: 170 pwl Volume: 160 .l
1 mM CaCly, pH 7.5 1 mM CaCly, pH 7.5
Volume: 100 .l Volume: 100 pl
Preincubation 5 min at 25°C 5 min at 25°C 20 min at 30°C 10 min at 25°C 10 min at 25°C

Substrate

Incubation
Wavelength
Reference

Suc-Gly-Gly-pnitroanilide
2 mM

Solvent: buffer solution
Volume: 100 pl

20 min at 25°C
405 nm
(Ocampo Bennet, 2007)

Na-benzoyl-L-arginine-4-
nitroanilide hydrochloride
BAPNA; 2 mM

Solvent: buffer solution
Volume: 100 pl

20 min at 25°C
405 nm

(Pluotno and Carmeli, 2005)

N-succinyl-Ala-Ala-Ala-p-
nitroanilide 2 mM

Solvent: buffer solution
Volume: 30 pl

10 min at 30°C
405 nm
(Kwan et al., 2009)

N-p-tosyl-Gly-Pro-Lys-p-
nitroanilide acetate salt
0.5mg ml™"

Solvent: buffer solution
Volume: 20 pl

10 min at 25°C
405 nm
(Ocampo Bennet, 2007)

N-4-Metoxyphenylazoformyl-
Phe-OH potassium salt;

0.2 mM

Solvent: 1% DMSO

Volume: 20 pl

10 min at 25°C
350 nm
(Ocampo Bennet, 2007)
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Table 2 Inhibition of serine proteases by SPE fractions from
Spirulina subsalsa CCNP1310; Inhibitory effects against the
enzymes were studied by microplate test method as de-
scribed in Section 2. Results are mean of tests done in
triplicate; “+” inhibition observed up to 100 x dilution;
“—” no effect observed.

Fraction 0 40 50 60 70 80 90 100
Elastase - - - - - - -
Trypsin - - - - - - -
Thrombin - - - - - - -
Chymotrypsin - - - - 4+ o+ = =

|
|
|
|
|
|
+
|

Carboxypeptidase A

activity, the product ion spectra were collected (Supplemen-
tary materials Fig. 1S). We identified three groups of ion
peaks which share the same fragment ions and are possibly
linked with effects observed in conducted tests. Presence of
ions characterized by m/z at 677 (in fractions 40 and 50) and
832, (in fraction, 90) (1) and doubly charged ions with m/z
602 (fractions 60 and 70) and 594 (fraction 60) (2), corre-
sponds to cytotoxicity revealed in MTT test. lon peak at m/
Z = 649 was detected in fractions 70 and 80 which showed
inhibitory activity against chymotrypsin (3).

4. Discussion

In the search for agents effective in the treatment of incur-
able or/and persistent diseases, the marine environment
with its unexplored biodiversity appears to be of high impor-
tance. Seas and oceans are inhabited by 92.3 million species
and marine organisms make up 95% of the biomass on Earth.
However, only 10% of publications on biodiversity refers to
marine organisms and only slightly over 0.1% of published
genomes describe marine species (Titilade and Olalekan,

825 [pug/ml]
120

100

80

60

Relative viability [%]

40

20

Figure 1

B350 [ug/ml]

2015). Also, the knowledge about secondary metabolites
produced by marine organisms is limited. Among marine
microorganisms, cyanobacteria are one of the most effective
producers of compounds which show strong and diverse
biological activity. It was estimated that approximately
24% of marine natural products commercially available for
biomedical research are of cyanobacterial origin (Gerwick
and Moore, 2012). Due to diverse mechanisms of action and
potent activity, the compounds are highly attractive as
potential drug candidates (Felczykowska et al., 2015; Ger-
wick and Moore, 2012; Herfindal et al., 2005; Humisto et al.,
2016; Mazur-Marzec et al., 2015; Oftedal et al., 2010).
Bioactive cyanobacterial products were mainly identified
in organisms from tropical waters. However, recent studies
revealed that also cyanobacteria from temperate regions,
such as the Baltic Sea, can be explored as sources of meta-
bolites with the potential biotechnological application.

In order to select natural products with desired activity,
screening studies with application of different bioassays are
conducted. In the tests, the effect of metabolites on the
specific proteolytic activity of the enzyme can be studied.
Proteases are fundamental for the functioning of live struc-
tures and occur in all organisms (Patel, 2017). Compounds,
which deregulate activity of such proteases as chymotrypsin,
trypsin, elastase, and thrombin, can find application in the
treatment of several metabolic disorders, such as urticaria,
contact dermatitis, asthma, inflammatory bowel disease,
blood clogging, neurological disorders or cancer (Patel,
2017; Sapio and Fricker, 2014).

Several strains of Baltic cyanobacteria were proven to
produce metabolites with inhibitory effect against serine
proteases (Table 4). Neither of the previously tested crude
extracts from 27 Baltic cyanobacteria (Mazur-Marzec et al.,
2015), nor SPE fractions from S. subsalsa CCNP1310 examined
in this study, were active against elastase. That can indicate
the rare occurrence of elastase inhibitors among metabolites
produced by these microorganisms. Separated fractions from

100 [pg/ml]

£3200 [pg/ml]

R

Fraction

The effects of SPE fractions from Spirulina subsalsa CCNP1310 extract on the viability of T47D human breast cancer cells

assayed by MTT method as described in Section 2. Each bar represents a mean (+SD) of three experiments performed in triplicate.
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Table 3 Characteristics of ions detected by LC—MS/MS in Spirulina CCNP1310 fractions.

Fraction Retention Peak area of m/z Fragment ions
time [min] extracted ion
40 9.23 2.81 x 100 677 70, 86, 103, 120
10.45 1.11 x 10" 633 271, 289, 299, 317
10.50 2.29 x 10° 573
10.93 3.18 x 10° 557 195, 213, 281, 299, 367, 385, 453, 471
50 4.63 2.89 x 10° 621 70, 170, 243, 534, 541, 626, 643
5.59 1.47 x 10° 518 127, 151, 210, 271, 415, 474
9.24 1.19 x 10" 677 70, 86, 103, 120
9.47 5.28 x 10° 500 127, 145, 379, 397, 456
11.68 6.92 x 10° 659 120, 379, 395, 511, 572, 599
60 9.68 2.59 x 101° 1203/602° 70, 112, 138, 180, 209, 350, 378
10.35 3.75 x 10° 1187/5942 70, 138, 180, 209, 350, 595, 633, 762, 886
70 9.68 6.41 x 10° 1203/602° 70, 112, 138, 180, 209, 350, 378
9.79 6.51 x 10° 1050/5242 86, 136, 183, 262, 308, 326, 432, 478, 562, 747, 860, 975
10.45 2.31 x 10° 547 105, 173, 323, 349, 385, 529
11.10 4.25 x 10° 647 159, 323, 385, 347, 485
11.78 1.01 x 10" 649 109, 171, 259, 421, 487
80 1.96 1.15 x 10° 641 109, 139, 183, 297, 413, 527, 605
11.09 3.78 x 10° 647 86, 104, 125, 166, 184, 502
11.55 5.79 x 10° 649 109, 171, 259, 421, 487
11.79 1.71 x 10" 650 347, 487
90 9.71 1.25 x 10" 832 70, 86, 103, 120
100 11.59 1.34 x 10° 883 347, 405, 467, 482, 500, 629, 657, 721
11.65 3.28 x 10° 500 144, 236, 438, 482, 500

2 Doubly charged ions.

CCNP1310 had also no effect against trypsin and thrombin,
although such activity was previously revealed in the crude
extract from this cyanobacterium. The possible explanations
for this discrepancy are that during SPE procedure some
compounds were lost and/or some were separated into
several different fractions. As a consequence, their concen-
tration in the tested samples could have been too low to
exert any effect on the enzyme. We revealed the moderate
activity of fractions 70 and 80 from S. subsalsa CCNP1310
against chymotrypsin for the first time. As in both fractions,
ion peak at m/z = 649 was detected, the link between its
presence and the inhibitory activity against chymotrypsin can
be assumed. Carboxypeptidase Awas found to be inhibited by
components of fraction 90 and this result confirms previous
effects observed in tests performed on a crude extract from
the cyanobacterium (Mazur-Marzec et al., 2015).

To discover anticancer natural products, cell based meth-
ods are the most common. The T47D cell line applied in our
tests derives from a 54-year-old woman and is one of the most
widely used cell line in breast cancer studies. It was shown to
be an ideal experimental model to elucidate the progester-
one-specific effects of a luminal A subtype of breast cancer
(Yuetal., 2017). Cytotoxic activity against cancer cells have
been revealed in many strains of cyanobacteria, but only in
several cases, the active agents were identified (Rastogi and
Sinha, 2009; Singh et al., 2011). The range of cellular targets
of cytotoxic cyanobacterial metabolites is wide and include
cytoskeletal structures, as well as enzymes (Table 5).

In addition, there are numerous natural anticancer agents
whose mechanism of action has not been elucidated yet,
e.g.: dragonamides, minutissamides, and almiramides
(Humisto et al., 2016).

As for Baltic cyanobacteria, Herfindal et al. (2005) and
Oftedal et al. (2010) found that extracts from benthic strains
of Anabaena sp. induced apoptosis of acute myeloid leukemia
cells. Further research of Humisto et al. (2016) confirmed
that Baltic-derived Anabaena strains produce the most pro-
mising leukemia drug candidate. In studies carried out by
Felczykowska et al. (2015), ethanol extracts from Baltic
strains of Pseudanabaena sp., Microcystis aeruginosa, and
Pseudanabaena cf. galeata had cytotoxic activity toward
breast cancer cells and uterine cervix origin, but not against
normal dermal fibroblasts. Although in several studies a
potential of Baltic cyanobacteria to synthesized novel bioac-
tive compounds was demonstrated, the metabolites respon-
sible for cytotoxic effects were not identified. In our work,
we proved that some SPE fractions from of S. subsalsa
CCNP1310 cells contain metabolites cytotoxic against human
breast cancer cells, line T47D. As active fractions were
separated by non-active one, we presume that S. subsalsa
CCNP1310 produces more than one cytotoxic agent.

Mass spectrometry analysis conducted in our study revealed
that in the TIC of fraction 90, only one major ion peak was
present, which strongly links it with the observed cytotoxic
activity against the T47D cells. The ion detected in IDA mode is
characterized by m/z 832, and fragment ions at m/z 70, 86,



Table 4 Marine cyanobacterial metabolites of known inhibitory properties against selected proteases.

Compound

Species

Class of compound

Place of isolation

Target (protease)

Reference

Bouillomides A—B
Kempopeptin A
Kempopeptin B
Largamides A—C
Largamides D—G
Lyngbyastatin 4
Lyngbyastatin 5—7
Lyngbyastatin 8—10
Molassamide
Pompanopeptin A
Symplocamide
Tiglicamides A—C
Somamide B

Aeruginosins

Pitipeptolides A- B
Anabenopeptin
Aeruginosins
Spumigins
Anabenopeptines
Pseudoaeruginosins

Lyngbya bouillonii
Lyngbya sp.

Lyngbya sp.

Lyngbya confervoides
Oscillatoria sp.
Lyngbya confervoides
Lyngbya spp.

Lyngbya semiplena
Dichothrix utahensis
Lyngbya confervoides
Symploca sp.
Lyngbya confervoides
Lyngbya majuscula
Schizothrix assemblage
Microcystis viridis,
Oscillatoria agardhii,
Microcystis aeruginosa
Lyngbja majuscula
Oscilatoria agardhii
Nodularia spumigena
Nodularia spumigena
Nodularia spumigena
Nodularia spumigena

Depsipeptides
Cyclic depsipeptide
Cyclic depsipeptide
Cyclic depsipeptides
Cyclic depsipeptides
Cyclic depsipeptide
Cyclic depsipeptides
Cyclic depsipeptides
Depsipeptide

Cyclic peptide
Cyclic peptide
Cyclic depsipeptides
Cyclic depsipeptide

Lipopeptide

Cyclic depsipeptides
Cyclic peptides
Linear peptides
Linear peptides
Cyclic peptides
Peptide

Guam

Grassy Kay
Grassy Kay
No data

No data
Florida
South Florida
Guam
Molasses
Florida
Papua New Guinea
Florida
South Florida

No data

No data
No data
Baltic Sea
Baltic Sea
Baltic Sea
Baltic sea

Elastase, chymotrypsin
«-Chymotrypsin, elastase
Trypsin

Elastase

«-Chymotrypsin
a-Chymotrypsin, elastase
Elastase

Elastase

a-Chymotrypsin, elastase
Trypsin

Chymotrypsin, trypsin
Elastase

Elastase, chymotrypsin

Trypsin, thrombine

Elastase

Trypsin

Trypsin, thrombine
Trypsin

Trypsin, carboxypeptidase A, elastase

Trypsin

Rubio et al. (2010)

Taori et al. (2008)

Taori et al. (2008)

Plaza and Bewley (2006)
Plaza and Bewley (2006)
Matthew et al. (2007)
Taori et al. (2007)

Kwan et al. (2009)
Gunasekera et al. (2008)
Matthew et al. (2008)
Linington et al. (2008)
Matthew et al. (2009)
Taori et al. (2007)

Ersmark et al. (2008)

Costa et al. (2012)
Burja et al. (2001)
Fewer et al. (2013)
Fewer et al. (2009)
Spoof et al. (2015)
Fewer et al. (2013)
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Table 5 Marine cyanobacterial metabolites of known structure and anticancer properties.

Compound Species Place of isolation Molecular targets Cancer cell line Reference

Apratoxin A Lyngbya majuscula Finger's Reef, Apra Harbor, JAK/STAT pathway; inhibits KB, LoVo Luesch et al. (2001b)
Guam Hsp90 function

Aurilide L. majuscula Papua New Guinea Prohibitin 1 NCI-H460, Neuro-2a Han et al. (2006)

Bisebromoamide Lyngbya sp. Okinawa Prefecture Actin filaments Hela Teruya et al. (2009)

Carmaphycins A and B Symploca sp. Curacao Proteasome H-460, HTC-116 Pereira et al. (2012)

Curacin A L. majuscula Curacao Microtubules MCF-7, MDA-MB231, PC-3, Wipf et al. (2004)

Dolastatins 10 and 15
Hoiamide D

Isomalyngamides A and A1
Lagunamide A

Largazole
Somocystinamide A

Symplocamide A

Tubercidin

Symploca sp.

L. majuscule and
Phormidium gracile
L. majuscula

L. majuscula

Symploca sp.
L. majuscula

Symploca sp.

Plectonema radiosum

Ulong Channel, Palau
Papua New Guinea

Taiwan
Pulau Hantu, Singapore

Key Largo, Florida
Somo Somo, Fiji

Sunday Island, Papua New
Guinea
Fiji

Microtubules

Inhibits MDM2/p53
interaction
Inactivation of cellular
kinases

Prohibitine 1

Class 1 histone deacetylase
Caspase-8-dependent cell
death pathway
Chymotrypsin

Microtubules

0OV-2008
KB, LoVo
NCI-H460, Neuro-2a

MCF-7, MDA-MB-231

P388, A549, PC3, HCT8, SK-0V3,
HCT8, MCF7

MDA-MB-231, U20S, HT29, IMR-32
Neuro-2a

H-460, Neuro-2a

KB, HL-60

Luesch et al. (2001a)
Pereira et al. (2009)

Chang et al. (2011)
Tripathi et al. (2012)

Taori et al. (2007)
Nogle and Gerwick (2002)

Linington et al. (2008)

Stewart et al. (1988)
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120. These low mass ions are probably immonium ions of Pro
(or Arg), Leu/lle and Phe, respectively, and indicate the
peptidic structure of the compound. Trace amounts of the
ion in fraction 80 was detected in enhanced ion product mode.
Asionat m/z 677, present in cytotoxic fractions 40 and 50, also
gave these product ions, it can be concluded that it represents
structural analogue of the same class of peptide as a com-
pound in fraction 90. The TIC of fraction 60, which was also
active in MTT assay against the breast cancer cells, was
characterized by the presence of major ion peak at m/z
602 and less intense ion peak at m/z 594. Both ions have
several fragment ions in common, therefore they can also be
classified to the same group of compounds. lon peak at m/z
602 can be observed also in TIC of fraction 70. This fraction,
however, was not active in MTT assay, which can be explained
by the four-times lower content of the compound.

In our study, the activity of S. subsalsa metabolites against
T47D cells was revealed. Although an extract from a small
amount (2g) of lyophilized material was used, significant
effects were observed even at 25 pgml™" concentration of
the tested material. In similar studies conducted on crude
extracts from 1g of Baltic-derived cyanobacteria, activity
against cancer cells was also observed, but never at concen-
trations lower than 50 ug ml~" (Felczykowska et al., 2015). This
could indicate that S. subsalsa metabolites are highly active and
exert an effect on T47D cells even at small amounts. Low
amounts of bioactive compounds produced by organisms might
make the process of their identification difficult. In such cases,
the mass cultivation of cyanobacteria is indispensible to isolate
sufficient quantities of the active molecule and to proceed to
further steps of drug discovery process.

Cytotoxic activity of metabolites of S. subsalsa has never
been reported. Our research indicates that compounds pro-
duced by this cyanobacterium not only have strong activity
against T47D cancer cells but also seem to work selectively,
as they do not have strong inhibitory effect against the tested
enzymes, especially in the case of fractions 40 and
60. Although in conducted research, the compounds respon-
sible for the observed activity were not unequivocally
identified, some characteristic features of their structure
were described. This improves the quality of the work,
compared to studies where only activity of crude cyano-
bacterial extract was documented. The tests showed for the
first time the existing potential of the Baltic S. subsalsa to
be used as a source of important cytotoxic agents. In view of
these promising results, further studies are worth to be
continued.
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KEYWORDS Summary In the period from 2005 to 2011 the major source of *°Sr to the Gulf of Gdansk was the
90gys Vistula river. Its contribution was 99.7% of the total load. The main processes responsible for the
Budget; decrease in %%Sr activity in the Gulf of Gdansk were: radioactive decay (87%) and sediment
Gulf of Gdansk deposition (13%). Average increase in the activity of °°Sr in the Gulf of Gdansk during the study

period was 5.0% (114 GBq), which was almost 2 times higher than the loss of *°Sr due to
radioactive decay. In the years 1997—2015, the effective half-life of '3’Cs was 9.1 years and
that of °°Sr was 50.3 years. Assuming a further decrease in '*’Cs and maintaining *°Sr concentra-
tions at present level, it is expected that °°Sr will become the major anthropogenic isotope having
impact on the level of radioactivity in the Gulf of Gdansk.

© 2017 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The Baltic Sea is an inland sea which is practically closed
since the only connection with the North Sea and the Atlantic
Ocean through the Danish Straits (Skagerrak and Kattegat
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Polish Academy of Sciences. to 0.05% per year (Wangberg et al., 2001). This makes the
Baltic Sea very sensitive to contamination with different
pollutants (HELCOM, 2010), including radionuclides (IAEA,
e A8 . . . 2005). The Baltic Sea is still considered as one of the water
Esevier | Production and hosting by Elsevier bodies that is most polluted with *°Sr and "*’Cs in the world
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(HELCOM, 2009; IAEA, 2005). The major sources of radio-
nuclides inputs into the Baltic Sea were: atmospheric testing
of nuclear weapons carried out during the late 1950s and
early 1960s, the Chernobyl accident in 1986, discharges from
nuclear reprocessing plants located outside the Baltic Sea
(Sellafield and La Hague) and discharges from nuclear facil-
ities in the Baltic Sea drainage area (Baklanov and Sorensen,
2001; HELCOM, 2009; Nielsen et al., 1999; Nies et al., 1995).
It has been estimated that the total load of *°Sr and '¥7Cs
introduced into the Baltic Sea from all sources amounts to
621 TBq and 5752 TBq, respectively.

Among many pollutants introduced into the Baltic Sea,
the °%Sr isotope is considered to be particularly dangerous,
due to its specific nature and relatively long half-life
(28.8 years) (Kryshev, 2006). Its chemical similarity to
calcium is the reason why strontium is quite easily taken
up and accumulated in a body, especially in bone tissues.
However, data on the activity levels of °°Sr in various
compartments of the marine environment and biota is
largely limited. At the same time knowledge on the *°Sr
levels in particular elements of the marine environment
and knowledge on factors controlling its temporal and
spatial distribution, are crucial for determining the degree
of environmental contamination, especially in incidental
situations. Information on the concentration factors in
organisms is of special importance as allows to determine
the exposure of organisms to the radioactivity related to
%0Sr presence.

Long-term observations of the variability in concentra-
tions of ®°Sr and '3’Cs showed that the decrease of *°Sr levels
is not as significant as in the case of '*’Cs. Moreover, the
decrease is smaller than expected from the radioactive
decay. Therefore, based on the analysis of data on radio-
nuclide concentrations in various components of the marine
environment (abiotic — seawater and sediment, and biotic —
fish and macrophytobenthic plants), obtained in the period of
2005—2011, the study, which results would become the basis
for future scenarios concerning “°Sr levels in the Baltic Sea,
was undertaken. The assessment of the present level of *°Sr
pollution in the Baltic Sea was carried out in relation to
current sources — riverine and atmospheric inputs of this
isotope, based on the results of °Sr concentrations in the
Vistula and atmospheric deposition, obtained for the same
period as mentioned above. Finally, the main factors con-
trolling distribution of the ®°Sr in the marine ecosystem were
indicated, also in relation to long-term changes observed
after potential introduction of significant *°Sr loads into the
Baltic Sea.

2. Material and methods

2.1. Study area

The Gulf of Gdansk is located in the southeastern part of the
Baltic Sea. Its northern boundary is the straight line connect-
ing Cape Rozewie (54°50'N, 18°20'E) with Cape Taran
(54°58'N, 19°59’E). The area of the Gulf of Gdansk is
4940 km? (Lukawska-Matuszewska and Bolatek, 2008), while
the volume of water is estimated at 291.2 km® (Majewski,
1990). The Gulf of Gdansk has an average depth of about
50 m, and a maximum of 118 m.

2.2. Methods of budget calculations

In order to balance the loads of °%Sr in the Gulf of Gdansk, it
was assumed that the main sources of this isotope are: atmo-
spheric deposition and Vistula river waters, while the factors
having impact on the decrease of “Sr concentration in sea-
water are: radioactive decay, bioaccumulation and sedimen-
tation processes (Fig. 1). The bioaccumulation took into
account in the calculations was related only to marine plants
and fish. The loads of *°Sr were calculated based on literature
data (mainly from own research) concerning concentrations of
this isotope in particular components of the marine environ-
ment, measured in the period of 2005—2011, adopted for the
estimation of the “°Sr budget in the Gulf of Gdansk.

Data on °%Sr loads introduced into the Gulf of Gdansk with
atmospheric deposition and riverine runoff was obtained
from the study by Saniewski and Zalewska (2016).

The concentrations of “°Sr in seawater were measured in
samples collected between 2005 and 2011 at five stations
located in the Gulf of Gdansk. The samples were obtained
from the sea surface, from the bottom, and additionally
along vertical profiles (every 20 m) at two stations (Fig. 1,
Table 1). The analysis of °°Sr distribution in seawater of the
Gulf of Gdansk, for the abovementioned study period, was
presented in the work by Saniewski (2013).

Mean activity of °°Sr in sediments was calculated based on
literature data (Zalewska and Suplinska, 2013) and unpub-
lished own data. The bottom areas with intensive sedimenta-
tion processes, associated with the transportation type of
bottom (LOI — loss on ignition, values of 4—10%) and the
accumulation bottom (with LOI values >10%) (Hakanson
et al., 2003) account for respectively 1426 km? and
1840 km? of the Gulf of Gdansk (Carman and Cederwall,
2001). Therefore, it was assumed that the “°Sr deposition
into sediments is most intensive in the area of 3266 km?
(Fig. 1).

Since °°Sr is bioaccumulated and biomagnified in the
trophic chain, the concentrations of *°Sr in macrophytoben-
tic plants and selected fish species specific to the Gulf of
Gdansk were taken into account in the budget calculations.
To estimate the load of ®°Sr removed with the caught fish, the
average activity values of °°Sr in fish species (Zalewska et al.,
2016) and the mass of fish caught in 2005—2011 in the study
area (Szostak et al., 2006, 2007, 2008, 2009, 2010, 2011,
2012) were used.

The estimation of °Sr accumulated in marine plants was
carried out using data on °°Sr concentrations in selected
species of macrophytobenthic plants (Zalewska, 2015). The
amount of biomass having the potential for bioaccumulation
was assessed on the basis of data collected during macro-
phytobenthos monitoring campaigns carried out in two loca-
tions: Ortowo Cliff and Kuznica Hollow (Brzeska and
Saniewski, 2012). The sampling for monitoring purposes took
place in June, i.e. in the period of intensive primary produc-
tion and rapid growth of both macroalgae and vascular
plants. Samples were taken by a diver, along transects, from
a depth of 1 m to a maximum depth of plant occurrence. The
plant material was collected from the area determined by a
randomly placed frame (0.5m x 0.5m). The frame was
placed three times at each depth. The collected material
was analyzed macroscopically and microscopically to sepa-
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Figure 1 Location of sampling stations in the Gulf of Gdansk.
Table 1  Activity concentrations of °°Sr in seawater of the Gulf of Gdansk in 2005—2011.
Station Sampling depth [m] Activity concentration of °°Sr [Bqm~3]
2005 2006 2007 2008 2009 2010 2011

IN2 0 5.6 £ 0.5 9.2+0.5 56+0.5 42+04 3.8+£04 6.4+05 7.6+0.5
12 8.7+0.6 8.8+0.5 6.7+0.5 54+06 63+04 98+0.6 4.6+0.4

P1 0 8.6 +0.5 9.9+0.6 83+05 7.6+09 77+06 88+0.5 59+0.5
20 8.2+0.5 9.8+0.7 85+0.6 7.9+05 71+04 84+04 43+0.6
40 9.5+ 0.6 8.8+0.7 75+04 78+04 74+04 7.6+£0.5 93£0.9
60 9.2+0.6 6.9+0.6 99+05 7.2+06 82+04 8.1+05 7.9+0.5
80 8.7+0.6 8.6 +1.2 6.6+06 82+0.7 9.2+04 80+£06 79+04
105 7.8+0.5 9.8+ 0.6 6.9+04 54+06 7.6+04 69+05 69+04

P116 0 7.4+0.6 8.9+0.5 69+05 7.6+08 87+04 86+04 50+04
85 8.4+0.5 10.0+0.8 77+05 6.4+05 65+04 82+04 9.3+0.5

P110 0 7.7+0.7 8.1+0.8 85+0.4 65+05 75+05 7.0+£0.5 7.0+£0.5
69 8.6 +0.6 9.4+1.0 78+04 45+05 71+05 86+04 6.6+0.5

IN4 0 7.7+0.5 9.9+0.5 93+11 59+04 8.6+04 6.7+05 9.6+0.5
20 8.1+0.8 10.1+0.6 99+08 6.4+05 85+06 65+05 9.4+0.5
40 8.7+0.8 10.6+0.5 10.3+0.8 55+04 79+06 9.5+0.5 8.8+0.5
60 10.0 £ 0.7 8.9+0.7 80+0.7 52+06 87+05 89+£05 7.7+0.5
69 11.7 £ 0.7 9.0+ 0.9 9.1+08 4.4+05 6.5+06 8.1+04 8.6+0.5

Average concentration [Bq m~>] 8.5 9.2 8.1 6.2 7.5 8.0 7.4

rate individual species which biomass was measured and
converted into 1 m? of bottom area. In order to determine
the biomass in the Gulf of Gdansk, the total surface area of
the occurrence of macrophytobenthic plants in the investi-

gated research areas was estimated and multiply by biomass
specific to 1 m? (Fig. 1).

It was assumed that the exchange of °%Sr in seawater at
the northern boundary of the Gulf of Gdansk is negligible as
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%051 concentrations in seawater are uniform in different areas
of the southern Baltic Sea.

The load of °°Sr in seawater of the Gulf of Gdansk
determined for each year served as “a starting point” for
calculations. The inflowing loads were given the positive
values, while the loads removed from the environment as a
result of the discussed processes were given the negative
values.

3. Results and discussion

3.1. Load of ?°Sr in seawater

In the period from 2005 to 2011, the concentrations of “°Sr in
seawater of the Gulf of Gdansk were at the similar levels
(Table 1). The mean concentrations varied in a very narrow
range, from 7.4Bqm~3 in 2011 to 9.2 Bgm~3 in 2006. The
exceptional year was 2008, when the average activity was
6.2 Bqm~3, and this was due to the fact that concentrations
in that year ranged from 4.2Bqm~> to 8.2Bqm~>. The
lowest value was reported at the mouth of the Vistula. This
is a common feature, also observed in other years, resulting
from a slightly diluting influence of the Vistula waters. In
2009, the concentration at the mouth of the Vistula river was
only 3.8 Bqm~3, however, in 2006 the value in that area
reached 9.2 Bq m—3. Such variability can be associated with
the wind pattern preceding the sampling period. During the
study period, the maximum concentrations of °°Sr, at the
level of 10 Bq m~3 and higher were observed in the vicinity of
the Hel Peninsula (Table 1). For the ®°S loads calculations in
seawater, there were taken the average values of *°Sr activ-
ities in seawater determined for particular years and the
volume of seawater in the Gulf of Gdansk. Calculated loads
varied from 1817 GBq in 2008 to 2684 GBq in 2006 (Table 2).
The standard deviation of the loads deposited in the Gulf of
Gdansk over the period of 2005—2011 did not exceed 15%
(Saniewski, 2013).

3.2. Load of °°Sr from atmospheric deposition
and riverine input

The total loads of *°Sr and '*’Cs from both sources: atmo-
spheric deposition and riverine input, reaching the Gulf of
Gdansk between 2005 and 2011, were 1238 GBq and 450 GBq,
respectively (Saniewski and Zalewska, 2016). The major
source of both radionuclides to the Gulf of Gdansk was the
Vistula river; its contribution reached 99.7% in the case of
9051 and 95.8% as regarding '*’Cs. In the years 2006—2010, the
riverine load of '¥Cs (431 GBq) was nearly three times
smaller than that of *°Sr (1234 GBq), although the average
activity of '*’Cs in the surface soil layer in the Vistula river
drainage area was about three times higher than the activity
of %%Sr (Solecki, 2006). The main reason for this fact was the
migration of both isotopes in the terrestrial environment.
The Sr?* cations are mobile and more easily washed out by
water to the rivers than the Cs* ions which are strongly
absorbed on soil particles limiting its movement by chemical
and biological processes (Ritchie and McHenry, 1990). The
environmental mobility of “°Sr is approximately one order of
magnitude greater than that of '*’Cs and the runoff coeffi-
cient (transfer of radioactivity from catchments to the sea
surface) for %°Sr is much greater than that for '*’Cs (Cross
etal., 2002). It was estimated that after the Chernobyl power
plant disaster, the maximum deposition of *°Sr in Poland was
1kBgm™2, and after the nuclear weapons testing it
amounted to, on average, 3.2 kBq m~2. As a result, in
1986 the deposition still remained at a level of approximately
1.5 kBq m~2 (UNSCEAR, 1982). In 1999, the average activity
of °%r in soil of the middle part of the Vistula drainage basin
was 26.15Bq kg™, the values ranged from 5.3 Bqkg™" to
85.3Bqkg™" (Solecki and Chibowski, 2001). Taking into
account published results (Solecki, 2006; Solecki and Chi-
bowski, 2001) and the surface area of the Vistula drainage
basin, it was calculated that in 1999 about 0.67 PBq of *°Sr
was deposited in the 0—10 cm soil layer, which could have

Table 2 Budget of °°Sr in the Gulf of Gdansk in years 2005—2011.

Years 2005 2006 2007 2008 2009 2010 2011
Total loads in seawater in 2477 2684 2355 1817 2181 2331 2165
the Gulf of Gdansk
[GBq]
Loads from Vistula River  +122 +137 +137 +118 +175 +316 +228
[GBq]
Loads from atmospheric +0.58 +0.53 +0.49 +0.64 +0.41 +0.49 +0.87
deposition [GB]
Radioactive decay [GBq] —59 —64 —56 —43 —52 —55 —52
Loads deposited in —7.45 —8.55 —7.48 -8.29 app. app. app.
sediments [GBq] —8.00 —8.00 —8.00
Loads bioaccumulated in  app. app. app. app. app. app. —0.027
macrophytobentic —0.027 —0.027 —0.027 —0.027 —0.027 —0.027
plants [GBq]
Loads in caught fish [GBq] —0.0029 —0.0028 —0.0023 —0.0019 —0.0032 —0.0030 —0.0028
Increase of loads in 56.4 (2.3%) 65.1 (2.4%) 74.3 (3.2%) 67.2 (3.7%) 115.1 (5.3%) 253.4 (10.9%) 169.7 (7.8%)

seawater in the Gulf of
Gdansk [GBq]
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acted as a potential source of this isotope washed out by
water to the river.

The lowest “°Sr load of 118 GBq was introduced into the
Gulf of Gdansk with waters of the Vistula in 2008 (Table 2). In
the period between 2005 and 2007, the load was in the range
from 122 to 137 GBq, while in 2011 it reached 228 GBq.
However, the highest load of 316 GBq was introduced in
2010, due to the flood event in the Vistula river drainage
basin.

In the case of atmospheric deposition, the highest load of
%Sr (0.87 GBq) was introduced to the Gulf of Gdansk in 2011,
as a result of the Fukushima Dai-ichi nuclear power plant
disaster, which took place in March that year. The contami-
nated air masses were transported towards the area of
Europe within about a month (Table 2). In other years, the
loads remained in the range from 0.41 GBq in 2009 to
0.64 GBq in 2008. The total load of *°Sr introduced to the
Gulf of Gdansk in the period of 2005—2011 amounted to
4 GBq, and was almost five times lower than the load of
137Cs (Saniewski and Zalewska, 2016).

3.3. Radioactive decay

The correction for radioactive decay of *°Sr was calculated
based on the total load in seawater estimated for each year,
taking into account the half-life value of 28.8 years. The
obtained results ranged from 43 GBq in 2008 to 64 GBq in
2006 (Table 2).

3.4. Load of ?°Sr in sediments

The load of *°Sr deposited in bottom sediments of the Gulf of
Gdansk between 2005 and 2008 was determined based on
literature data concerning concentrations of *°Sr in sedi-
ments (Zalewska and Suplinska, 2013; unpublished data)
and taking into account the estimated area of sediments
where undisturbed sedimentation occurs. Average concen-
trations of °°Sr in 19-cm profiles of bottom sediments col-
lected at stations P110, P116 and P1 varied in a relatively
narrow range, from about 2—4Bqkg~'d.w. The average
values of “Sr concentration determined for each year
(Table 3) were used to calculate the loads deposited in
bottom sediments during one year. It was assumed that
the average linear sedimentation rate specific to the Gulf
of Gdansk area is c.a.2 mm per year (Zalewska et al., 2015).
The average mass of a 1-cm thick sediment layer taken from
the area of 19.63 cm? amounts to 7 g (unpublished data). The
load of ®°Sr deposited every year in the topmost sediment

Table 3 Average activity concentrations of °°Sr in sedi-
ments in the Gulf of Gdansk in years 2005—2008, based on
Zalewska and Suplinska (2013).

Year Activity of ®°Sr [Bqkg~'d.w.]  Mean activity of *°Sr

P110 P116 P1 [Bqkg 'd.w.]
2005 2.73 3.49 3.38 3.20
2006 2.4 4.25 4.36 3.67
2007 4.25 2.29 3.1 3.21
2008 3.49 4.03 3.16 3.56

layer of the average thickness of 2 mm was determined on
the basis of the following equation:

TLS:A*LAR*K*S7
SN

where TLS — total load in sediment [Bq], A — mean activity of
%951 in sediments [Bq kg~"], LAR — linear accumulation rate
[cm], W — average mass of a single 1-cm sediment layer
collected from the surface area determined by the Niemisto
corer [kg], Sy — surface area determined by the Niemisto
corer [m?], S — surface of sediment accumulation in the Gulf
of Gdansk [m?].

Since the concentrations of *°Sr in sediment layers col-
lected in 2005—2008 were very similar (range: 3.20—
3.61 Bqkg~ ' d.w.), the values of *°Sr loads were also com-
parable, from 7.45 GBq in 2005 to 8.55 in the following year
(Table 2). Based on the results from the period of 2009—2011,
the average value which we adopted for further calculations
was 8 GBq.

3.5. Load of °°Sr in macrophytobentic plants

The calculations of °°Sr loads accumulated in macrophyto-
benthic plants were carried out based on the research results
from 2011 (Saniewski and Zalewska, 2017; Zalewska, 2015).
Samples of macrophytobenthic plants were obtained from
two locations. In the area of the Orlowo Cliff, 13 species were
recognized, including 12 taxa of macroalgae and 1 species of
a vascular plant (Zostera marina). Macroalgae were most
commonly represented by green algae — 5 taxa, and red
algae — 5 taxa; only 2 species were identified as brown algae.
Along the transect in the Kuznica Hollow, 14 species of
macrophytobenthos were identified in 2011, including 4 taxa
of green algae, 2 taxa of brown algae and also 2 taxa of red
algae, as well as 6 species of vascular plants. Based on the
analysis of °°Sr in particular species, the average concentra-
tions for individual groups collected in two investigated
locations were determined. The lowest concentrations of
%05r were found in green algae (1.36 Bqkg™'d.w.), while
the highest were measured in the case of red algae
(6.58 Bq kg~" d.w.) (Table 4). For each group of the macro-
phytobenthic plants, the biomass per unit area (1 m?) was
determined. Then, taking into account the bottom areas
where macrophytobenthic plants commonly apear (Fig. 1),
namely the Puck Bay within a depth range of 0—4m
(98.9541 km?) and the Ortowo Cliff area, depth range of
0—7m (0.98 km?), the average biomass of macrophyto-
benthos in the Gulf of Gdansk was estimated. On this basis,
the load of °°Sr bioaccumulated in plant tissues of the
particular groups was calculated. The lowest “°Sr load
(7.5 e—07 GBq) was attributed to the vascular plants from
the Ortowo Cliff, while the highest load (1.8 e—02 GBq) was
calculated for the brown algae in the Kuznica Hollow. The
estimated total load of *°Sr bioaccumulated in all the macro-
phytobenthic plants in 2011 amounted to 0.027 GBq.

3.6. Load of °°Sr in caught fish
The average activity value of ®°Sr in fish caught in the south-

ern Baltic did not reveal any decreasing trend over the study
period, and remained at relatively similar level, from
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Table 4 Average activity of °°Sr and calculated loads accumulated in the macrophytobenthic plants based on data from 2011.

Phylum Biomass  Average activity Surface [km?] Total biomass [kg] Load [GBq]
[kem?]  of *°Sr [Bq kg ']

Puck Bay Green algae (Chlorophyta) 0.000668 1.36 98.95 6.61 E+04 9.0 E-05
Brown algae (Phaeophyta) 0.04186  4.37 98.95 4.14 E+06 1.8 E-02
Red algae (Rhodophyta) 0.005391 5.47 98.95 5.33 E+05 2.9 E-03
Vascular plant (Spermatophyta) 0.012497 4.56 98.95 1.24 E+06 5.6 E-03

Ortowo Cliff  Green algae (Chlorophyta) 0.03092 1.36 0.98 3.03 E+04 4.1 E-05
Brown algae (Phaeophyta) 0.00769  6.58 0.98 7.54 E+03 5.0 E-05
Red algae (Rhodophyta) 0.02156  5.32 0.98 2.11 E+04 1.1 E-04
Vascular plant (Spermatophyta) 0.00019  4.06 0.98 1.86 E+02 7.6 E-07

Table 5 Average activity concentration of °°Sr and load accumulated in caught fish in the Gulf of Gdansk in 2005—2011, based on

Zalewska et al. (2016).

Average activity Load [GBq]
of *°Sr [Bq kg~' w.w.]?
2005 2006 2007 2008 2009 2010 2011
(Clupea harengus) 0.027 = 0.004 1.2E-04 8.3E-05 1.3E-04 1.2E-04 1.5E-04 1.8E-04 2.1 E—04
Flounder (Platichtys 0.163 +0.017 2.9E-04 2.7E-04 3.0E-04 24E-04 2.4E-04 2.8E-04 2.4E-04
flesus)

Cod (Gadus morhua) 0.186 + 0.020 75E-04 1.0E-03 5.2E-04 6.5E-04 7.5E-04 9.6 E-04 8.8E-04
Sprat (Spratus spratus) 0.037 -+ 0.005 1.8E-03 1.4E-03 1.4E-03 9.3E-04 2.1E-03 1.6E-03 1.4E-03

@ Data from Zalewska et al. (2016).

0.027 Bq kg~" w.w. for herring to 0.186 Bq kg™' w.w. in the
case of cod (Table 5) (Zalewska et al., 2016). From among
over 25 species of fish caught in the area of the Gulf of
Gdansk, the dominant in terms of quantity were: sprat,
herring, cod and flounder. In the period between 2005 and
2011, the average contribution of these species was 98.1% of
52 796 tons of fish caught annually (Szostak et al., 2006, 2007,
2008, 2009, 2010, 2011, 2012). On average, in the years
2005—2011, the contribution of individual fish species was:
76.6% for the sprat, 10.0% for the herring, 8.2% for the cod
and 3.2% for the flounder. On the basis of data on the mass of
fish species caught in particular years and the values of *°Sr
concentrations in particular fish species, the total loads of
the examined isotope removed from the Gulf of Gdansk as a
result of fishery activities were estimated. The total load of
%0y for all fish species ranged from 0.0019 GBq in 2008 to
0.0032 GBq in 2009 (Table 2).

3.7. Budget of °°Sr in the Gulf of Gdansk

The basis for the °°Sr budget calculation was estimation of
the loads of this isotope in seawater, for particular years in
the period from 2005 to 2008. Then, the loads of *°Sr related
to atmospheric deposition and riverine input, responsible for
the increase in the amount of this isotope in seawater were
analyzed. Subsequently the loads accumulated in various
elements of the marine environment were estimated
(Table 2). During the entire study period, the processes such
as radioactive decay of *°Sr, sediment deposition, and bioac-
cumulation in macrophytobenthic plants and fish species,
taking place in the Gulf of Gdansk, were compensated by
a significantly higher input of °°Sr with the Vistula waters

(Table 2). Due to the fact that the load of *°Sr bioaccumu-
lated in fish and plant tissues is very small, and additionally
some amount of this isotope may return from plant tissues to
the environment as a consequence of plant decomposition
(the scale of this process is unknown), and also having in mind
the fact that in the case of fish, the removed load of *°Sr only
applied to the caught fish and not to the fish resources
present in the Gulf of Gdansk, it was decided to exclude
these values from the budget.

In the period 2005—2011, a theoretical increase in the
load of *°Sr in seawater of the Gulf of Gdansk was demon-
strated. The smallest increase of 56.4 GBq, which accounted
for 2.3%, was calculated for 2005. A comparable increase of
approximately 2.4% (65.1 GBq) occurred in the following
year. It the years 2007 and 2008, it remained at 74.3 GBq
and 67.2 GBq, which accounted for 3.2% and 3.7%, respec-
tively. The largest increase in the °°Sr load, linked to the
increased riverine water input caused by the flood event, was
observed in 2010. It amounted to 253.4 GBq. The average
increase in the activity of °Sr in the Gulf of Gdansk in the
period from 2005 to 2011 was 5.0% (114 GBq), which was
almost 2 times higher than the loss of *°Sr due to radioactive
decay. In the forecasting of further variations in *°Sr con-
centration in seawater of the Gulf of Gdansk, the equaliza-
tion of concentrations between the study area and open sea
waters should be assumed.

The obtained results pointed to the cause of the lack of a
clear decreasing trend related to °°Sr concentration. Assum-
ing that such a set of factors as discussed above, influencing
the increase and decrease of *°Sr concentrations in the Gulf
of Gdansk was maintained, it is expected that °°Sr will
become the major anthropogenic isotope determining the
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level of radioactivity. As observed based on the analysis of
average “%Sr concentration in seawater of the southern
Baltic, the concentration of this isotope reached a maximum
value of 23 Bq m~3 after the Chernobyl power plant accident
(Fig. 2). In the period from 1988 to 1996 the concentration of
0S¢ ranged from 14.2 to 18.9 Bqm~3, whereas a significant
decrease to the value of 9.2 Bqm~3 occurred in 1996 and
1997. Between 1998 and 2016 the concentration was stabi-
lized, and varied within a range from 5.6 t0 8.7 Bq m 3. In the
similar period, since 1991 until now, there has been an
apparent decrease in '3’Cs concentration. This direction of
changes was also visible based on the '3’Cs to *°Sr ratio in
seawater of the Gulf of Gdansk and the southern Baltic.
Before the accident in the Chernobyl nuclear power plant
in 1986, this ratio had been 0.8 (Majewski, 1990). Just after
the accident it increased to 3.7 and further growth was
observed in subsequent years (Majewski, 1990), mainly as
a result of the increase in '3’Cs due to the inflow of more
contaminated waters from the northern Baltic Sea and also
due to a significant input with riverine waters. In 1991, the
concentration of '¥Cs reached its maximum value of
101 Bq m—3, which was eight times higher than concentration
of °%r. In the period covered by this study, the abovemen-
tioned ratio of both isotopes decreased slightly from 5.1 to
3.7 and it is currently at a similar level. However, assuming a
further decrease of '*’Cs and maintaining *Sr concentrations
at present level, the alignmentof activity levels is expected
in 2022 (Fig. 2). In addition, there were determined the
effective half-lifes for these two isotopes in seawater of
the southern Baltic Sea. Based on data form the period
1997—-2015, they amounted to only 9.1 years in the case
of ¥Cs and 50.3 years in the case of *°Sr, which is almost
twice longer than the theoretical half-life of °°Sr. It could be
assumed with high probability that approximately 35 years
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Average activity of *°5r and "3’Cs in the Gulf of Gdarisk in 1984—2015.

after the Chernobyl disaster, the activity of *°Sr will have
exceeded that of '¥’Cs, and the *°Sr will have become the
main isotope having substantial impact on the anthropogenic
radioactivity in the southern part of the Baltic Sea.
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KEYWORDS Summary The paper presents experimental and theoretical investigations of hydrodynamic
Wind-driven current; processes in a coastal region located close to the seaward boundary of the surf zone. The analysis
Wave-induced nearbed is based on field data collected near Lubiatowo (Poland) by measuring equipment operated
oscillations; simultaneously by the Institute of Hydro-Engineering of the Polish Academy of Sciences (IBW PAN)
Bed shear stresses; and the Maritime Institute in Gdansk (IMG). The data consist of wind velocity and direction
Friction velocity; measured at the IBW PAN Coastal Research Station (CRS) in Lubiatowo, deep-water wave buoy
Baltic Sea; records, current profiles and sea bottom sediment parameters. Mean flow velocities measured in
Moderate depths the entire water column have almost the same direction as wind. Nearbed flow velocities induced

by waves and currents, as well as bed shear stresses, are modelled theoretically to determine
sediment motion regimes in the area. It appears that the nonlinear wave—current interaction
generates bed shear stresses greater than those that would result from the superposition of the
impacts of waves and currents separately. The paper discusses the possibility of occasional
intensive sediment transport and the occurrence of distinct seabed changes at greater coastal
water depths adjacent to the surf zone. It was found that this can happen under the joint
influence of waves and wind-driven currents.
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1. Introduction

At large water depths, the influence of wave-induced oscil-
latory flows and wave-driven currents on the sandy seabed is
much less intensive than in the nearshore region. Sediment
motion rates in the offshore areas are significantly smaller,
and therefore seabed changes become less noticeable. At
such locations, the motion of water (and consequently sedi-
ment movement) in the nearbed layer can be related to
currents typically occurring in the open sea, for instance,
drift currents. In tidal seas, such as the North Sea, the
occurrence and movement of large sandy bed forms called
sand waves or sand banks at depths of 20—30 m are closely
associated with tidal phenomena, see Carbajal and Montano
(2001) and Hulscher and van den Brink (2001). However,
Belibassakis and Karathanasi (2017) have recently shown that
in a tidal basin (Saronic-Athens Gulf) a complex configuration
of the coastline orientation, bathymetry, wave conditions
and strong winds during extreme storms makes tidal currents
less important to sediment transport. Similar large bed forms
have also been observed, albeit sporadically, in a non-tidal
environment, namely in the south Baltic coastal areas at
depths of 15—30 m, see Rudowski et al. (2008). Moreover, it
was observed that, in the south-eastern part of the Baltic
Sea in the vicinity of Wtadystawowo (with water depths
between 14 and 17.3 m), post-dredging pits, 11 months after
sand extraction, were shallower by about 2—2.5m, and
traces left by a trailing suction hopper dredger disappeared
completely. It is believed that the cause of this phenomenon
was both slope slipping and the supply of deposits from
the surrounding area. Another study in the southern Baltic
Sea indicates that at depths of 15—-20 m, a 0.4—0.8 m thick
sand layer moves under storm conditions (Uscinowicz et al.,
2014).

Open sea currents, such as gradient, geostrophic, inertial
and gravitational currents or those arising as a result of
seiches, are unlikely to generate intensive sediment trans-
port at depths of less than 30 m. Recent research by
Ostrowski and Stella (2016) shows that, aside from waves,
wind-driven currents have the most important impact on
hydrodynamic processes at a depth of ca. 20 m.

In the coastal zone (particularly in the surf zone), wind-
driven flows are dominated by wave-driven currents. The role
of wind-driven currents in marine hydrodynamics increases in
regions more distant from the shoreline. On the other hand,
the influence of wind-induced currents on bottom sediments
decreases at bigger depths. Precise determination of the
boundary between the zones of domination of wave-driven
currents and wind-driven currents is difficult. This is mainly
due to the fact that the parameters of both types of currents
strongly depend on instantaneous local conditions: wind
speed and direction, wave characteristics (height, period
and direction of propagation) and the morphology of the
coastal bottom. On the basis of field data collected at CRS
Lubiatowo and theoretical modelling with the commercial
software MIKE 21, Sokolov and Chubarenko (2012) found the
wind-induced component of currents in the surf zone to be
quite high. It appears that wind can contribute almost 50% to
the generation of the longshore current if it blows parallel to
the shoreline and more than 20% if it blows at an angle of 45%
to the shoreline. In all cases, however, the wave-driven
longshore current is the predominant flow in the surf zone.

The situation seawards of the surf zone is most probably
different.

In coastal areas of the Baltic Sea, the influence of the
Coriolis effect may be neglected. A wind-driven current
occurring in shallow basins has almost the same direction
in the water column as the wind blowing over the water
surface. Because the surface Ekman layer and the bottom
Ekman layer overlap, the development of the Ekman spiral is
hindered, and the wind-induced flow takes place in the wind
direction (Krauss, 2001; Trzeciak, 2000; Valle-Levinson,
2016). The present paper deals with wind-driven currents
occurring locally and temporarily. Hence, the wind-driven
current velocity profile can be described by a directionally
invariable distribution.

Wave-induced orbital nearbed velocities also have some
impact on the sea bottom beyond the surf zone. The seaward
boundary of this influence is conventionally related to the so-
called depth of closure (h.), at which even stormy waves do
not cause intensive sediment transport (the so-called sheet
flow). The corresponding extreme wave conditions are most
often represented by the “effective” significant wave height
(He), which is exceeded only 12 h per year, or 0.137% of the
time. Simple formulas derived by Birkemeier (1985), or ear-
lier by Hallermeier (1978, 1981), for the assessment of the
depth of closure h. from the effective significant wave height
(He) and period (T,), are discussed, for example, by Dean
(2002). On a second front, the depth of closure h. can be
determined directly from bathymetric changes if only suffi-
cient data are available.

For the multi-bar shore, characteristic of the south Baltic
Sea, Cerkowniak et al. (2015a) obtained (from bathymetric
surveys) actual values of the depth of closure h. = 6.0—7.7 m,
greater than the ones calculated using parameters of the
effective significant wave height (h. = 4.9—6.5 m). According
to Cerkowniak et al. (2015b), wave-induced bed shear stres-
ses during storms (with the deep water significant wave
height H; exceeding 3.5 m) cause intensive sediment trans-
port (sheet flow) even at depths of 13—15m. Such wave
conditions, however, last no longer than 24 h per year, and it
is interesting whether, by themselves, they cause distinct
changes in the sea bottom, leading to the appearance and
movement of large offshore bed forms. The research finding
by Cerkowniak et al. (2015a) that direct bathymetric mea-
surements of the shore yield larger values of the depth of
closure than do theoretical calculations based on waves only,
leads to the conclusion that another factor should be
included. One should take into account that such forms at
these depths can probably appear and evolve only if stormy
waves are accompanied by strong sea currents.

The above considerations give rise to a hypothesis about
an important role of currents typically occurring beyond the
surf zone and interacting with wave-induced oscillatory
flows. Under storm conditions, this interaction presumably
generates bed shear stresses sufficient to cause intensive
sediment transport and, consequently, distinct sea bottom
evolution.

Verification of the above hypothesis requires a precise
determination of the sediment driving forces (represented
here by bed shear stresses) resulting from the interaction of
nearbed wave-induced oscillations (orbital velocities) with
steady currents occurring during severe storms at the sea-
ward boundary of the surf zone and beyond the surf zone.
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Figure 1

The present study tackles this issue by analysing field data
collected near Lubiatowo, Poland, as well as by mathema-
tical modelling. Together with analysis of wave-current and
wind data, an accurate theoretical description of the Shields
parameter 6 in the case of a synergic action of waves and the
wind-driven current is the main purpose of this study.

2. Study site

The present study is based on the wind, wave and current
data collected in the period from April 26, 2014 to June 30,
2014, as well as some other archival information and data,
mainly concerning sediments.

The measurements were carried out by the Institute of
Hydro-Engineering of the Polish Academy of Sciences (IBW
PAN) and the Maritime Institute in Gdansk (IMG) using scien-
tific instruments located at the IBW PAN Coastal Research
Station (CRS) in Lubiatowo and its vicinity. The study area of
CRS Lubiatowo is situated about 70 km NW of Gdansk (see
Fig. 1). The hydrodynamics, lithodynamics and morphody-
namics in the region of Lubiatowo are typical of the south
Baltic sandy coast (see Cerkowniak et al., 2017; Ostrowski
et al., 2015). For purposes of the present study, offshore
wave buoy data and current profiles were used, as well as
wind data collected on land at CRS Lubiatowo. In addition,
results of sediment sampling and grain size analysis were
taken into account.

Location of CRS Lubiatowo on the Baltic coast.

The sea shore near Lubiatowo is mildly sloped (with an
inclination of 1—2%) and consists of quartz sand having the
median grain diameter dsq in the range from 0.1 to 0.4 mm
(mostly 0.15—0.25 mm). The sediment density amounts
to ps = 2650 kg m~3. Cross-shore bathymetric profiles display
3—4 stable bars and an additional, ephemeral one occurring
close to the shoreline. Such a multi-bar profile of the sea
bottom is favourable to gradual wave energy dissipation,
taking place by multiple wave breaking, see Pruszak et al.
(2008).

3. Methods of field measurements

The offshore measurements near CRS Lubiatowo were carried
out by means of an acoustic current profiler with an attached
surface wave measurement module AWAC produced by Nor-
tek and operating at 600 kHz transmission frequency. The
device was installed with transducers facing up on a bottom-
resting frame at a distance of about 1.47 Nm (i.e. 2.72 km)
from the shoreline, where the mean water depth amounted
to 17 m, at coordinates 54°50.48'N and 17°53.09'E. Wave
data were measured continuously once an hour for about
17 min (2048 samples recorded with a frequency of 2 Hz) and
then averaged. Water flows were measured in 1 m thick
layers once an hour, and they were averaged for 2-min
recordings registered with 1 Hz frequency. The nearbed layer
(about 1 m thick) was excluded from flow measurements for
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Figure 2 Anemometer on top of a mast at CRS Lubiatowo.

technical reasons (the height of the frame on which the
instrument was mounted and the so-called blanking distance,
i.e. direct water body thickness to transducers, where the
accuracy of measurements was not acceptable). Addition-
ally, the results of flow measurements in the surface water
layer (from 5 to 10% of the total depth) have limited relia-
bility due to side-lobe interference. Therefore, this layer
should be analysed with some care. Raw and processed wave
data were collected in the internal memory of the instrument
and delivered for analysis during maintenance cruises.

The wind data were collected by a cup anemometer SW-48
(produced by MORS, Poland) installed on a 22 m mast. The
mast is located on land close to CRS Lubiatowo (54°48.70'N,
17°50.43'E), at a distance of about 150 m from the shoreline.
The anemometer is installed a few metres above the upper
branches of nearby trees (Fig. 2).

4. Wind records correction

The location of the anemometer does not satisfy standards of
meteorological monitoring, and the measurements of wind
parameters (particularly velocity) are biased. Although the
mast is 12 m higher than indicated in the standards (10 m),

the increased terrain roughness, resulting from the presence
of trees, makes that the recorded wind speed smaller than it
would be over a flat ground, without trees or other obstacles,
as required at state meteorological stations in Poland. It
was hecessary to investigate the differences between the
wind speed measured at CRS Lubiatowo and the expected
wind speed near the study site. Due to the lack of direct wind
records from the time and place of the current measure-
ments, it was necessary to obtain them in a different way. To
do so, the authors compared measured data with values
obtained from the ICM operating model (UM model) provided
by SatBaltyk System (http://satbaltyk.iopan.gda.pl). These
data were deemed reliable due to constant data assimilation
and the calibration of the model with data measured at
various meteorological stations. In addition, a visual analysis
and comparison of ICM data with Lubiatowo measurements
showed that wind directions were almost the same in both
data series. Hourly time series of wind velocities were ana-
lysed for the coordinates 54°50'N, 17°50'E for the time period
from May 08, 2016 to February 06, 2017, the only period for
which data were available on the SatBaltyk System.

A rough analysis of wind data collected at CRS Lubiatowo
and determined over the sea from ICM data shows that wind
velocities measured in Lubiatowo are significantly lower than
those obtained from ICM (Fig. 4). The maximum wind velo-
cities recorded at CRS Lubiatowo slightly exceeded 10 m s~
on only two occasions, whereas ICM Model wind speeds
exceeded 15m s~ several times, reaching up to 20 ms™"
under extreme conditions.

The present study includes, among others, investigations
of wind-induced water flow at the location of the current
profiler, beyond the surf zone, at a depth of 17 m. As men-
tioned above, wind measurements from CRS Lubiatowo are
biased and should therefore be recalculated to become
representative of the location considered. To this end, a
joint analysis of wind parameters collected at CRS Lubiatowo
and determined over the sea by the UM model (provided by
the SatBaltyk System) was carried out. Statistical analysis of
these two data series shows strong, positive correlation, with
the correlation coefficient r of 0.78 (Fig. 3).

It was found that to obtain a reliable wind speed at the
current monitoring point, wind velocities measured in Lubia-
towo ought to be recalculated by the following regression
equation:

v =1.92 +1.76x. (1)

5. Measured results

Time series of selected parameters are shown in Figs. 4 and
6—8. The results of the wind speed recalculation are shown in
Fig. 5, and the significant wave height record is plotted in
Fig. 6. It can be seen in Fig. 6 that, for the period considered,
the significant wave height amounts to 2—2.5m during
storms, and up to 2.76 m under extreme conditions. Figs.
7 and 8 suggest, as could be expected, that the currents near
the surface are stronger than the nearbed currents, reaching
maximum velocities of about 0.6ms™' and 0.4ms',
respectively.

Although the plots of wind speed and wave height look
different, the extreme data occur at the same time. The wind
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speed from Fig. 5 was used as an input in a theoretical model
of wind-induced currents. The wave-induced current model
is described below.

6. Methods of investigation

The investigations were focused on determining whether the
motion of sediments beyond the surf zone is possible under
storm conditions and how intensive it may be. In order to
verify the possibility of sediment motion in the region
where waves and currents had been measured, namely at
a depth of 17 m, bed shear stresses were calculated for the
following cases:

a) wave-induced nearbed oscillatory flow with the overall
bottom roughness (the so-called “equivalent” moveable
bed roughness, as defined by Kaczmarek, 1995, 1999);

b) nearbed stationary flow caused by the wind-driven cur-
rent, with the bottom roughness of sand grains (the so-
called “skin” bed roughness, as defined by Nielsen, 2009)
and the roughness resulting from the presence of bed
forms of various heights;

c) nearbed flow caused by the wind-driven current super-
imposed on wave-induced nearbed oscillations, with the
overall bottom roughness (“equivalent” moveable bed
roughness).

Sediment transport intensity is conventionally estimated
using the Shields parameter, which represents the dimen-
sionless bed shear stress and is given by the following formula
(see e.g. Nielsen, 2009):

_ Y

(s—1)gd’

in which uy is the friction velocity, s is the ratio of sediment
density p, to water density p (s = ps/ p; for quartz sand: about

2)

2.65), g denotes acceleration due to gravity, and d stands for
the seabed grain diameter.

6.1. Friction velocity

A reliable and precise determination of the friction velocity
uy is difficult, particularly for unsteady currents, e.g. wave-
induced nearbed oscillatory flows. The friction velocity
represents the bed shear stress 7 (defined as t = pu%), which
is the main driving force for sediment transport. According to
the basics of fluid mechanics, the bed shear stress r depends
on the water flow velocity and the sea bottom roughness. The
seabed, if built of sandy sediments, becomes moveable under
hydrodynamic impacts (resulting from turbulent water flow
generated by waves and currents), which causes additional
difficulties in a theoretical solution leading to the determi-
nation of the friction velocity uy. In the present study, various
theoretical approaches are applied to particular cases.

The dimensionless shear stress depends on the grain
diameter d. Sediment sampling and analyses show that the
sand occurring at the study site (water depth h = 17 m) is very
fine. The present analysis was carried out for sand grain
diameter dso = 0.00013 m (based on sediment grain size ana-
lysis conducted at IBW PAN).

6.2. Wind-driven current

The shear stresses t in the water column where the wind-
driven current occurs are assumed to satisfy the Boussinesq
hypothesis as follows:

du(z)
o 3)

where v, is the kinematic turbulent viscosity in the
vertical direction z, and u(z) is the velocity of stationary
water flow.

T = pVt
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It is further assumed that the turbulent viscosity increases
linearly from the bottom, being proportional to von Karman's
constant « and the friction velocity ug, so that

Vt = KUfZ. (4)

Bearing in mind that the shear stress can be defined as
T= ,ou]%, one obtains the logarithmic vertical distribution of
velocity u(z):

uz) =Zn (i) , 5)

K Zy

in which z, denotes the ordinate at which the velocity u
equals zero.

The quantity z; can be regarded as a theoretical seabed
level from which the logarithmic profile of the velocity u(z)
starts. Conventionally, this level is determined as zg = ky/ 30,
where ky is the so-called Nikuradse roughness. The assump-
tion of the bottom characterised by a “skin” roughness height
of 2.5d (due to the presence of sand grains only) yields
Zy=2.5d/30. If the sea bottom is covered by bed forms,
the bottom roughness height will be z, = k¢/30, where k; is
the bed form height.

The wind-driven current speed in the surface layer equals
2—-5% of the wind speed w at the 10 m height above the sea
level (see e.g. Kim et al., 2010). In this study, the authors
consider extreme cases of measured nearbed steady flows.
The analysis of the wind data and surface current velocity
measurements showed that for a wind speed averaged over
12 h exceeding 7 m s~ ' the magnitude of the surface current
(ina 1 m thick layer) is about 4% of the wind speed. Thus, the
following formula is assumed:

Usurface = 0.04w. (6)

The velocity calculated by Eq. (6) is assumed to satisfy the
logarithmic distribution given by Eq. (5). With the assumed
bed roughness and with the resulting value of z,, one can
easily determine the friction velocity uy from Eq. (5) if only
the flow velocity u at any level z is known. The wind-driven
flow velocity in the surface layer (from the mean water level
to 1 m depth, namely for z = 16.5 m) is calculated by Eq. (6).

If the mean flow velocity Ueqn is available (averaged over
the water column), it is necessary to take advantage of the
logarithmic velocity distribution integrated over the water
depth h, from the theoretical bed level z, to the water
surface level. After integration of the logarithmic distribu-
tion of u(z) given by Eq. (5), division by the water depth h and
rearrangement, the following formula for the friction velo-
city uy is obtained:

KUmean

U =——~———. (7)
In (;';)—1 42

It is visible from the form of Egs. (3)—(5) that both the

friction velocity uy and the shear stress t are constant in the
entire water column (independent of the ordinate z).

6.3. “Equivalent” moveable bed roughness

In the case of shear stresses triggered over an arbitrarily
shaped sea bottom by wave-induced oscillatory nearbed
flows, the approach proposed by Kaczmarek (1995) was used.

The iterative procedure elaborated by Kaczmarek (1995)
ensured the determination of the “equivalent” moveable
bed roughness height k.. This parameter comprises the over-
all roughness represented by the sand grains building the
bottom and the effects of bedload. Further development of
this concept by Kaczmarek (1999) led to the formulation of
approximate equations describing the roughness height k. as
functions of the Shields parameter. The time-variable friction
velocity us(t) was determined by Fredsge's integral momen-
tum method (1984). This approach was adopted in the pre-
sent study.

6.4. Waves and wind-driven current

Developed by Kaczmarek and Ostrowski (2002), the model of
intensive near-bed sand transport under wave-current flow
provided reliable values of sediment transport rates, success-
fully verified against laboratory and field data. In this model,
as mentioned previously, the shear stress induced over the
sea bottom characterised by the “equivalent” roughness of
the moveable bed was the driving force of sediment move-
ment. This approach was later applied by Ostrowski (2003) in
the modelling of wave transformation, wave-driven currents,
net sand transport and short-term morphodynamics of a
multi-bar coastal zone.

For purposes of the present research, the abovemen-
tioned modelling framework was adapted to the case of
the open sea (beyond the surf zone), where wave propagation
under storm conditions is accompanied by the influence of a
strong wind-driven current. To include this effect, the dis-
persion relationship for wave motion interacting with a
steady flow, represented by the mean wind-driven current
velocCity Umean, is used:

gktanh kh = (w—KUmean COS )%, (10

where » denotes angular frequency in the wave motion,
k =2n/L is the wave number (L stands for the wave length),
and « denotes the angle between the steady flow velocity
Umean and the wave propagation direction.

Similarly as in the case of wave-induced bed shear stres-
ses, the time-variable friction velocity uf for the bed shear
stresses generated jointly by waves and the wind-driven
current is determined using the theoretical concept of Kacz-
marek and Ostrowski (2002).

The analysis of current data available for the period from
April 26, 2014 to June 30, 2014 revealed extreme flow
conditions (with the maximum measured velocity in the
nearbed water layer) on June 12, 2014 and June 21, 2014.

As deduced by Kaczmarek and Ostrowski (1995, 1996), bed
shear stresses and sediment transport rates under natural
conditions (for irregular waves actually observed at sea) can
be reliably modelled by the linear wave theory, using the
root-mean-square wave height (H,,s) and the peak wave
energy period (T,) as inputs. Therefore, the bed shear stres-
ses generated by waves and wave—current interactions were
computed using the wave parameters H,,; and T,. The values
of Hms and T, corresponding to the extreme nearbed
current velocities were obtained from the analysis of the
wave data collected in the region considered (with water
depth h=17 m). The wave parameters constituted a basis
for the determination of wave-induced nearbed oscillatory
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currents. All these quantities, together with other para-
meters (h, dsg and w), were used in the theoretical modelling
of the bed shear stresses under various hydrodynamic
impacts.

The model of the wind-induced current and shear stresses
generated by this current was verified by current profiles
measured on June 12, 2014 and June 21, 2014 at the location
considered.

7. Current data

The results of statistical analysis of measurement data are
presented in Tables 1—4.

As could be expected, the lowest flow velocities, both
time-averaged and maximal, were recorded in the nearbed
layer, and the highest velocities occurred close to the water
surface (Table 1). It can be seen in Table 2 that magnitudes
exceeding 0.2 ms~" occurred in the nearbed layer (1—2m
above the bottom) for 19.5% of time (12.5 days). Table 3
shows that the dominant directions of flow within the whole
water column were in the eastern sector (flow towards),
which coincides with the dominant direction of the wind. The
second most dominant directions of flow were in the western
sector. Table 4 indicates that the most common velocity in
this layer was between 0.1 and 0.15 m s~". Table 4 also shows
that a relatively frequent velocity within all layers ranged
from 0.05 to 0.2 m s~ and that the flow exceeding 0.2 ms™"
lasted on average for 30% of the time.

8. Results and discussion

As already mentioned, two cases corresponding to extreme
conditions during measurements were used to compare the
measured steady current velocity profile with the modelled
one using Egs. (5) and (6), as well as to determine bed shear
stresses for various hydrodynamic impacts. The input para-
meters are given in Table 5.

Table 3
time period from April 26, 2014 to June 30, 2014.
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Table 1 Statistical data from flow measurements for the
time period from April 26, 2014 to June 30, 2014.

Period
April 26, 2014—June 30, 2014

Distance from
bottom (z) [m]

Mean velocity Maximum velocity

[ms™"] [ms"]

16—17 0.29 0.75
15—16 0.15 0.58
14—15 0.13 0.58
13—14 0.13 0.56
12—13 0.13 0.57
11-12 0.12 0.53
10—11 0.12 0.51
9—10 0.12 0.5

8—9 0.12 0.47
7—8 0.12 0.46
6—7 0.11 0.45
5—6 0.11 0.48
4-5 0.11 0.47
3—4 0.11 0.45
2-3 0.10 0.41
1-2 0.10 0.41

Table 2 Frequency of occurrence of individual velocities in
the nearbed layer (1—2 m from the bottom) for the time
period from April 26, 2014 to June 30, 2014.

Velocity Frequency Length of

values [ms™"] [%] occurrence [days]
>0.3 3.9 2.5 (60 h)

<0.2; 0.3) 15.6 10 (240 h)

<0.1; 0.2) 60.7 38.8 (932 h)
<0.05; 0.1) 19.3 12.4 (297 h)
<0.05 0.5 0.29 (7 h)

Flow direction frequency of occurrence in all measured layers for 12-h averaged wind velocities exceeding 7 m s~ for the

Frequency Distance from bottom [m]
) TWind [ 16= [ 15— | 15=] 14— ] 13= | 12= [ 11— | 10— | 98 [ 8=7 | 76 | 6=5 | 54 | 43 [ 32 | 2—1
Direction 1716l fio]o
N 25 14 33 43 18 29 23 25 21 19 19 21 14 27 19 19 14
NNE 00 08 02 10 10 08 14 10 00 04 12 10 06 10 12 21 10
NEE 5.1 33
E 19.1
SEE 18.1 202 204 214 206 185 158 158
SSE 29 68 35 43 37 29 35 23 12 14 21 39 29 21 33 29 21
S 66 08 19 23 17 29 19 08 10 12 14 12 14 19 25 27 23
SSW 56 17 19 10 14 18 12 18 25 21 25 2.1 23 14 45 43 176
SWW 19.1 43 58 23 25 43 35 3.1 39 51 45 43 66 78 80 93 128
W 66 140 148 99 86 88 I12.1 138 148 152 185 193 183
NWW 35 150 185 214 187 148 160 107 109 88 78 6.0
NNW 109 132 47 53 60 56 33 37 45 33 39 25 33 35 3.1 16 2.1
[%]  10-1 |2- |45 |6 |89|10- |12— |14 |16- |18 |20- |22— |24 |26- |28-
Legend 3 7 1|13 |15 |17 |19 |21 |23 |25 |27 |29
Color




272

R. Ostrowski et al./Oceanologia 60 (2018) 264—276

Table 4 Flow velocity frequency of occurrence in all measured layers for the time period from April 26, 2014 to June 30, 2014.

Frequency Distance from bottom [m]
[%] (16~ [15- [15- [14- [13— [12- [11- [10- [9-8 [8-7 [7-6 |6-5 |54 |43 |32 |2-1
17 |16 |14 |13 |12 |11 |10 |9
Velocity [ms™]
0-0.05 00 02 01 02 03 01 02 03 05 04 04 04 01 03 05
0.05-0.1 3.9 2 221 233 22 2.9
0.1-0.15 9.2
0.15-0.2 7.7 2200 219 223 19. 7 197
0.2-0.25 90 172 148 122 122 141 114 114 108 116 106 122 107 106 100 9.1
0.25-03 94 98 64 79 77 70 72 79 72 82 61 70 60 61 46 4l
0.3-035 139 76 63 53 51 47 49 35 45 38 35 31 33 20 29 25
0.35-0.4 B8N 30 24 21 20 19 19 21 18 20 17 13 18 16 12 08
0.4-0.45 98 12 07 12 08 07 07 11 07 09 11 08 04 04 03 0.l
0.45-0.5 109 07 08 05 06 07 05 07 08 04 02 04 05 03 0.1 0.l
>0.5 119 1.0 09 07 08 07 05 04 01 01 01 01 01 01 00 00
[%] 0-1 23 45 6-7 89 10- 12— 14 16- 18 20- 22— 24— 26- 28 30- 32-
Legend 1 13 15 17 19 21 23 25 27 29 31 33
The analysis of the field data showed that the measured
Table 5 Input parameters for modelling the wind-driven mean flow velocities in the entire water column had almost
current and bed shear stresses for two hydrodynamic impacts. the same direction as the wind. This is visible in Figs.
Parameters Case 1 Case 2 10 and 12.
Date June 12, 2014 June 21, 2014 8.2. Bed shear stresses
Hrms 0.76 m 1.41m
Tp 5.85s » 6.42s » As already pointed out, the bed shear stress causes sediment
W 1(1);16 IS lg;zz s transport, and the dimensionless shear stress ¢ is an indicator
o

8.1. Flow velocities

The results of flow measurements and computations are
shown in Figs. 9—12.

It can be seen in Figs. 9 and 11 that agreement between
the measured and modelled flow velocity profiles is reason-
ably good, irrespective of the assumed bottom roughness ky.

of the sediment motion intensity. Bed shear stresses were
modelled for the hydrodynamic cases and with the input
quantities described in Section 3. For the case of bed shear
stresses (represented by the Shields parameter 6) induced
solely by the wind-driven current, aside from the “skin” bed
roughness (ky = 2.5d), two values of the bed form roughness
were assumed, namely ks = 0.05 m and ks =0.10 m. For the
cases of the wave-induced shear stress and the shear stress
induced by waves and currents, the Shields parameter 6,,,q¢
was calculated from the friction velocity Ugmax=max
[(us(wt)]. The results of modelling are given in Tables 6—8.

- - - steady current velocity with k,=2.5d (d=0.13 mm)

16 -
------ steady current velocity with k,=0.05 m
—
g4
— —— steady current velocity with k,=0.1 m
E12; .
S + current velocity measurement (12.06.2014)
-
810
£
S 8|
Y—
(]
o L
g6
©
2 4
=
2 L
0 1 L !
0 0.05 0.1 0.15

0.2 025 03 0

.35 0.4 0.45 0.5

Velocity [ms™]

Figure 9  Velocity profiles of steady wind-driven current for different ky and measured velocity on June 12, 2014 (case 1).



R. Ostrowski et al./Oceanologia 60 (2018) 264—276 273

Scheme of measured current vectors together with wind and peak wave direction on June 12, 2014 (case 1).

Figure 10
161 - - - steady current velocity with k,=2.5d (d=0.13 mm) i
14 steady current velocity with k,=0.05 m * A
§,1 2 —— steady current velocity with k,=0.1 m ,: .
g + current velocity measurement (21.06.2014) ," *
8 [
010 /
fa]
£
gy
Q +
2o
(o]
B4
=
2_ +
0 L L - . ~ - 1 1 L J
0 0.05 0.1t 0.15 0.2 0.25 0.3 0.35 04 0.45 0.5
Velocity [ms™]
Figure 11  Velocity profiles of steady wind-driven current for different ky and measured velocity on June 21, 2014 (case 2).

The quantity U, in Table 6 is the maximum nearbed wave-
induced (free stream) oscillatory velocity (for sinusoidal
waves, U(wt) = Uiy sin(wt)).

In analysing the results of & computations, the following
regimes of sediment transport were assumed:

0 € <0; 0.05> no sediment motion;

0 € (0.05; 0.3> very weak sediment motion; ripples appear on
the seabed;

0 € (0.3; 0.6> weak sediment motion; ripples develop;

6 € (0.6; 0.9> moderately intensive sediment motion; ripple
height decreases;

intensive sediment motion (sheet flow),

flat seabed.

The results of calculations shown in Table 6 (dimensionless
maximum wave-induced bed shear stress 0, With the
“equivalent” bottom roughness) indicate that, under the
wave conditions considered, seabed grains with a diameter
of 0.13 mm move very little (case 1) or little (case 2). The
corresponding values of 6, amounting to 0.227 and

0>0.9
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Table 6 Wave-induced bed shear stress with “equivalent”
bottom roughness.

Case 1 Case 2
Uim 0.105 0.245
Ufmax 0.008 0.033
Omax 0.227 0.514
Table 7 Bed shear stress induced by wind-driven current.
ky=2.5d kn=k;=0.05m kn=ks=0.1m
Case 1
Upmean 0.420 0.399 0.395
us 0.013 0.019 0.021
0 0.069 0.191 0.224
Case 2
Utz 0.380 0.365 0.361
ug 0.012 0.018 0.019
() 0.067 0.161 0.188

0.514 indicate development of ripple marks. Dimensionless bed
shear stresses 0 determined for the case of the sole wind-driven
current under the conditions considered (Table 7), in compar-
ison with wave-induced hydrodynamics and the “equivalent”
bed roughness (Table 6), are distinctly smaller for all assumed
bed roughness values, lying in the range from 0.067 to 0.224,
which corresponds to very slight motion of grains.

The most interesting case is that of the nearbed wave—
current interaction. Shown in Table 8, the results of
the modelling of the dimensionless bed shear stresses Oax

_ - "Projected shorelin
direction

Scheme of measured current vectors together with wind and peak wave direction on June 21, 2014 (case 2).

Table 8 Bed shear stress induced by nearbed wave—current
interaction.

ky=2.5d kn = ks=0.05m kn=ks=0.1m
Case 1
s 0.035 0.034 0.033
G- 0.567 0.537 0.532
Case 2
v 0.0401 0.0397 0.0397
G- 0.764 0.748 0.748

generated jointly by waves and the wind-driven current
indicate that the sandy material under the conditions and
at the site considered is subject to rather intense movement.
Further, it appears that the values of 6,,,4 given in Table 8 are
higher than the sums of their counterparts (6,0 and ) given
in Tables 6 and 7. This nonlinear effect clearly implies a
synergic character of wave—current interaction as a prime
mover of marine lithodynamics.

It is worth noting that the values of Usmax and Omax shown in
Table 8 are little dependent on the bed roughness ky. This is
typical of the wave-dominated bed boundary layer, which is
weakly affected by the steady current. On the other hand,
the steady current can be affected by the wave-dominated
bed boundary layer constituting a larger apparent bottom
roughness (see discussion by Ostrowski and Stella, 2016).

The values of bed shear stresses obtained for severe storm
conditions occurring in the period considered are relatively
high, exceeding the critical quantities for the motion of sand
grains. Such results can explain sediment motion and the
silting up of bottom excavations at significant depths, as well
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as the appearance and migration of bed forms in a non-tidal
sea (the south Baltic), observed by Rudowski et al. (2008) and
Uscinowicz et al. (2014).

9. Final remarks and conclusions

According to Nielsen (2009), rapidly accelerated flows
induced by waves have thinner bed boundary layers than
longer period flows (such as tidal currents). Consequently,
wave motions generate greater bed shear stresses for a given
free stream velocity magnitude. This rule is confirmed by the
results of the present study. The bed shear stresses deter-
mined for the wave-induced oscillatory flow are bigger than
the ones determined for the wind-driven steady current
although the wave-induced nearbed maximum velocity U;,,
is smaller than the steady current velocity averaged over the
water column (Umean)-

It was found that, for the cases considered, the measured
mean flow velocities in the entire water column had almost
the same direction as the wind. Hence, it appears that at the
limited depths of the Baltic Sea the wind-driven current
velocity profile can be described by a directionally invariable
distribution.

For the site considered, the modelling of bed shear stres-
ses for various extreme hydrodynamic impacts yields the
highest values of the Shields parameter 6 in the case of a
joint action of waves and the wind-driven current. It appears
that nonlinear wave—current interaction generates bed
shear stresses bigger than would result from the superposi-
tion of results determined separately for the impacts of
waves and currents. The calculated bed shear stresses are
high enough to generate sediment transport.

The relatively intensive hydrodynamic conditions at a
depth of 17 m, however, have an instantaneous character
in the scale of a year. The question arises whether these
conditions, given their relatively short duration, can explain
the appearance and migration of bed forms, especially large
forms, such as sand waves. It can be supposed that the
significant seabed changes observed (Rudowski et al.,
2008) result from extreme wave-current conditions occurring
repeatedly in longer time scales, e.g. over a few years.
Clarification of the above doubts requires a more detailed
quantitative insight into sediment transport present beyond
the surf zone. In particular, measurements of nearbed velo-
cities combined with observations of seabed evolution at a
depth of 15—25 m would shed new light on the hydrodynamic
and lithodynamic processes taking place in this region.
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Summary The main objective of our work is to estimate the climatic peculiarities of the
distribution of wind sea and swell in the Black Sea. The method of our research is numerical
modeling. We tuned the spectral wave model DHI MIKE 21 SW for automatic separation of the
components of surface waves. We estimated the peculiarities of the spatial distribution of the
power of wind seas and swell in the basin of the Black Sea in the last 10 years (2007—2016). We
determined the regions of domination of wind seas and swell in the field of mixed waves.

© 2017 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction
1.1. General notes

Two main components can be usually distinguished in
the structure of surface waves: wind seas and swell. The
development of wind seas is immediately related to the local
wind field. Swell is related to the waves propagating

beyond the zones of their generation, or the phase velocity
of these waves exceeds the wind speed (for example, US
Army Corps of Engineers, 2002). In the open ocean, swell can
propagate over hundreds or even thousands of kilometers.
The characteristics of swell in the Black Sea are limited by
the geographical size and closeness of the sea basin.
Usually, the characteristics of wave field are presented as
a set of integral parameters (significant wave height, mean

* Corresponding author at: Shirshov Institute of Oceanology, Russian Academy of Sciences, Oceanology, Prostornaya 1g, 353467 Gelendzhik,

Krasnodar Region, Russia. Tel.: +7 918 4567922. Fax: +7 86141 28281.

E-mail address: divin@ocean.ru (B. Divinsky).

Peer review under the responsibility of Institute of Oceanology of the Polish Academy of Sciences.

fistvier | Production and hosting by Elsevier

https://doi.org/10.1016/j.oceano.2017.11.006

0078-3234/© 2017 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier Sp. z 0.0. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).


https://doi.org/10.1016/j.oceano.2017.11.006
mailto:divin@ocean.ru
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.sciencedirect.com/science/journal/00783234
www.journals.elsevier.com/oceanologia/
https://doi.org/10.1016/j.oceano.2017.11.006
http://creativecommons.org/licenses/by-nc-nd/4.0/

278 B. Divinsky, R. Kosyan/Oceanologia 60 (2018) 277—287

period, general direction of propagation). Such an approach
is justified in the case of one-dimensional wave field. If the
wave spectrum is formed as a result of interaction between
several wave systems it is reasonable to obtain separate wave
characteristics for each of these systems.

Besides the fundamental scientific interest to the pro-
blem, separation of the wave field into individual compo-
nents makes it possible to:

e more correctly describe the spatiotemporal structure of
surface waves;

o efficiently calculate wave loads on the off- and onshore
constructions and forecast hazardous phenomena in
closed basins (low-frequency oscillations);

e clarify the schemes of redistribution and transport of
bottom sediments;

e improve prognostic estimates of the wave situations for
navigation at sea.

Currently, the information about the characteristics of
mixed waves and swell is presented within a number of
projects of the global reanalysis, for example, European
Centre for Medium-Range Weather Forecasts ECMWF (Dee
et al., 2011). The results of the recent researches performed
on the basis of similar data sets made possible to estimate the
climatic peculiarities of the distribution of swell on the
oceanic scale (Bitner-Gregersen, 2015; Chong and Chong,
2017; Ewans et al., 2006; Kaiwen et al., 2015; Loffredo et al.,
2009; Portilla et al., 2015; Semedo et al., 2011). Application
of swell parameters from the database of reanalysis seems
incorrect in the Black Sea because the time interval of such
data is 3 h. A set of characteristics of storm activity in the
Black Sea was investigated in Boukhanovsky and Lopatoukhin
(2015). It was shown in particular, that the mean duration of
storms is 14—25h depending on the predefined threshold
level. This is the cause that the time interval of the output
fields of wind waves is obviously insufficient for the synoptic
conditions of the Black Sea.

There are not so many publications on the separate
description of surface wave components in the Black Sea.
The authors of Bukhanovsky et al. (2000) made an attempt to
construct climatic spectra for individual classes of waves in
the northeastern part of the Black Sea. The analysis was
based on the experimental data published in Kos'yan et al.
(1998). The recurrences of climatic spectra for wind seas,
swell, and mixed waves were estimated at 43%, 32%, and 25%,
respectively. Characteristics of wind seas and swell based on
the data of the ECMWF reanalysis in the southern part of the
Black Sea in the period from October 1, 2000 to February 28,
2006 with an interval of 12 h were analyzed in the disserta-
tion by Berkiin (2007). Such an analysis can be considered
only as an estimate due to the cause mentioned above. One
of the recent publications is Van Vledder and Akpinar
(2016). Unfortunately, by the time our paper has been pre-
pared, this manuscript was available only in the form of a
thesis. Therefore it is difficult to make comments.

1.2. Methods of separating of wave components

Calculation of integral wave characteristics with the account
for the mixed waves is usually related to the analysis of the

power spectra of surface waves or physical conditions of
wave propagation.

Several approaches are applied depending on the avail-
able data:

e Analysis of one-dimensional frequency spectrum.

Separation frequency fsp is selected in the wave spec-
trum; it is assumed that the interval of the power spectrum
below this frequency corresponds to swell, and the interval
of higher frequencies corresponds to wind seas. Then,
the curve of spectral density S(f) is integrated and, for
example, significant heights of wind seas and swell are
determined:

fsep fu
Hs,swell = 4“ p s(f)dﬂ Hs,wind = 41 | p S(f)df,
l sep

where f,, f, are the lower and upper integration frequencies.

Frequency fse, can be specified as a constant or function
fsep =0.8fpm, Where fpy is the frequency of the Pierson—
Moskowitz spectrum peak corresponding to the full devel-
oped waves (Pierson and Moskowitz, 1964). Frequency fpy is
determined by relation fpy = 0.14g/U,o9, Where U;q is wind
velocity at a height of 10 m, g is the acceleration due to
gravity. The separation frequency can be also determined
from the analysis of wave steepness (Wang and Hwang, 2001)
on the basis of the fact that wind seas are steeper than swell
and that the maximum steepness is observed in the vicinity of
the spectrum maximum.

e Application of the criterion that takes into account the
wave age.

The wave component is considered swell if the following
condition is satisfied (Bidlot, 2001):

%cos(efew) <0.83,

where c is the phase velocity of waves, 6, 6,, are the direc-
tions of waves and wind, respectively.

o Analysis of two-dimensional frequency-directional spectrum.

The frequency-directional spectrum contains full infor-
mation about the structure of surface waves. Determination
of the main characteristics is performed by integration of
individual parts of the two-dimensional spectrum corre-
sponding to the wave systems. We focus attention on publi-
cation by Portilla et al. (2009), in which the authors
suggested an automatic method of wave separation consid-
ering a two-dimensional spectrum as a watershed chart,
which makes possible detection of the entire set of the wave
systems.

A brief conclusion. If the frequencies of swell and wind
seas are quite close, the efficiency of separation using
only the frequency spectrum is extremely low. These
approaches operate in the case of distinct separation of wave
components. Analysis of the frequency-directional spectrum
due to its completeness seems a more correct method of
separation.
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1.3. Goals of our research

The main goal of our research is the assessment of climatic
peculiarities of the distribution of wind seas and swell over
the Black Sea basin. Let us formulate the main objectives:

e analyze the capabilities of the MIKE SW model to auto-
matically separate wind seas and swell;

e determine optimal tuning of the spectral wave model for
automatic separation of wave components;

e obtain separate integral characteristics of the compo-
nents of surface waves based on the experimental data;

e investigate the features of spatial distribution of the
power of wind seas and swell in the basin of the Black
Sea during the last 10 years (2007—2016).

2. Separation methodology

In this section, we shall briefly describe the model we used,
as well as the experimental data, and physical aspects of
modeling. It is noteworthy that absolute separation of the
experimental wave field into individual components can be
done very rarely. More frequently we deal with mixed waves
formed under the influence of numerous external and inter-
nal factors. Unambiguous interpretation of the frequency-
directional spectrum is hardly possible in such situations;
therefore, one would not avoid subjectivity in conclusions.

2.1. Numerical model

In this work, we use the MIKE 21 SW spectral wave model
developed at the Danish Hydraulic Institute (DHI, 2007). The

model reproduces the main physical mechanisms of genera-
tion, transformation, and decay of wind waves. A description
of the model and stages of its verification are described in
detail in Divinsky and Kosyan (2017). Here, we present only
the main features of the model:

e irregular grid for calculations covers the entire Black Sea
basin; it consists of 20,000 elements of calculation (Fig. 1);

¢ the model uses the data of the global atmospheric reanal-
ysis ERA-Interim as the initial wave field; the data are
presented by the European Centre for Medium-Range
Weather Forecasts (http://apps.ecmwf.int). The domain
is limited by coordinates 40°N and 47°N, 27°E and 42°E.
The spatial resolution of wind fields is the same by latitude
and longitude, it is equal to 0.25°, the time step is 3 h.

We used the experimental data measured using various
devices (Datawell buoys, ADCP, string wave recorders, satel-
lite observations) to verify the model. The problem of surface
waves separation into components requires initial experimen-
tal data that make possible calculation of frequency-
directional spectra. The authors possess initial data of the
wave experiment near Gelendzhik in 1996—2003 obtained
using the Datawell Waverider instrument (Kosyan et al.,
1998). The coordinates of its location are: 44°30'40N,
37°58'70E (Fig. 1); the depth of the sea at the location is 85 m.

2.2. Separation of wave components based on
experimental data

Two-dimensional spectrum of wind waves gives us a possibi-
lity to study the peculiarities of the wave energy distribution
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Calculation grid and bathymetric chart of the Black and Azov Sea (m).
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both in the frequency range and by the direction of waves;
hence it is possible to distinguish the wave systems.
We emphasize several important issues:

e location of the peaks of two-dimensional spectral density
relative to the direction of the dominating wind is the
determining issue of the analysis;

e when the atmospheric conditions change, the frequency-
directional spectrum may contain several swell systems
(in addition to the wind sea components). We do not put
forward a goal of detailed description, thus, the concept
of swell includes the entire surface waves whose direction
does not match the general wind direction;

e the frequency maximum of the spectral density corre-
sponding to swell is greater than the peaks frequencies of
wind seas.

An example of separation of wind sea components and
swell based on the analysis of two-dimensional experimental
spectrum is shown in Fig. 2.

In this example, the frequency for separating the
wave components is 0.16 Hz. Significant wave heights are
found by integration of the corresponding intervals of two-
dimensional spectrum F(f,®):

fsep 2n
Hs,swell = 4\//f /O F(f: @)dfd@7
l

fu 2
Hs wina = 4\// / F(f,©)dfdo.
fsep' 0

Under the conditions of the change in the wind direction,
the main part of the power spectrum belongs to the wind seas
propagating from the south with a significant wave height of
1.42 m. The swell with a significant wave height of 1.11 m
conserved its western direction. Integration of the entire
spectrum results in the significant wave height of mixed
waves equal to 1.80 m.

Fig. 3 gives an idea about the transformation of the two-
dimensional spectrum during the propagation of an atmo-
spheric cyclone and a sharp change in the wind direction.
Under such conditions, the prevailing wind seas change to the
domination of swell.

It follows from Fig. 3 that after the change in the
wind direction from the southwestern to the northern,
the resulting wave field consists of two swell systems

b d

s(f), weinzideg
PLA ¢

Figure 2

(south-southeastern and western-southwestern) and north-
ern wind seas. The estimates of significant wave heights of
individual wave systems obtained by integration of the fre-
quency-directional spectra are also shown in Fig. 3.

If we apply a similar procedure to the two-dimensional
experimental spectra we can get the integral parameters of
wind seas and swell over the time period we are interested in.
The power spectra are calculated from 20-min time
series that recorded the displacement of the buoys along
three coordinates with a frequency of 1.28 Hz. The records
in the experiment were collected with an interval of 3 h.
When the significant wave height exceeded a threshold of
1.5 m, the records were registered every hour.

2.3. Tuning of the wave model

Spectral wave model MIKE 21 SW makes possible automatic
separation of the model field of wind waves into individual
components. The quality and physical background of this
separation depend on the parameters specified by the user.
We emphasize several important issues.

The MIKE 21 SW model is based on the solution of the
equation of wave energy balance. The main physical pro-
cesses (wind pumping, wave breaking, energy dissipation
caused by bottom friction and wave breaking) are described
with semi-empirical functions. We assume that in the con-
ditions of our measurements the effects related to the
bottom friction and wave breaking over shallow depths
have a local character; therefore, the parameters describing
these effects do not participate in the tuning of the model.
The main calibration parameters are two coefficients, Cgis
and 84is, which determine the numerical interpretation of the
energy losses due to wave breaking (in other words, wave
breaking over deep water):

e coefficient Cg4;s determines the general level of dissipation
and, first of all, influences the wave heights;

e parameter §4;s is an analog of the wave function; it con-
trols the dissipation of individual components, thus influ-
encing the wave periods. Variation of §4is from 0 to 1 allows
us either to increase or decrease the dissipation level at
low or high frequencies.

Strictly saying, it is not possible to interpret both coeffi-
cients independently: for example, the choice of coefficient

Gelendzhik

Separation of the components of wind waves (December 21, 1997; 20:00).
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Figure 3
nents of swell and wind seas.

Cqis depends on the specified value of §4is. In addition, the
optimum tuning of parameters Cg;s and 845 is strongly deter-
mined by the physical conditions of generation and propaga-
tion of surface waves (Christie et al., 2014; Siadatmousavi
et al., 2011).

We think that correct tuning of the spectral model under
the conditions of automatic separation of the model field into
individual components should provide the following:

e consistency between the model and experimental integral
characteristic and the two-dimensional wave energy spec-
tra both for the entire wave field and its components
(swell and wind seas);

e physically justified statistical estimates of the parameters
of swell and wind seas.

The numerical experiments allowed us to determine the
optimum configuration of the spectral model:

o fifty spectral frequencies are distributed in the range of
periods from 1.6 to 17.3 s based on the relation f, = foC"
(fo=0.055Hz, C=1.05, n=1,2,...50);

e the amount of discrete directions is 32 so that the model
resolution with respect to the directions is 11.25°;

e the values of coefficients determining energy dissipation
due to wave breaking are: Cgjs = 5.5, 84is =0.15;

e separation of wave components is performed using the
criterion of wave age.

We give an example of the results of automatic separation
of surface wave components in December 1997 (Fig. 4).

zZow

Date Hs,swell (M) | Hs,wind (m)
15.02.1998 12.00,  0.65 2.77
15.02.1998 15.00  3.27 2.89
15.02.1998 18.00,  3.83 1.43

[15.02.1998 21.00 3.06 | 0.85
(16.02.1998 00.00, 231 | 0.81

Experimental frequency-directional spectra of surface waves and significant wave heights of the corresponding compo-

It follows from Fig. 4 that the spectral model quite reliably
separates the components of swell and wind seas. A limited
number of experimental time periods, for which we per-
formed separation, is related to the fact that one of the
goals of this research is a demonstration of the capabilities
of the DHI spectral model to separate the components.
We did not use the existing algorithms for separation of
experimental spectra, which are applied to large datasets
because the approaches to identify the spectral peaks rea-
lized in these approaches (relative heights, distances
between peaks etc.) are not universal and require verifica-
tion. Selected analysis of two-dimensional experimental
spectra was performed manually with the account for wind
characteristics.

Let us consider modeling results in more detail (Fig. 5).

We clarify that total significant wave height in Fig. 5 is

+H?

i 2
determined as ,/H e wind*

s swell The atmospheric circula-
tion over the time period February 19—21, 1998 changed
strongly several times. The conditions of swell formation
were different. On February 15—16, a change of the strong
southwestern wind to the northeastern direction caused
generation of swell with significant wave heights comparable
with the heights of wind seas (the transformation of experi-
mental two-dimensional spectrum is shown in Fig. 3). There
was no strong wind change on February 17—18; therefore, the
waves from the east dominated in the storm conditions. On
February 19—-20, the stably directed southwestern wind
gradually increased and decreased. This change generally
did not cause the development of swell. The calculated two-
dimensional wave energy spectra for the selected time per-
iods on February 15—16 are shown in Fig. 6.
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Figure 4 Comparison of the model and experimental parameters of surface wave components in December 1997 at the location of
buoy Gelendzhik Datawell. (a) General direction of the wind; (b) mean direction of the swell (blue vectors) and wind seas (red vectors);
(c) simulated and experimental significant wave heights of wave components.
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Figure 5 Comparison of the model and experimental parameters of surface waves on February 15—21, 1998 at the location of buoy
Gelendzhik Datawell. (a) General direction of the wind; (b) mean direction of the swell (blue vectors) and wind seas (red vectors); (c)
simulated and experimental total significant wave heights; (d) simulated and experiments significant wave heights of wave
components.

It follows from Fig. 6 that model spectra adequately e the spectral model generally correctly reproduces the
reflect the physical mechanism of the development of wind main statistical properties of the total wave field including
seas related to the sharp change in the wind direction. They significant wave heights (Fig. 7d) and mean periods
generally correspond to the experimental spectra during the (Fig. 7e);
same time period (Fig. 3). Some distortions are related to the e the recurrence frequency of the southwestern wave di-
localization of secondary southwestern swell. rection exceeds the other directions (Fig. 7f). This is

Fig. 7 shows the histograms of surface wave parameters in caused by the underestimation of the northeastern winds.
the winter period from December 1, 1997 to March 31, Strong northeastern winds (katabatic winds, bora) are
1998. Here: (a)—(c) are model data with separated wave characteristic of the coastal zone studied here. These
components; (d)—(f) are modeling results related to the total winds are not adequately represented by the ERA-Interim
wave field. global reanalysis.

Let us summarize the results shown in Fig. 7:

e significant swell heights (Fig. 7a) are on the average 2.4, Brief notes and conclusions
0.5—1.0 m; the distribution of swell periods has two peaks
(Fig. 7b); the peaks correspond to periods of 4 and 7 s; the Thus, we performed tuning of the spectral model, which
direction of swell (Fig. 7c) is limited by sector 170—270°; adequately separates the wave field into individual
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components; (d)—(f) show total wave field.

components. The model frequency-directional wave spectra
generally correspond to the two-dimensional experimental
spectra. Statistical peculiarities of integral parameters of
swell and wind seas are physically justified (Fig. 7). Over-
estimation of the swell contribution to the total wave field
under the conditions of sharp wind change is a disadvantage
of the model.

Il Total waves Experiment

Statistical distribution of parameters of wind waves from December 1, 1997 to March 31, 1998 (a)—(c) show wave

We emphasize an important fact. The tuning parameters
used in the description of wave energy dissipation due to
white-capping were obtained from the analysis of the experi-
mental data in the northeastern part of the Black Sea. It is
difficult to say whether they are valid for the entire sea
basin. Weak coverage of the Black Sea with experimental
wave stations, which make possible to get the main wave
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characteristic: two-dimensional wave energy spectra, is an
obstacle to solve this problem. We understand the role of
these restrictions and will make an attempt to estimate in
the first approximation the peculiarities of the propagation
of surface wave components in the Black Sea.

3. Results and discussion

We constructed a dataset consisting of the fields of calculated
parameters of wind wave components in the Black Sea with a
timestep of 1 h, which coversa period of 10years (2007—2016).
The dataset of calculated characteristics includes the following
(separately for swell, wind seas, and total wave field):

e spatial distributions of significant and maximum wave
heights, mean periods, periods of spectral maximum,
wave directions;

e frequency-directional spectra;

e power of waves.

The power of irregular wind waves can be determined as a
function of the squared significant wave heights and ener-
getic period (Boyle, 2004). The unit of measurements is
kilowatt per meter of the wave front. Estimates of wind
wave power completely depend on the correctness and
adequacy of the spectral model during reproduction of all
stages of wave development. Let us discuss the wind wave
power because power is a function of two main integral
parameters of wind waves (height and period); thus, it
characterizes the energetic importance of storms.

Figs. 8 and 9 present spatial distribution of mean
power of wind seas and swell over a period from 2007 to
2016. Averaging was performed over a rectangular grid with
sides 12.5 x 11.5 km.
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The maximum power of wind seas is recorded in the
western part of the sea, which results in a clearly manifested
maximum of the spatial distribution (Fig. 8). The region of
high wave power spreads in the meridional direction from
west to east turning around Crimea. The mean power of swell
is distributed more uniformly (Fig. 9). The local power peaks
are observed in the southwestern and southern parts of the
Black Sea. In general, the swell is spread everywhere exclud-
ing shallow bays in the northern part of the sea.

Let us estimate the contribution of swell to the total
power of surface waves. With this in mind, we plot a chart
of the ratio of swell power Py, to the power of the total
wave field Peotars (Pswett/ Peotat) X 100%, Fig. 10.

Fig. 10 clearly demonstrates the domination of contribu-
tion of wind seas to the total power of wind waves in the Black
Sea (Psweu/ Protat < 0.5). Swell dominates in the shelf zone of
the southern and eastern parts of the sea. The wave climate
in the narrow coastal zone of these regions is almost com-
pletely determined by the swell fields (Psweu/Ptotat > 0.8).
The recurrence of swell by directions has its specific pecu-
liarities in different regions of the sea (Fig. 11).

Swell from the western-northwestern direction dominates
in the deep-water part of the Black Sea. The southwestern
and central regions of the sea are influenced by the swell
from the northeast. Swell from the southeast is manifested in
the northwestern part, while the southwestern swell dom-
inates in the northeastern part of the sea. The strongest swell
with a power exceeding 20 kW m~" develops in the south-
eastern, northeastern, and southwestern regions of the sea.

It was discussed above that climatic estimates of the
distribution of surface wave components were summarized
over a period of 10 years (2007—2016). These estimates need
much computational resources. We hope that further
research would allow us to widen the database of wave
parameters and clarify the results presented here.
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Figure 8 Mean power of wind seas over 2007—2016 (kW m™").
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Figure 10 Ratio of the mean swell power to the power of the total wave field in 2007—2016 (%).

4. Conclusions in the Black Sea. The analysis is based on numerical modeling

using the DHI MIKE 21 SW spectral wave model. Previously, the
The main goal of the study presented here is an assessment of model was verified on the basis of numerous instrumental

climatic peculiarities in the distribution of wind seas and swell observations of wind waves in the Black and Azov Sea.
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Figure 11

The main results of our research are as follows:

e we studied the peculiarities of the spatial distribution of
wind sea and swell power in the Black Sea over the last
10 years (2007—-2016);

e we determined the regions, in which wind seas and swell
dominate on the basis of their contribution to the total
wave field of mixed waves;

e auxiliary numerical experiments allowed us to determine
the optimal tuning and adjustments of the spectral wave
model for automatic separation of wave components;

e the model correctly reproduces the main integral char-
acteristics of mixed wave;

¢ the model frequency-directional wave spectra generally
correspond to the experimental two-dimensional spectra;

e statistical peculiarities of integral parameters of swell and
wind seas are physically justified.

We emphasize some important details. Two coefficients
Cqis and 84i5, which determine the numerical interpretation of
the energy losses due to wave overturning, are the main
calibration parameters of the MIKE SW model in the problem
of automatic separation of wave components. The values of
these coefficients were determined at the stage of the model
verification using the experimental wave data in the north-
eastern part of the Black Sea. Of course, without the corre-
sponding experimental verification we cannot consider that
these coefficients are universal for the entire basin. Insuffi-
cient coverage of the Black Sea with the direct instrumental
observations is a problem of any research. Satellite altimetry
provides mean data and cannot be used as the basis of the
special analysis. These restrictions are the natural disadvan-
tages of our investigations.

The last comment. The existing methods of separating the
components of sea waves are based not on the experimental
data but on the materials from the global wave models (WAM,
WAVEWATCH). It is clear that the global models do not reflect
the specific regional features of waves. Hence, the errors in
the estimates of two-dimensional model spectra are added to
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Rose graphs of swell power (kW m~") in the Black Sea in 2007—2016.

the indefiniteness, which is characteristic of the separation
of wind seas and swell. In other words, we think that analysis
of the consistency between the two-dimensional model and
experimental spectra should become one of the initial stages
of the investigation, which would later make possible to get
correct wave statistics.
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KEYWORDS Summary Spatial and temporal variations in size-fractionated primary production (PP) and chl
Primary production; a, in relation to ambient physicochemical parameters, were studied in the three distinct
Chlorophyll; ecosystems of northeastern Levantine Basin namely eutrophic Mersin Bay, mesotrophic Rhodes
Picoplankton; Gyre, and oligotrophic offshore waters. These ecosystems were visited in July and September
Rhodes Gyre; 2012 and March and May 2013. Total primary production (TPP) rates ranged between 0.22 and
Cilician Basin; 17.8 mg C m—3 h~" within the euphotic zone, whereas depth-integrated TPP rates were in the
Levantine Basin range 21.5-348.8mgCm 2h~" (mean: 105.5+88mgCm2h~"), with the lowest rates

recorded for offshore waters. Similar spatio-temporal variations were observed in chl a con-
centrations, ranging from 2.3to 117.9 mg m~2 (mean: 28.9 + 24.9 mg m~2) in the study area. The
Mersin Bay TPP rates have exceeded almost 8—12 times those measured in the offshore waters and
the Rhodes Gyre; however, the chl a concentrations measured in coastal waters (0.343 mg m~3)
and the Rhodes Gyre (0.308 mg m~3) were only threefold larger than the offshore values. PP and
chl a were dominated by picoplankton in the study area whereas small nanoplankton, being the
most active, displayed the highest assimilation ratio in offshore waters (6.8) and the Rhodes Gyre
(2.8). In the upper-layer waters depleted of P (0.02—0.03 pM) of the northeastern Mediterra-
nean, a positive correlation was observed between NO; + NO, and PP (and thus, chl a), which
strongly suggests that reactive P and inorganic nitrogen are co-limiting factors in the production
and biomass distribution of the phytoplankton community in both shelf and offshore waters.
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1. Introduction

The eastern Mediterranean Sea is one of the world's least
productive regions, with low nutrient and chlorophyll con-
centration (Ediger and Yilmaz, 1996; Krom et al., 1991;
Psarra et al., 2005; Yucel, 2013). In general, primary produc-
tion (PP) rate and chlorophyll concentration tends to
decrease from west to east and north to south in the Med-
iterranean (Siokou-Frangou et al., 2010). Increasing oligo-
trophy toward the east can mainly be attributed to increasing
phosphorus limitation (N/P ratio increase from 20 to 29) in
the northeastern Levantine waters due to limited inputs of
nutrients from external sources and the fact that its deep
waters have high N/P (25—26) ratios (Kromet al., 1991, 2010;
Thingstad et al., 2005; Yilmaz and Tugrul, 1998; Yucel, 2013).
Atmospheric depositions supply a considerable amount of
nutrients to the oligotrophic offshore waters (Guerzoni
et al., 1999; Kocak et al., 2010; Krom et al., 2004). This
atmospheric dry and wet deposition support new production
during spring and autumn in the offshore eastern Mediterra-
nean (Herut et al., 2005; Markaki et al., 2003). Primary
production in the eastern Mediterranean is principally domi-
nated by eddies and currents that control the distribution of
nutrients in the upper-layer waters (Ediger and Yilmaz,
1996). Annual PP is estimated to vary regionally and season-
ally between 20.3 and 151.2gCm~2y~" (Siokou-Frangou
etal., 2010 and references there in; Yucel, 2013). The lowest
chlorophyll concentrations were recorded in the anticyclonic
regions of the Levantine Basin during the dry period, reaching
as low as 0.01—0.23mgm~> (Ediger and Yilmaz, 1996).
However, concentrations reach high levels ranging 2.49—
3.1mgm~ in the Rhodes gyre and in the coastal waters
enriched by terrestrial inputs (Ediger and Yilmaz, 1996;
Yucel, 2013). In the basin, phytoplankton blooms are gen-
erally observed in late winter and spring, following the
winter convectional mixing (Siokou-Frangou et al., 2010).
Up till now, only a few PP rate estimations have been con-
ducted for the Cilician Basin (northeastern Mediterranean)
(Ediger et al., 2005; Yayla, 1999; Yilmaz, 2006; Yucel, 2013),
all of which highlighted apparent major differences between
coastal and offshore waters. Offshore waters are commonly
known as oligotrophic (Ediger et al., 2005; Ediger and Yilmaz,
1996; Yucel, 2013). Coastal waters (Mersin and Iskenderun
Bays) display a high production capacity (Tugrul et al., 2016;
Yilmaz, 2006; Yucel, 2013) due to the input of nutrients from
natural and anthropogenic sources (through contaminated
rivers and direct discharge of partially treated domestic
and industrial wastewaters). Cyclonic systems in the open
Levantine Basin differ in terms of their biological, chemical,
and physical properties from the surrounding waters owing
to the rising of nutrient-rich deep waters toward the base
of the euphotic zone (EZ) for most of the year, sometimes
reaching the surface during severe winters (Ediger and
Yilmaz, 1996; Ediger et al., 2005). Chlorophyll concentra-
tions and PP rates varied between 0.02 and 1.0 mg m~3 and
38.5 and 268 mgCm2day ' in the Rhodes Gyre (Ediger
et al., 2005). In severe winter-spring periods, the highest
rates of PP and Chl-a were recorded in the peripheries of the
Rhodes Gyre (Ediger et al., 2005). The coastal waters of the
northeastern Cilician Basin are fed by perennial rivers,
namely Goksu, Tarsus, Seyhan, Ceyhan, and some other
smaller rivers, with associated chemical properties (high

NOs + NO,/PQ, ratios and Si/NOsz + NO, ratio mostly <1 in
the last 2 decades) (Uysal et al., 2008). In the coastal zone,
atmospheric and river inputs, winter convectional mixing,
and summer upwelling events determine the surface nutrient
concentrations and rates of the new and regenerated PP
(Ediger et al., 2005; Uysal, 2006; Uysal and Koksalan,
2010; Uysal et al., 2008).

Phytoplankton composition and abundance in the sea are
determined by the physicochemical characteristics of upper-
water masses, rates of nutrient inputs, and also by the
changes in N/P/Si ratios within the euphotic zone. Diatoms
have been reported as the most abundant group in the
Cilician Basin shelf waters (Eker and Kideys, 2000; Eker-
Develi et al., 2003; Kideys et al., 1989; Polat et al., 2000;
Uysal et al., 2003; Uysal et al., 2008). However, in the
Levantine offshore waters, small phytoplankton dominate
the total biomass and abundance (Li et al., 1993; Siokou-
Frangou et al., 2010; Uysal et al., 2004; Uysal, 2006; Yucel,
2013). Recent studies pertaining to flow cytometry and high-
performance liquid chromatography have also revealed that
in the oligotrophic Levantine open sea, small-sized phyto-
plankton is the major contributor to the total phytoplankton
biomass (Liet al., 1993; Yucel, 2008, 2013). It appears that PP
rate data from the Levantine shelf and open sea waters are
very limited for the assessment of spatio-temporal variability
in the northeastern Mediterranean (Ediger et al., 2005;
Yilmaz, 2006; Yucel, 2013). This study aims to enhance the
existing knowledge pertaining to PP and size-based standing
biomass potential of the basin by comparing and contrast-
ing ecosystems that extend from highly oligotrophic to
eutrophic, in relation to ambient physicochemical para-
meters, on a seasonal basis.

2. Material and methods
2.1. Sample collection and methodology

In this study, five stations were visited for measuring chemi-
cal (phosphate, nitrite + nitrate, silicate), biological (size-
fractionated chlorophyll and primary production experi-
ments), and physical (salinity, temperature, depth, photo-
synthetically active radiation (PAR), fluorescence, secchi disc
depth [SDD]) parameters of the water column along a trans-
ect extending from Mersin Bay to Rhodes Gyre representing
the coastal, offshore, and cyclonic areas of the northern
Levantine Basin (Fig. 1, Table 1) during July and September
2012 and March and May 2013. Water samples from pre-
defined depths (1, 2, 5, 13, 25 and 39 m for coastal waters
and 1, 4, 8, 20, 50, 75, 100, 150 and 200 m for offshore and
Rhodes Gyre) were collected on board the r/v Bilim-2 of the
Institute of Marine Sciences (METU) using Niskin bottles fitted
onto a rosette sampler, coupled with Sea-Bird Electronics-
911 plus CTD (conductivity, temperature, depth) probe.
Profiles of temperature, salinity, PAR and fluorescence
were obtained using the standard Sea-Bird data processing
software.

2.1.1. Nutrient analysis

Nutrient (nitrate + nitrite, phosphate, silicate) samples
from the bottle casts were collected into 100 ml high-
density polyethylene bottles that were pre-cleaned with
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Figure 1 Location of sampling stations in the northeastern Mediterranean including rivers, bathymetry and main currents (AMC: Asia

Minor Current, WCE: West Cyprus Eddy, RG: Rhodes Gyre).
Modified from Siokou-Frangou et al. (2010).

Table 1 List of sampling stations.
Area Stations Position Sampling depth [m] Total depth [m] Sampling date
Coastal R23 N36.700 E34.700 39 40
Offshore R28 N36.300 E34.700 200 223 July 3-8, 2012
R48 N35.871 E33.981 200 1006 September 2025, 2012
R50 N35.750 E31.000 200 2320 March 1221, 2013
Rhodes Gyre R58 N35.500 E29.000 200 2800 May 6-12, 2013

10% HCL. Bottles for nitrate + nitrite and phosphate analysis
were kept frozen (—20°C), whereas those for silicate were
kept cool (+4°C) in the dark until the analysis. Nutrient
measurements were carried out using a Bran + Luebbe
model four-channel auto-analyzer, employing the standard
methods described in Grasshoff et al. (1983) and Strickland
and Parsons (1972). Detection limits for nitrate + nitrite,
phosphate, and silicate were 0.05, 0.02, and 0.3 pM,
respectively.

2.1.2. Chlorophyll-a

Seawater samples (2 |) collected at selected depths (includ-
ing deep chlorophyll maximum) within the euphotic zone
(EZ:1% of surface light depth — Table 2) were then filtered
onto Whatman nucleopore polycarbonate filters for size
fractionation (0.2, 2.0, and 5.0 um pore sizes and 47 mm
diameter) at a low vacuum. Organic particles collected on
the filters were then extracted with the help of 5 ml 90%
acetone solution through the use of an ultrasonicator (60 Hz
for 1 min). The final volumes of the extracts were then
adjusted to 10 ml. The homogenized samples were kept in
the dark at +4°C overnight and then centrifuged at 3500 rpm
for 10 min in order to remove cellular debris. Chl-a concen-
trations of the centrifuged samples were determined through
the fluorometric method, using a Hitachi F-2500 type fluor-
escence spectrophotometer. The Chl-a concentration of each
sample was calculated according to the formula given by
Strickland and Parsons (1972).

2.1.3. Primary production

Samples for primary production (PP) experiments were taken
from surface and the lower depths within the euphotic layer,
taking into account the incident PAR levels (at depths where
75, 50, 25, 10, 1, and 0.1% of surface PAR levels were
achieved) and additionally from the deep chlorophyll max-
imum depth. In situ incubation experiments were consis-
tently carried out around noon by following the
methodology forwarded by Steemann Nielsen (1952). For
the determination of PP, acid-cleaned transparent polycar-
bonate bottles (75 ml light and dark bottles for each depth)
were filled with seawater samples taken from the selected
depths, and 2 pCi '*C-NaHCO; solution were added to each
bottle, and then the closed bottles were incubated for three
hours. After incubation, the contents of each pair of light
bottles were filtered using nucleopore polycarbonate filters
(0.2, 2.0 and 5.0 pm pore sizes and 25 mm diameter) at a low
vacuum pressure. The contents of the dark bottles were also
filtered with the use of 0.2 wm pore size filters as blank. In
this work, three different pore size filters were used for
fractionated PP experiments in order to determine the con-
tribution of picoplankton (Pico) (0.2—2 pm); small nano-
plankton (Nano) (2—5pm) and microplankton (larger
nanoplankton and microplankton as Micro) (>5 um) to the
total production at each depth. Filters were then transferred
to scintillation vials and acidified with 1 ml 0.5 N HCL. Scin-
tillation cocktail was added to the vials after 24 h. Radio-
activity of each solution was measured using a Perkin Elmer



Table 2 Range of bio-physico-chemical variables (mean, minimum and maximum values) in the study area.

Parameters

R23

R28

R48

R50

R58

Temperature [°C]
Salinity
Secchi Disc Depth [m]

Depth of the Euphotic Zone
(EZ; 1% light depth)
NO3+NO; [uM]

PO4 [nM]

Si [uM]
N/P (in EZ)
N/Si (in EZ)

Total Chl
[mgm ]
Depth Integrated Chl [mg m~2]

Mean Chl (Depth Integrated/Depth)
[mgm~?]

Total Primary Production

[mgCm3h"]

Depth Integrated Prim. Production
[mgCm2h~"]

Mean PP (Depth Integrated/Depth)

[mgCm2h"]

% Contribution of groups to TCHL

% Contribution of groups to TPP

Pico

Nano

Micro

Pico

Nano

Micro

23.00
(16.34—29.13)
39.03
(37.95—39.45)
11.5

(8—16)

37
(26—bottom)
0.45
(0.05—2.66)
0.03
(0.02—0.07)
1.76
(0.20—4.48)
4.4 (exclude

March 2013)(1.7—-88.7)

0.31
(0.06—0.92)
0.381
(0.024—1.365)
13.2
(2.3-25.8)
0.343
(0.06—0.66)
5.48
(0.23—17.80)
193.3
(30.1—348.8)
4.95
(0.77—8.94)
36

(17-55)

31

(26—37)

34

(23—48)

42

(26—54)

24

(21-27)

34

(21-47)

18.34
(16.00—29.03)
39.10
(38.87—39.49)
24.3

(19-27)

78

(61-86)

0.39
(0.05—2.48)
0.03
(0.02—0.07)
0.90
(0.42-2.34)
5.2
(2.3-17.5)
0.18
(0.07—0.79)
0.157
(0.022—-1.203)
21.9
(14.9-27.1)
0.146
(0.10-0.18)
0.76
(0.01-2.46)
88.2
(21.54—188.5)
0.59
(0.14—1.26)
73

(58—79)

9

(4—15)

17

(12-26)

62

(48—77)

19

(16—29)

18

(7-27)

17.73
(15.98—28.71)
39.09
(38.82—39.59)
27.3

(22-31)

87

(70-100)
0.39
(0.05—2.41)
0.03
(0.02—0.08)
0.83
(0.32—1.96)
6.9
(2.5-24.5)
0.21
(0.07—0.63)
0.162
(0.011-0.569)
25.9
(6.5—53.5)
0.17
(0.04—0.36)
0.63
(0.08—1.58)
83.1
(29.9-142.9)
0.55
(0.19—0.95)
67

(47-85)

10

(8—16)

22

(7-37)

61

(38-78)

20

(11-41)

18

(11-27)

17.14
(15.34-27.66)
39.07
(38.87—39.51)
27.5

(26—31)

88

(83—100)
0.60
(0.05-3.82)
0.04
(0.02—0.13)
0.98
(0.44—3.17)
5.8
(1.4-29.5)
0.20
(0.07—1.02)
0.087
(0.012—0.563)
17.1
(4.1-32.1)
0.11
(0.03—-0.21)
0.72
(0.03-2.26)
103
(33.9-222.8)
0.69
(0.22—1.48)
59

(35-79)

10

(4—19)

31

(13—45)

73

(64—86)

11

(6—19)

15

(6—24)

15.91
(14.30—25.34)
39.06
(38.84—39.50)
27.5
(24-30)

88

(77-96)
1.18
(0.05-5.51)
0.04
(0.02—0.17)
2.21
(0.74—6.80)
13.7
(1.7-85.7)
0.24
(0.05—1.34)
0.229
(0.016—1.257)
46.2
(8.4—118)
0.308
(0.05—0.78)
0.42
(0.01—1.15)
60
(21.9-91.7)
0.40
(0.14—0.61)
70

(59—78)

9

(2—14)

21

(12-27)

70

(51—86)

16

(6—43)

14

(8—24)
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Tri-Carb 2810 TR Scintillation Counter. Hourly rates of pro-
duction were calculated from the measurements, and then
these rates were converted to depth-integrated production
rates [mg C m~2 h~'] using the trapezoidal method (O'reilly
and Zetlin, 1998).

2.1.4. Statistical methods

Principal component analysis (PCA) was used to summarize
environmental variable inter-correlations and their potential
underlying environmental factor patterns/gradients. For
these analyses, log transformation was first applied to all
variables and then all the variables were standardized to zero
mean and unit variance prior to PCA on the correlation
matrix, using the r (R Core Team, 2012) package vegan's
(Oksanen et al., 2012) RDA (Redundancy analysis) function.

3. Results
3.1. Hydrographic properties

Temperature and salinity profiles for each station and sam-
pling period are presented in Fig. 2. Surface temperature
ranged between 15.92 and 29.13°C in the area (Fig. 2), where
relatively much cooler waters were recorded near Rhodes
cyclonic Gyre. The water column was almost well mixed due
to the strong winter convectional mixing as observed in March
2013 (Fig. 2). Thermal stratification in the upper layer
becomes apparent after March; the warmer-surface mixed
layer was observed to deepen by 60 m in September 2012
(Fig. 2). The seasonal thermocline is consistently steeper and
shallower in the cyclonic Rhodes Gyre due to the upwelling of
cooler deep waters (Fig. 2).

Fig. 2 clearly shows that the upper layer T and S profiles
are influenced by the river inflow, especially during winter—
spring. In the open sea, surface salinity decreased from
39.13 to a level of about 38.0 psu in March 2013 (Fig. 2).
As expected, surface salinity increased to 39.51 psu during
summer—early autumn (Fig. 2) due to excess evaporation and
limited freshwater input. It should be noted that less saline
(<38.87 psu) Atlantic waters were detected between 45 and
70 m below the seasonal halocline (20—40 m) in September
2012 at the offshore stations (St. 28-R48-R50) and Rhodes
Gyre (St. R58), flowing westward in the northern Levantine
sea (Fig. 2). Euphotic zone was thicker (~90 m) in offshore
waters and Rhodes Gyre compared to the coastal sector
where light can reach the bottom (Table 2).

3.2. Nutrients

Typical nutrient profiles from the stations are presented in
Fig. 3, which clearly indicate that the offshore surface waters
were depleted in dissolved inorganic nutrients. Although the
surface phosphate values were very low (0.02—0.04 wM) both
in the coastal and offshore areas, concentrations of silicate
and NOs + NO, were significantly higher in coastal waters of
the Cilician Basin fed by NOs; + NO,- and Si-laden, but P-
depleted river waters (Fig. 3). Thus, concentrations for
NO; + NO, and silicate ranged from 0.05 to 5.5 pM and
0.2 to 6.8 uM, in the offshore and coastal waters, respec-
tively. Spatio-temporal variations of the physicochemical and
biological parameters that were measured in this study are
summarized in Table 2. Nutrient concentrations of the EZ
waters were very low in the offshore waters, and concentra-
tions began to increase and reached the highest value at

R23 R28 R48 R50 R58
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Figure 2 Temperature and salinity profiles at stations visited in the Levantine basin (AW: Atlantic Water salinity signature detected

at stations R28 to R58). Modified from Yucel (2017).
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Figure 3  Vertical distributions of dissolved nutrients at the stations visited in the Levantine basin.

Modified from Yucel (2017).

200 m depth, below the EZ in the Levantine offshore waters
and Rhodes Gyre; the nutricline was markedly sharp in the
Rhodes Gyre and formed at shallower depths (between
50 and 75 m) (Fig. 3). An increase was observed in phosphate
concentrations, following winter convectional mixing (March
2013) in the offshore waters. The highest seasonal variations
were seen in the EZ of the Rhodes Gyre, where nutrient
concentrations were measured over a wide range (Table 2,
Fig. 3).

Very low N/P (4.4—13.7) and N/Si (0.2—0.3) ratios were
observed in EZ waters of the study area (Table 2). Higher
values were found for the deeper parts of the EZ (~80—
100 m) in offshore waters and Rhodes Gyre. N/P values
reached peak levels in the surface coastal waters in March
2013 (88.7) and at 68 m near Rhodes Gyre in September 2012
(85.7).

3.3. Size-based chlorophyll-a

Changes in chlorophyll concentration with respect to depth
for all the stations visited are presented in Fig. 4. Overall,
total Chl-a concentration varied regionally and seasonally
from 0.011 to 1.365mgm~> in the study area (Table 2).
Surface- and layer-averaged concentrations increased in
rainy seasons (March 2013) in river-fed coastal waters while
concentrations inversely increased with depth in the dry

season (July and September 2012) (Fig. 4). Generally, total
Chl-a concentrations at offshore surface waters (St. R28,
R48, and R50) remained very low, but reached elevated
maxima in stations R48 (0.569 mg m~3, July 2012) and R28
(1.2mgm~3, in September 2012) during the stratification
period. Additionally, higher values were measured near and
at the bottom of the EZ during the stratification period (July
and September 2012), as the deep chlorophyll maximum
(DCM), a typical feature of the eastern Mediterranean (Ediger
and Yilmaz, 1996; Kress and Herut, 2001; Siokou-Frangou
et al., 2010), was formed between 75 and 100 m throughout
the study period. However, this feature can weaken or totally
disappear in winter due to the intensive vertical mixing, as
was the case in March 2013, during which Chl-a was distrib-
uted homogeneously within the entire EZ (variations were
observed +0.02—0.04 mg m~ in water column). In July 2012,
higher Chl-a concentrations (0.514—0.569 mg m—3) were
recorded in the much warmer upper layer of EZ (4—50 m)
at St. R48, although concentrations have not generally ex-
ceeded 0.2 mg m~3 in the upper layer of EZ in the offshore
waters of the northern Levantine Basin. Very low layer-
averaged concentrations were observed in May 2013 following
the spring bloom (Fig. 4). Average Chl-a concentration for the
upper 10m of Rhodes Gyre was calculated as low as
0.06 mg m~3 for the study period. While DCM was found in
July 2012 (1.26 mg m~3) and May 2013 (0.52 mg m~3) within
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Figure 4 Changes in size fractionated and total chlorophyll a concentrations with depth at selected stations in the Levantine basin
(Note: the different depth scales for the coastal st. R23; and different scale at R23 for March 2013 and R58 for July 2012 (x and y axes)).

the nutricline (=~75—100 m), it disappeared in September
2012 and March 2013 in EZ of the cyclonic Rhodes Gyre.

Size-fractionated Chl-a profiles indicate picoplankton
(61 + 19%) to be the major contributor in the EZ of the study
area (Fig. 4). Contribution of small nanoplankton and micro-
plankton to the bulk Chl-a were calculated as 14 + 10% and
25 + 12%, respectively. Small nanoplankton contribution
increased for the total Chl-a in nutrient-rich upper layer of
coastal waters, while the contribution was negligible for
offshore waters and the Rhodes Gyre. Microplankton includ-
ing larger nanoplankton formed the second dominant group
in the coastal waters, DCM, and near the nutricline (50 m) in
Rhodes Gyre (Fig. 4). Contribution of picoplankton increased
in summer and early autumn (hot and dry season) and
decreased during the rainy and cold period (March 2013) in
coastal waters, except in the surface waters.

3.4. Size-based primary production

Depth distributions of size-fractionated and total primary
production (TPP) rates are presented in Fig. 5. TPP displayed

a remarkable seasonal and regional variability between the
sampling sites. TPP rates were discovered to be apparently
high (1.42—17.80 mg C m—3 h™") in March 2013 (representing
late winter—early spring conditions) at all the stations, and
the productive layer was rather broad, extending down to the
0.1% light depth. The TPP rate over the basin decreased
markedly to the levels of 0.13—-3.32mgCm3h~" in the
upper EZ (down to 25% light depth) in May 2013, when the
upper layer was stratified and the available nutrients were
already consumed during the spring bloom period. Princi-
pally, the TPP displayed an increasing trend in the upper layer
of the EZ (10% light depth) and then decreased steadily
toward the base of the EZ, which varied from 61 m (1% light
depth) to 100 min the oligotrophic open sea for the summer—
autumn period (Table 2).

In the coastal waters of the Mersin Bay (St. R23), TPP rates
were maximal in March, followed by July and September,
whereas the least levels were observed in May. Rates peaked
at the surface during spring (March 2013) and dropped to its
lowest levels (layer-averaged rate: 1.5mgCm~—h~"), fol-
lowing the major spring bloom in May 2013.
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Figure 5 Changes in size fractionated and total primary production rates with depth at selected stations in the Levantine basin
(Note: the different depth scales for the coastal st. R23; and different scale for all station).

In the offshore waters of the northern Levantine Basin (St.
R28, R48, and R50), rates decreased to low levels of 0.71—
0.84mgCm~3h~" (EZ layer-averaged values), which are
6.7 times lower than those found for the coastal region
influenced by river inputs. It should be noted that enhanced
TPP rates were observed in the subsurface waters between
8 and 100 m in July and September, reaching the maximal
rate upper layer of the EZ (8 m in July).

In the Rhodes Gyre (St. R58), TPP rate was found high at the
depths between thermocline (10—20 m) and the base of the EZ
(=100 m) and low in highly illuminated surface waters during
summer—autumn. After the winter convectional mixing (March
2013), TPP increased at the surface waters (top 25 m), in
comparison with dry and hot seasons (July and September
2012) and decreased slightly toward the lower end of the EZ.
Very low (0.219 +0.09 mgCm > h~") TPP rates were mea-
sured in the water column in May 2013 in Rhodes Gyre.

Size-fractionated PP profiles indicate picoplankton to be
the major contributor (62 + 17%) at all sites throughout the
study period. Contribution of picoplankton to TPP reached up
to 86% in offshore waters (St. R50, September 2012) and
Rhodes Gyre (March 2013), and TPP in DCM was also markedly
dominated by picoplankton. Microplankton including larger
nanoplankton was the second dominant group (20 + 11%)
followed by small nanoplankton (18 & 11%) in the northern
Levantine Sea, while shifting with each other in the different
depth layers within EZ in the offshore waters (July and
September 2012 and May 2013). EZ averages indicate small
nanoplankton to be more productive than microplankton
at St. R28, R48, and R58 (Rhodes Gyre). Microplankton
production exceeded that of small nanoplankton only in
coastal waters (47%) and made a major contribution to
offshore waters, following winter convectional mixing in
March 2013.
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3.5. Principal component analysis (PCA)

Environmental variables were analyzed using the principal
component analysis. First, 5 components were selected
from Table 3 and accounted for 95% of the total variation.
The loading plot of PCA of abiotic and biotic parameters is
presented in Fig. 6. Component 1 (PC1) can explain 63% of

Table 3 Eigen values and corresponding values of percent-
age of variance for each component.

Component  Eigen value % of variance  Cumulative %
1 12.34 63.0 63.0
2 3.08 15.7 78.7
3 1.76 9.0 87.7
4 0.92 4.7 92.4
5 0.56 2.8 95.3
6 0.30 1.5 96.8
7 0.24 1.2 98.1
8 0.14 0.7 98.8
9 0.12 0.6 99.4
10 0.05 0.3 99.7
11 0.02 0.1 99.9
12 0.01 0.0 100

Extraction method: principal component analysis.
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the total variance and component 2 (PC2) can explain 15%
of the total variance. In two dimensional space, given by F1
vs F2, variables were separated into three groups (i.e., one
including NPP: nanoplanktonic PP, MPP: microplanktonic
PP, TPP: total PP and PPP: picoplanktonic PP). Correlations
are present between NPP, MPP, TPP, and PPP (Supplemen-
tary Fig. S1). Additionally, POy, silicate, and NOs + NO,
have similar trends. According to the distribution of
the stations, R23 differed from other stations with high
production.

4. Discussion

4.1. Seasonal variability in size-fractionated
primary production and chlorophyll in coastal
waters

In the northeastern Mediterranean Sea, regional rivers,
upwelling events, and atmospheric (wet + dry) depositions
are regarded as the main sources of nutrients (Kocak et al.,
2010; Uysal, 2006; Uysal and Koksalan, 2010, 2017). Though
the eastern Mediterranean is commonly reported to be one of
the least productive basins in the world (Siokou-Frangou
et al., 2010), the coastal waters of Mersin Bay display a high
primary production (PP) capacity (Yilmaz, 2006; Yucel, 2013)
due to high concentration of nutrients (especially silicate and
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Figure 6 Results of principal components analysis of production, chlorophyll and environmental parameters (NPP: nanoplanktonic
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NOs + NO,) introduced by local rivers (Seyhan, Lamas, Tarsus,
and some smaller brooks) (Kocak et al., 2010). Elevated
surface nutrient concentrations in less saline coastal waters
of Mersin Bay lead to the enhancement of dissolved inorganic
and organic nutrients, total PP, algal biomass, as well as
changes in algal composition as compared to the nutrient-
poor Levantine offshore waters.

The total PP in the coastal waters of northern Levantine
Sea was as high as 193 mg C m~2h~", exceeding most of the
PP rates to date reported for different sub-regions of
the Mediterranean (Siokou-Frangou et al., 2010; Yucel,
2013). Exchange of productive and nutrient-rich coastal
Mersin Bay waters with oligotrophic offshore waters is limited
due to the blockage of westward flowing of the Asia Minor
Current (AMC) present in the northeastern Levantine deep
Basin. This mechanism creates highly contrasting water
masses with very low and very high production capacities
within the wide shelf basin of Mersin Bay on the NE Levantine
basin (Yucel, 2008).

TPP rate and chlorophyll concentrations of Mersin Bay
coastal waters (St. R23) have increased markedly in March
2013, when the surface salinity was measured below 38 psu
and the concentrations of silicate and NOs + NO, at the sur-
face were maximal, following the winter convectional mixing
and pronounced river runoff (Fig. 3). Such optimum condi-
tions have stimulated PP in coastal waters favoring micro-
plankton + larger nanoplankton (47% of total primary
production: 162.8 mgCm~2h~") as the dominant group.
Additionally, Yucel (2013) measured the microplankton + lar-
ger nanoplankton-dominated high primary production rates
in summer and autumn (October 2010, July and August, 2011)
in coastal waters that were affected partially by the local
river run off. Microplankton is composed mainly of diatoms
that consume the majority of available nutrients in the
coastal waters, compared to smaller cells. Moreover, higher
silicate concentrations favor diatoms in coastal waters at
concentrations above 2 uM (Egge and Asknes, 1992; Fogg,
1991). Therefore, in the present study significant positive
correlations were obtained between nutrients (NOz + NO,
and silicate) and microplankton production and chlorophyll
in coastal waters (Supplementary Fig. S1). Conversely, pico-
plankton was generally observed to be the dominant con-
tributor to the bulk flora in summer and autumn, when the
nutrient concentrations were relatively low in coastal waters
during the course of this study (Table 2, Fig. 4). However,
contrary to the dominance of diatoms in the phytoplankton
composition of coastal waters that was reported in previous
studies (Eker and Kideys, 2000; Eker-Develi et al., 2003;
Kideys et al., 1989; Polat et al., 2000; Uysal et al., 2003)
where picoplankton was missed or not studied along with
large phytoplankton groups, except some ataxonomic phy-
toplankton studies, recent studies indicate that phytoplank-
ton composition was generally dominated by picoplankton
(Yilmaz, 2006; Yucel, 2008; Yucel, 2013; Yucel et al., 2017).
Picoplankton is a better competitor with the lower energy
requirements and higher production efficiency than micro-
plankton in nutrient-poor waters during summer and autumn
in coastal waters (Finkel et al., 2005; Moutin et al., 2002).
Moreover, picoplankton, the major contributor in hot and dry
seasons, is more tolerant of warmer waters than microplank-
ton, which cannot tolerate higher temperatures (Supplemen-
tary Fig. S1) (Yucel, 2013). Small nanoplankton was the least

contributing group in coastal waters, where their remarkably
increased contribution to TPP was only observed in very
favorable environmental conditions (March 2013).

Based on very low N/P and N/Si ratios, nitrogen was sug-
gested to be the limiting nutrient during July and September
2012 and May 2013 in coastal waters. Despite the high levels of
phosphate andsilicate, the lower nitrogen concentration of the
water column delimited phytoplankton growth significantly
during May 2013. These low NO; + NO, concentrations have
limited the growth and shaped the phytoplankton composition
in coastal waters (Yucel, 2013). Actually, changes in size groups
of the phytoplankton is highly dynamic in coastal waters and
may change at short time intervals, depending on the changes
in ambient physicochemical conditions, river regime, nutrient
concentrations and composition, activity of cells, predation
and competition (Romero et al., 2013).

4.2. Seasonal variability of size-fractionated
primary production and chlorophyll in offshore
waters

In offshore waters of the northern Levantine Basin, nutrient
concentrations were observed to be low and distributed
homogeneously at the top 100 m of the water column, and
then increasing with the increasing depth down to the nutri-
cline, which occurs between 300 and 500 m (Yilmaz and
Tugrul, 1998; Yucel, 2013). Besides, small-scale upwelling
events and atmospheric deposition offer a certain amount of
nutrients to the oligotrophic offshore waters. Goksu River
also supplies nutrients to the south and the southwestern
offshore surface waters. The direct (increasing nutrients)/
indirect (increasing chlorophyll) effects of the Goksu River
can reach Cyprus via currents (Fig. 1) (Uysal et al., 2008;
Yilmaz and Tugrul, 1998; Yucel, 2008).

Nutrient concentrations were very low in the upper layer,
covering the euphotic (EZ) (75 m) and exhibiting typical
characteristics of oligotrophic environments in the northern
Levantine Sea throughout the year (Ediger et al., 2005).
Phosphorus was near the detection limit (0.02 uM) and
NO; + NO, was also very low within the EZ (Table 2); the
nutrient profiles displayed a gradual increasing trend below
the EZ. Phosphorus is utilized faster than nitrate and silicate
in the oligotrophic eastern Mediterranean (Krom et al.,
2005). Although it is widely accepted that phosphorus is
the limiting nutrient for primary production, low N/P (6
+ 0.8) and N/Si (0.195 + 0.015) ratios also indicated nitrogen
limitation or nitrogen + phosphorus co-limitation in the off-
shore waters (Yucel, 2013). Since phosphorus concentration
of the upper layer of EZ was at very low levels (Table 2), no
clear relationship appeared between the biological para-
meters and the phosphorus concentration throughout the
study period in the offshore waters of northern Levantine
Sea (Supplementary Fig. S1). Phosphorus supplied from the P-
limited Levantine intermediate depths is utilized rapidly and
phosphorus concentration declines below 0.03 pM (undetect-
able by conventional colorimetric method) in the offshore EZ
as the inorganic N (NO5 + NO, + NH,4) enters the system with
higher N/P ratio. Therefore, inorganic N can be measured at
background levels (0.1—0.2 uM) in the EZ in summer-autumn
period. Following intense winter convectional mixing, higher
PP levels were observed all over the northern Levantine
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offshore waters (top 75 m), due to nutrient supply from the
intermediate depths.

In the early spring period, the surface NO;+ NO, was
observed to as low as levels of 0.05—0.23 uM whilst phos-
phorus was at hardly detectable (detection limit) levels of
0.02—0.04 p.M due to consumption of nutrients supplied from
deep waters by photosynthesis in the EZ internal sources
(Ediger and Yilmaz, 1996; Krom et al., 1991). Thus, the low
concentrations of NO3 + NO,, PO4 and the low N/P ratio (<15)
strongly suggest that N and P co-limited production during
the post-bloom period in the Levantine basin.

In the offshore waters where the seasonal thermocline
was located at shallow depths (about 10—50 m) 10—25 m in
July 2012, higher concentrations of chlorophyll and PP values
displayed broad vertical distribution, vanishing at the base of
the thermocline. In the more productive thermocline zone,
PP was dominated by picoplankton (Fig. 5) and nutrient
concentrations were low, ranging between 0.07 and
0.08 pM for NO; + NO, and 0.02—0.03 pM for PO, (St. R48,
Fig. 3). Picoplankton dominated PP and low nutrient concen-
trations in the thermocline depth range of EZ indicate that
the PP was stimulated by nutrients mainly generated from
small-size detritus accumulated with the thermocline zone
(Ediger et al., 2005) and also labile forms of the colloidal and
dissolved organic nutrients in the oligotrophic and meso-
trophic marine environments (Berman and Bronk, 2003;
Bronk et al., 2007; Roussenov et al., 2006; Torres-Valdes
et al., 2009).

In the 2013 late spring, when there was no apparent
seasonal thermocline formation in the upper layer, nutrients
available in the EZ were almost consumed by phytoplankton;
the NOs + NO, and PO, were very low (0.05—0.07 uM and
0.02—0.02 M, respectively). Low Chl-a and PP values mea-
sured in the spring indicate that the majority of nutrients
supplied to the EZ during the winter mixing period have been
consumed and the system had the background nutrient levels
of the Levantine EZ waters.

No close relationship was observed between the water
column PP and the chlorophyll concentration. Chlorophyll
peaks (DCM) were observed below the high PP zone at the
same station (Figs. 4 and 5). The formation of DCM is well
known to develop in the light-limited depths of the offshore
EZ extending the seasonal thermocline, depending on the
depths of the seasonal thermohaline feature, limited nutri-
ent supply from the EZ boundary and rate of nutrients
regenerated in the thermohaline feature near the base of
the EZ where the DCM was formed during summer—early
autumn period (Fig. 4). High light condition could stimulate
primary productivity in the upper layer of EZ (10—75 m), far
above the nutricline in offshore waters. In addition, intrusion
of nutrients into the base of EZ may provoke low light
adapted phytoplankton (Ediger et al., 2005) in DCM, which
was dominated by picoplankton consisting mainly of Syne-
chococcus and Prochlorococcus in the eastern Mediterra-
nean. Although phytoplankton composition was not
available for this study, Li et al. (1993) found Prochlorococcus
to be more abundant than Synechococcus in the water column
of offshore waters in the eastern Mediterranean. Ghiglione
et al. (2008) also observed high concentration of Prochlor-
ococcus at the base of the DCM, while Synechococcus was
observed in the upper 40 m in the Gulf of Lions. Furthermore,
Yucel (2013) found that contribution of Prochlorococcus to

total picoplankton increase was below 30—40 m in eastern
Mediterranean offshore waters.

Picoplanktonic primary production (65%) and bulk chlor-
ophyll (66%) dominated phytoplankton composition in off-
shore waters of the northern Mediterranean (Table 2).

Microplankton + larger nanoplankton formed the second
dominant group in the nutrient-depleted offshore waters. All
previous studies indicated that phytoplankton composition
shifted from microplankton to picoplankton with increasing
oligotrophy and picoplankton has been considered to dom-
inate the phytoplankton in the oligotrophic offshore waters
of the eastern Mediterranean (Li et al., 1993; Siokou-Frangou
et al., 2010; Uysal, 2006; Uysal and Koksalan, 2010; Yucel,
2013). The contribution of picoplankton to the total primary
production exceeded 70% in Levantine offshore waters
(Yucel, 2013). Low N/P ratios can be ascribed to rapid
utilization of available nitrogen by picoplankton (cyanobac-
teria and prochlorophytes), which have high affinity to nitro-
gen species in offshore waters. Cyanobacterial production
can be satisfied significantly by the scarce amount of nitrogen
sources (Karl et al., 1997; Moore et al., 2002; Pantoja et al.,
2002). Moreover, picoplankton has more advantages, with
the high surface to volume ratio to reaching low concentra-
tions of nutrients and photoprotectant pigments to survive
excess light conditions, compared to microplankton (Finkel
et al., 2009; Yucel, 2013). Excess input of phosphate in early
spring also provoked micro- and nanoplanktonic production
and biomass in offshore waters (Figs. 3—5).

4.3, Seasonal variability of size-fractionated
primary production and chlorophyll in Rhodes
Gyre

In Rhodes Gyre, nutrient concentrations started to increase
rapidly in the base of the EZ in this study (Fig. 3). Since the
nutricline was located just above the EZ seasonally variable
amounts of nutrients have been pumped by upwelling pro-
cesses from the nutricline depths to the lower depths of the
EZ (Ediger and Yilmaz, 1996). This phenomenon stimulates
primary productivity in the EZ (1% light depth: 59—80 m)
throughout the year. In the Levantine Basin, nitracline was
formed at shallower depths than phosphacline, even in
Rhodes Gyre; for example, NO3 + NO, gradient started at
50 m whereas the PO, gradient was observed at 75m in
the Rhodes Gyre because of either the selective accumula-
tion of labile NO5; + NO, or the selective removal of reactive
phosphate by sinking particle (Yilmaz and Tugrul, 1998).

In the gyre the upper layer is thermally stratified during
late spring-autumn period. Therefore, limited nutrients are
supplied from the nutricline depths to the upper mixed
depths of EZ (50 m), which leads to consumption of available
nutrients via photosynthesis and thus low nutrient
(NO3 + NO,, PO,) concentrations with low N/P (=5), as
observed in the Levantine offshore waters during the study
period (Table 2). However, chlorophyll concentrations mea-
sured in the upper layer of cyclonic Rhodes Gyre in July
2012 and May 2013 have exceeded those observed in both
coastal (salinity: 37.9—39.4 psu) and offshore waters (sali-
nity: 38.9—39.59 psu) (Fig. 4). In the Gyre waters, chloro-
phyll profiles were broader (25—100 m) in July 2012, reaching
higher concentrations at the EZ base (75 and 100 m) in May
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2013, which indicates the role of nutrient inputs from the
shallower nutricline (50—75 m), keeping chlorophyll concen-
trations at the levels of coastal waters partly fueled by
terrestrial inputs during dry period. Consequently, low nutri-
ent high chlorophyll (LNHC) condition was observed in the
upper part of the EZ during the summer (July 2012). High
nutrient low chlorophyll (HNLC) condition could develop in
the core of the Rhodes Gyre, as observed in March 1992
(Ediger et al., 2005), due to the dilution of organic matter
produced in the upper layer by upwelling water masses.
However, such a condition was as not observed in March
2013, as the less saline deep water could not replace the
more saline, warmer surface layer within the Gyre (Fig. 2).
Therefore, very low phosphate (0.04 uM), NOs+ NO,
(0.69 pM), and chlorophyll (<0.23 mg m~3) concentrations
were measured at top 150 m in March 2013, following the
winter convectional mixing. The March 2013 data strongly
suggest that low PP rates may represent post-bloom phase in
the surface waters of the region, with low nutrient concen-
trations. However, the chlorophyll was higher in the Rhodes
Gyre than in the Cilician basin waters, due presumably limited
nutrient inputs from the density gradient zone situated at the
base of the EZ and regenerated of nutrients in the light-
limited zone of the EZ. High levels of POC/Chl-a ratio in
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the EZ determined by Ediger et al. (2005) was attributed to
detritus and heterotrophic activity-dominated in the EZ dur-
ing nutrient depleted spring-autumn periods over the Levan-
tine basin. In addition, lowest nutrient concentrations and low
PP rates were observed in top 50 m at the end of spring (May
2013), while total chlorophyll reached 0.525 mg m~= at the
DCM formed at 75 m (Fig. 4). In summer (July 2012), the DCM
formed was broader, extending down to 100 m, with slightly
higher nutrient concentrations than in May 2013.

Picoplankton was the major contributor (65%) to total PP
within EZ, including DCM, as observed in offshore waters,
followed by microplankton + larger nanoplankton. Total chlor-
ophyll was also dominated by picoplankton (70%) in the Rhodes
Gyre (Table 2). The contribution of larger cells (>5 um) was
maximal (0.581 mgm~3 and 0.274mgCm>h~") in July
2012 at the 50—75 m depth range at nutricline, with high
phosphate, NOs + NO,, and Si concentrations being pumped
from the lower layer of the EZ. It seems that microplankton
cannot compete with picoplankton in Rhodes Gyre under low
nutrient conditions, as it was seen in coastal and offshore
waters, but an increase was seen in their contribution in high
nutrient conditions (in July 2012 in coastal waters and March
2013 in Rhodes Gyre), which provoke microplanktonic growth
(Egge and Asknes, 1992; Fogg, 1991).
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4.4. Longitudinal variability of size-fractionated
primary production, chlorophyll, and assimilation
ratio

Along the east-west transect (from St. R28 to R58), PP
showed a gradual decrease from 0.588mgCm—>h~" to
0.402mg C m>3h~" in the area (Fig. 8B). In addition,
depth-integrated PP  (DIPP) also decreased from
193.3mg C m~2h~" in coastal waters to 60 mgCm~2h~" in
Rhodes Gyre. In contrast to the east-west decreasing trend in
PP, concentration of chlorophyll increased toward Rhodes
Gyre (from 0.146 mg m~ in St. R28 to 0.308 mg m—3) and
DICHL (depth-integrated chlorophyll) fluctuated between
13.2 and 46.2 mg C m~2 in the study area. The PP rate and
the chlorophyll concentration were not in accordance in the
northern Levantine Sea during the study period which was
discussed above (Figs. 7 and 8). Studied areas of northern
Levantine Basin are well known to have different bio-physi-
cochemical characteristics and dynamics (Ediger and Yilmaz,
1996; Ediger et al., 2005; Yilmaz and Tugrul, 1998). Chlor-
ophyll concentrations in the Rhodes Gyre were close to those
of the coastal waters (0.343 mg m—3), where riverine nutri-
ent inputs feed the coastal ecosystem. As usual, very high
primary production rates were recorded for whole study
area after the intense winter convectional mixing, which
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determines the nutrient budget of the EZ in March 2013
(Fig. 8A). After the bloom period in late spring (May 2013),
very low PP rates and chlorophyll were measured when
phosphate and NOs + NO, were almost depleted in the area.

The coastal waters of the northern Levantine Sea had
different characteristics and were separated statistically
from the other stations with high production capacity
(4.955mgCm3h") (Fig. 6). Although Rhodes Gyre and
offshore waters had some similar features, Rhodes Gyre
was also separated from others due to its distinct-high
nutrient (below 50 m) and chlorophyll concentrations in
the euphotic layer (below 50 m). All results showed that
coastal waters were affected by river input, while offshore
waters and cyclonic Rhodes Gyre were influenced by con-
vective winter mixing and continual upwelling events,
respectively.

Contribution of all groups to TPP slightly decreased
toward the west, while all groups increased their contribu-
tion to total chlorophyll from R28-the most eastern part of
offshore waters to R58-Rhodes Gyre. While contribution of
smaller cells (<2 wm) to DICHL increased from the east to the
west in the northern Levantine Basin, DIPP rates decreased
throughout the transect. Conversely, the opposite trend (low
chlorophyll and high PP of picoplankton) was observed in the
cyclonic West Cyprus Eddy (WCE) (St. R50), with small scale
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nutrient intrusions below the EZ (less than Rhodes Gyre).
Moreover, the contribution of microplankton to DICHL
increased from eastern part of the offshore waters to the
WCE and Rhodes Gyre, where EZ layer-averaged nutrient
concentration increased along the transect, while it was
not observed in DIPP. Small nanoplankton was the least
contributor in DICHL and DIPP in the northern Levantine
Sea during the study period.

The physiological state of an individual cell can be dif-
ferent according to the stages of a bloom in different marine
ecosystems (Falkowski and Raven, 2007). Although chloro-
phyll defines the size of the standing stock, PP just indicates
the carbon assimilation capacity of the flora. High level of
chlorophyll does not necessarily correspond to high PP or
physiological activity, as it is dependent on the stage of the
bloom. Moreover, there is no linear relationship between
chlorophyll and carbon assimilation capacity due to the
complex effects of light, temperature and nutrient on phy-
toplankton physiology (Wang et al., 2009).

In the northern Levantine Sea, assimilation ratio (AR: mg
carbon assimilated per mg chl a) was calculated at the lowest
(1.3) for Rhodes Gyre (St. R58) and the highest (14.6) for
coastal waters (St. R23) (Fig. 9). Assimilation ratio (6) was
found higher than other offshore stations at St. R50, which
also had higher production capacity due to the relatively

higher nutrient concentrations in comparison with other
offshore stations. St. R50 was in the center of the cyclonic
West Cyprus eddy, which transfers nutrients from the aphotic
layer to the EZ and may stimulate productivity. Phytoplank-
ton in the Rhodes Gyre were found to be the least active (low
PP, low nutrient concentrations and high chlorophyll [LNHC]
in the periphery of the gyre where the nutrients were quickly
utilized and converted to biomass by phytoplankton) com-
pared to other stations. As expected, assimilation ratios of
picoplankton were not found to be the highest, as it was seen
in DICHL and DIPP at all the stations (Fig. 9). Although
picoplankton assimilate carbon more efficiently than nano-
plankton and microplankton (Finkel et al., 2005), their life-
span may be shorter than the decomposition duration of
chlorophyll content. Though the contribution of small nano-
plankton to PP (<0.024mgCm>h~") and chlorophyll
(<0.055 mg m~3) was minor, they were observed to be the
most active group in the northern Levantine Sea. Nanoplank-
ton comprises different trophic types of groups (mixotrophic,
heterotrophic, and phototrophic) in the aquatic ecosystem
(Riemann et al., 1995). A mixotrophic nanoplankton may
have a better carbon assimilation ratio with low chlorophyll
high production capacity in the eastern Mediterranean. This
could be one way of expressing their high assimilation ratio in
the oligotrophic offshore waters and cyclonic Rhodes Gyre.



302 N. Yucel/Oceanologia 60 (2018) 288—304

5. Conclusions

In the northern Levantine Sea, the rate of primary produc-
tion and phytoplankton species composition in the coastal
and open sea are determined by the seasonally varying rates
of river inflows, availability and inputs rates of nutrients by
dry + wet atmospheric depositions, upwelling events and
regenerated from slowly sinking detritus of nano + pico-
plankton produced in the EZ. Temperature varying season-
ally between 16 and 29°C is also another important factor
that regulates the success and composition of the pelagic
flora. Picoplankton was the most dominant phytoplankton
group in the northern Levantine Sea. High nutrient concen-
trations (nitrogen and silicate) trigger productivity of micro-
plankton in the river-fed (with Si/NOs + NO, < 1.0) coastal
waters during the rainy season (March) and in cyclonic
Rhodes Gyre during the summer. Low N/P in the nutrient-
depleted (NO3 + NO, < 0.15 uM; PO, < 0.03 wM) euphotic
zone indicated nitrogen and possibly P co-limitation in the
northern Levantine Basin in July and September 2012 and
May 2013. The seasonal averaged total primary production
rates observed in coastal waters was 8—12 times higher than
those observed in offshore waters and the Rhodes Gyre,
respectively. However, the mean total Chl-a values display
less spatial variability, ranging from 0.14mgm~3 in the
offshore waters to the levels of 0.34 mg m~3 in the more
productive Levantine coastal waters and 0.31 mgm™3 in
Rhodes Gyre.
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Summary This paper addresses the Stokes transport velocity for deep water random waves in
given layers in the water column based on wind statistics, which can be estimated by the simple
analytical tool provided here. Results are exemplified by using the Phillips and Pierson-Moskowitz
model wave spectra together with long-term wind statistics from one location in the northern
North Sea and from four locations in the North Atlantic. The results are relevant for e.g. assessing
the drift of marine litter in the ocean based on, for example, global wind statistics.
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1. Introduction

There has recently been much focus on the environmental
issues related to plastic litter in the oceans; see e.g. van
Sebille et al. (2015), Sherman and van Sebille (2016), Keswani
et al. (2016), Brennecke et al. (2016), Avio et al. (2017); also
documenting that plastic litter occurs in different layers in
the water column beneath the ocean surface. One impor-
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tant constituent of ocean circulation models is the Stokes
drift which contributes to the transport of plastic as well
as microplastic located in different layers in the water
column. The wave-average of the water particle trajectory
in the wave propagation direction gives the Lagrangian
velocity referred to as the Stokes drift, while the volume
Stokes transport is obtained as the integral over the
water depth of the Stokes drift (Rascle et al., 2008).
The general background and further details of the Stokes
drift are given in e.g. Dean and Dalrymple (1984). Myrhaug
et al. (2016) gives a brief review of the literature up to that
date (see the references therein). More recent works
include those of Breivik et al. (2016), Li et al. (2017) and
Myrhaug (2017).

The purpose of the present analytical study is to provide a
simple analytical tool which yields estimates of the Stokes
transport velocity for deep water random waves in given
layers in the water column based on wind statistics. The
Stokes transport velocity is obtained by integrating the
Stokes drift between two elevations in the water column

0078-3234/© 2018 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier Sp. z 0.0. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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and dividing by the distance between these two elevations.
Results are exemplified by using the two model wave spectra
by Phillips and Pierson-Moskowitz together with long-term
wind statistics from one location in the northern North Sea
and from four locations in the North Atlantic. The present
results are relevant for estimating the drift of e.g. marine
litter in the ocean based on global wind statistics.

2. Theoretical background

Based on classical potential wave theory the time-averaged
Lagrangian drift at a z-level in the water column in a water
depth d is (Dean and Dalrymple, 1984):

_ . gak* cosh2k(z + d)
() == “sinhzkd )
where g is the acceleration of gravity, a is the linear wave

amplitude, and k is the wave number related to the cyclic
wave frequency w by the dispersion relationship

w* = gktanh kd. (2)

According to Eq. (1) the drift of the water particles is in
the direction of the wave propagation; the maximum is at the
mean free surface z = 0, and decreases rapidly towards the
sea bed as z — — d (z is positive upwards). This drift velocity
is commonly referred to as Stokes drift.

When assessing the transport of material in the water
column the drift velocity associated with the Stokes transport
in different layers of the water column is a quantity of
interest. This drift velocity is obtained by integrating
Eq. (1) between two levels z =— h, and z =— h4 in the water
column and divided by the distance between these two levels
Ah = h, — hq, given as

—hy
azk
A”_/hz A 3)
_ sinh[2kd(1—hy /d)|—sinh[2kd(1—h,/d)]
Ah-sinh(2kd)

In deep water (i.e. for large kd and thus w? =gk from
Eq. (2)) the Stokes transport velocity in Eq. (3) reduces to

2

@O (2 /g _g-

v=-——/|e —e
2Ah (

If an individual random wave with amplitude a,, and cyclic

wave frequency w, is considered, then the Stokes transport

velocity for individual random waves in deep water is given as

1 1
v, = azwn 7 <e—2<w%/g>h1 _e—2<m%/g>hz)‘ (5)

2’ /g)hz) . (4)

The wave amplitude is obtained from the wave spectrum
S(w) as a2 = 2S(wn)Aw Where Aw is a constant separation
between frequencies. By substituting this in Eq. (5) and
considering an infinite number of wave components, the
total Stokes transport velocity within a sea state of random
waves is obtained as

[o0)

_ 1 2/ _ o
v AR /wS(w) (e e
0

Z(wz/g)hz)dw. (6)

The two terms in the parenthesis of Eq. (6) represent the
attenuation of the wave motion in the water column, which
here is approximated by taking « as the spectral peak
frequency wp. As a result Eq. (6) becomes

1
V- (e—2<w§,/g>m —2<wg/g>hz) m. 7)
where my is the first spectral moment obtained from the
definition of the nth spectral moment

mn:/a)"S(a))dw; n=0,12,.... (8)
0

By combining Eq. (7) with the spectral mean period
Ti1=2mw mg/m4, the significant wave height H; =4,/mq,
and that there is a relationship between T; and the spec-
tral peak period T, =27/wp, i.e. Ty =y1Tp, Eq. (7) is rear-

ranged to
1 (2o g2asem ) _THE
V = E (e P —e P > WTP . (9)

Thus, Vis defined in terms of the sea state parameters H;
and T, in deep water.

3. Example of results for two standard wave
spectra and long-term wind statistics

Two standard deep water wave spectra are chosen; the
Phillips and the Pierson-Moskowitz spectra, which both
have been used frequently in contexts discussing the
Stokes drift, e.g. see Li et al. (2017) and the references
therein. The Phillips spectrum was also used by exemplify-
ing results in Myrhaug et al. (2014, 2016) and in Myrhaug
(2017), where the latter reference presented the sur-
face Stokes drift and the Stokes transport using long-term
wind statistics from the northern North Sea location used
here, and from one location on the northwest Shelf of
Australia.

3.1. Phillips and Pierson-Moskowitz spectra

The Phillips spectrum is (Tucker and Pitt, 2001)

2

S(w) = o

o5 wap:i (10)

Uto’

where o = 0.0081 is the Phillips constant, and Uy is the mean
wind speed at the 10 m elevation above the sea surface. By
using the definition of the spectral moments in Eq. (8), it
follows that

2
_ 4/ = fufo, (A1)
. T1 . ZJTmo . 3
neF - rm = (12)
27 2w
To= =g o (13)
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Furthermore, the wave length corresponding to the spec-

tral peak period, A, = 2n/k,, is obtained from w,z, = gk, as
2

rp =T =5 Vo (14)

The results in the following are given for h; =0 and
h, =x,/s where s>2, i.e. the Stokes transport velocity
corresponds to the mean drift velocity over a fraction of
the wave length beneath the surface downwards in the water
column. For s =2 the result represents the mean drift velo-
city over the whole water column since the wave motion in
deep water penetrates down to about half the wave length.
Thus, by taking hy =0, h, = 1,/s and substituting Eqgs. (11)—
(14) in Eq. (9), Eq. (9) is given in terms of U;q as

sa
Vop = — (1— —4n/s U
Ph 671( e *)Uqo

= 0.000430s(1—e~*"/%)Us9; s > 2. (15)

The Pierson-Moskowitz (PM) spectrum with U;q as the
parameter is (Tucker and Pitt, 2001)

hp = %Tg — 0.96202,. 1)

It should be noted that the PM spectrum was originally
given with the mean wind speed at the 19.5 m elevation
above the sea surface as the parameter, while the present
formulation is based on taking Uig = 0.93U 9.5 (Tucker and
Pitt, 2001). Then, by substituting these relationships in
Eq. (9) the result is

Vo = 0.0004075(1—e~47/5)Uyg; s > 2. (22)

Thus it appears that Vpy is slightly smaller than Vpy, i.e.
the ratio is

Vem =0.947. (23)
Ven

Fig. 1 shows examples of the Phillips and PM spectra for
Uio=10ms~" and Fig. 2 shows V/Uqq versus s for s in the
range 2—32 for the two spectra. For both spectra it appears
that the ratio increases as s increases, i.e. the mean trans-
port increases as the thickness of the layer decreases, giving
ratios in the range 0.1 to about 0.5 percent. For
U = 10 m s~ this gives Ap=64.0m (Eq. (14)) for the Phillips
spectrum and A,=96.2m (Eq. (21)) for the PM spectrum.
Thus, for s in the range 2—32, the Stokes transport velocity
corresponds to the mean values over intervals from 32 m
down to 2 m, respectively, for the Phillips spectrum, and over
intervals from 48 m down to 3 m, respectively, for the PM

Fig. 3 shows the corresponding results as those in Fig. 2
for the volume Stokes transport per crest length over
different heights in the water column, i.e. M = Vi,/s versus
s. For both spectra it appears that M decreases as s
increases, i.e. the mean transport over a height in the
water column beneath the surface decreases as the thick-
ness of the layer decreases. As for the example discussed in
Fig. 2, this means that for s in the range 2—32 the values

g )
where
27
wp =—; Tp = 0.785U1q, (17)
Tp
spectrum.
Hs = 0.0246U7,, (18)
T1=0.606U1, (19)
T
yi === 0772, (20)
Tp
1 : . . . . . .
Phillips spectrum
— — Pierson-Moskowitz spectrum
0.9 F .
0.8} .
0.7 - 1
_ 0.6 -
Eost .
3
0.4 - -
0.3+ E
0.2 .
0.1+ E
0 .
0 3 3.5 4
w[rads-1]
Figure 1  Phillips spectrum and Pierson-Moskowitz spectrum for U;o =10 ms™".
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Figure 2  V/Uo versus s: Phillips spectrum, Eq. (15); Pierson-Moskowitz spectrum, Eq. (22).
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— — Pierson-Moskowitz spectrum

20 26 32
S

Figure 3 M =Va,/s versus s corresponding to the results in Fig. 2 for the Phillips spectrum and the Pierson-Moskowitz spectrum.

of M correspond to the values over heights in the water
column from 32 m below the surface to 2 m below the
surface, respectively, taking the values from 0.27 m?s™"
to 0.09 m% s~ ", respectively, for the Phillips spectrum. For
the PM spectrum the M values are a factor 1.422 larger
than those for the Phillips spectrum, taking the values
0.38—0.13 m? s~' corresponding to the heights in the water
column from 48 m below the surface to 3 m below the

surface, respectively. The reason for these larger PM spec-
trum values is that the value of i, for PM is a factor
1.502 larger than that for the Phillips spectrum, i.e. due
to the lower frequencies present in the PM spectrum (see
Fig. 1). By considering e.g. near neutrally buoyant litter,
this means that M is the volume transport (of the litter) per
crest length over the given height in the water column
beneath the surface due to the wave-induced drift.
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3.2. Long-term wind statistics

Results for V can be obtained from available wind stati-
stics for an ocean area, e.g. from a long-term distribution
of Uy (see Bitner-Gregersen (2015) for a review of differ-
ent parametric models for the cumulative distribution
function (cdf) or the probability density function (pdf)
of Uqg). In the present examples the long-term statistics
of V are exemplified by using five cdfs of Uso. First, the
cdf of Uyg given by Johannessen et al. (2001) is used; based
on 1 hourly values of U;g from wind measurements cover-
ing the years (1973—1999) from the northern North Sea
(NNS). Second, four cdfs of U;q given by Mao and Rychlik
(2017) are used, based on estimation of Weibull cdfs
for wind speeds along ship routes in the North Atlantic
(NA) fitted to 10 years of wind speed data. The results
are given for the following four locations in the North
Atlantic; 20°W 60°N, 10°W 40°N, 40°W 50°N, 20°W 45°N.
All these cdfs of U,g are described by the two-parameter
Weibull model

B
P(Uso) = 1—exp { (%) }; Uso >0, (24)

with the Weilbull parameters given in Table 1.

3.3. Statistical properties of Stokes transport
velocity

Now the long-term statistics of V can be derived by using the
distribution of Uqq given in Eq. (24) and Table 1. Statistical
quantities of interest are e.g. the expected (mean) value of
V, E[V], and the variance of V, Var[V], which are proportional
to E[U,0] and Var[Uo], respectively. This requires calculation
of E[U},], which for a two-parameter Weibull distributed
quantity is given by (Bury, 1975)

E[Uf] =06" r(1 +g>, (25)

where I'is the gamma function. Furthermore (Bury, 1975)
Var[U7,] = E[USg]—(ELUT,))". (26)

The results for E[V] and the ratio between the standard
deviation of V(= ./Var[V]) and E[V] (std.dev./m.v.) are
given in Table 2. It should be noted that this standard
deviation to mean value ratios are the same as for
Uqo. For the Phillips spectrum it appears that E[V] is
0.00645ms~" (NNS) and in the range 0.00540 ms~' to
0.00840 ms~' (NA), where the latter value refers to the
location 40°W 50°N. The values corresponding to the PM
spectrum are also given, i.e. obtained by multiplying the
Phillips spectrum values by a factor 0.947 (see Eq. (23)). Itis
also noted that the standard deviation to mean value ratios
are large, i.e. in the range 43—60%.

Similarly, a characteristic value of 4, i.e. E[Ap] for the
Phillips spectrum is obtained from Eq. (14) as

2

—E[Uj], 27)
g
and for the PM spectrum from Eq. (21) as

E[Ap] =

E[xp] = 0.962E[U%,]. (28)

The results are given in Table 2, showing that E[A,] is in the
range from about 31 m to about 73 m for the Phillips spec-
trum, and in the range from about 46 m to about 109 m for
the PM spectrum.

A quantity of interest is the volume Stokes transport per
crest length. Table 2 gives the values of M=E[V] - E[A,]/2,
i.e. the volume Stokes transport per crest length over the
whole water column where there is wave activity, since the
wave motion goes down to about half the wave length. For
the Phillips spectrum it appears that M is 0.159 m? s~' (NNS)

Table 1  Weibull parameters for Uqo (see Eq. (24)) and results for E[U;c]-

North Atlantic (NA) location 6 [ms] B E[Us0] [ms™"]
20°W 60°N 10.99 2.46 9.75

10°W 40°N 7.11 2.30 6.30

40°W 50°N 11.04 2.48 9.79

20°W 45°N 9.32 2.47 8.27
Northern North Sea (NNS) 8.426 1.708 7.52

Table 2 Example of results using wind statistics from the Northern North Sea (NNS) and the North Atlantic (NA), see
Table 1. Results corresponding to Ph = Phillips spectrum; PM = Pierson-Moskowitz spectrum.

Distribution E[V] [ms™ "] St.dev/m.v. E[xp] [m] M=E[V] x E[3,)/2 [m*s "]
Ph/PM Ph/PM Ph/PM

NA, location

20°W 60°N 0.00836/0.00792 0.43 72.3/108.6 0.302/0.430

10°W 40°N 0.00540/0.00511 0.46 30.8/46.3 0.083/0.118

40°W 50°N 0.00840/0.00795 0.43 72.8/109.3 0.306/0.436

20°W 45°N 0.00709/0.00671 0.43 51.9/78.0 0.184/0.262

NNS 0.00645/0.00611 0.60 49.3/74.0 0.159/0.226
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and in the range 0.083 m? s~' t0 0.306 m? s~' (NA), where the
latter value refers to the location 40°W 50°N; for the PM
spectrum the values are a factor 1.422 larger. Thus, these
example calculations show that the mean value of the Stokes
transport in the North Atlantic is up to a factor of about two
larger than that in the northern North Sea. Furthermore, by
taking the Phillips spectrum result for M = 0.306 m?s~' (NA)
as an example, the mean volume Stokes transport 4 one
standard deviation is 0.18 and 0.44 m?*s~', respectively, in
the water column from the surface down to about 36 m. The
corresponding intervals (i.e. the mean value + one standard
deviation) of the volume Stokes transport for the water
columns from the surface (z=0m) to about z=—18m, z
=—9m, z=—4.5m, z=-2.3m are (0.090, 0.22) m*s ",
(0.045, 0.11) m?s~", (0.023, 0.055) m?s~', (0.011, 0.028)
m? s, respectively. This is of direct relevance e.g. to the
volume transport of near neutrally buoyant litter as discussed
in Fig. 3.

To the authors' knowledge there are limited results from
observations and models to compare with. However, accord-
ing to Rascle et al. (2008, Fig. 8) the surface Stokes drift Us is
about 1.3% of Uy in the open ocean. More specifically, in their
Fig. 8 they also illustrated the variability of Us/ U, i.€. being
in the range 0.4% to 1.7% for U,o in the range 6—10 m s i.e.
corresponding to the range of E[U,o] for the present data, see
Table 1.

Following Webb and Fox-Kemper (2011), the unidirec-
tional surface Stokes drift velocity within a sea state for
random waves in deep water is given by

342
_ mH;

US — T3
T3

(29)
where T3 = 27 (mo/m;)"/3 is the wave period related to the
surface Stokes drift velocity.

For the Phillips spectrum it follows that

1/3
Ty = 2T Uy — 0.403Use, (30)
Usph = 20lU10 = 00162U10 (31)
For the PM spectrum (Tucker and Pitt, 2001)
1, n/4—1 n
my, = zag(1.25a,) r(1 _ Z)' (32)
Eq. (32) is valid for n smaller than 4, yielding
m3 =0.0835U,9, and thus
T3 = 0.483U1o, (33)
Uspy = 0.0170U+p. (34)

Then it follows that the ratio E[Us]/E[U4o] = Us/Uqo for
both the Phillips spectrum (Eq. (31)) and the PM spectrum
(Eq. (34)) is in the upper range of the results given in Rascle
et al. (2008, Fig. 8) referred to, i.e. in the range 0.4—1.7%.
However, e.g. by taking into account the standard deviation
of the results (see Table 2), E[Us] minus one standard devia-
tion divided by E[U4o] will be within a wider range of these
values. Although this comparison only covers the surface
Stokes drift velocity it should give some confidence to the

present results. However, further comparisons with observa-
tions or models for the Stokes drift in layers in the water
column are also required to make firm conclusions regarding
the validity of the results.

4. Conclusions

The main conclusions from this work are as follows:

1. By using the Phillips and Pierson-Moskowitz model wave
spectra together with long-term wind statistics from one
location in the northern North Sea and from four locations
in the North Atlantic, example calculations show that the
mean value of the Stokes transport in the North Atlantic is
up to a factor of about two larger than that in the
northern North Sea; the standard deviation to the mean
value ratios are in the range 43—46% in the North Atlantic
and 60% in the northern North Sea.

2. Agreement is also found between the present results and
those by Rascle et al. (2008) for the surface Stokes drift
velocity.

Overall, the present method can be used to assess the
Stokes transport velocity for deep water random waves
within sea states based on global wind statistics, which is
important to estimate further the drift of e.g. near neutrally
buoyant marine litter in the oceans.
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1. Introduction

Sea coasts are contact zones between the land and the sea or
the ocean. One of the few possible types of coasts are
beaches, which are the most common form of littoral accu-
mulation. Sandy beaches being a buffer zone between the
land and the sea are characterized by wide spectrum of sizes,
morphologies and ranges of exposure to oceanographic con-
ditions (Mudryk et al., 2011; Novitsky and MacSween, 1989;
Rodil and Lastra, 2004). Those environments are very
dynamic, as they are shaped by wind, sand and water remain-
ing in constant motion (German Rodriguez et al., 2003;
McLachlan et al., 1996; Rodil and Lastra, 2004; Schoeman
et al., 2000). Marine beaches, sandy ones in particular, are
often subjected to considerable anthropogenic pressure due
to recreational and economic functions (Antonowicz et al.,
2015; Westawski et al., 2000). Diverse forms of organic
matter including variety of its constituents (lipids, proteins,
carbohydrates, total organic carbon, total phosphorus and
total nitrogen) transform beaches into specific ecosystems
inhabited by microorganisms which participate in the trans-
formation and mineralization of the matter (Koop and Grif-
fiths, 1982; Phillips et al., 2011), and hence sandy beaches
play an important role in energy flow and organic matter
turnover. Being considered an important component of sandy
beach community, bacteria mineralize about 70% of organic
matter. Beaches can also be considered huge water filters
(approximately 10-70m3*m~"d~") (Brown and McLachlan,
1990; Heymans and McLachlan, 1996; Nair and Loka Bharathi,
1980). During water permeation, a large amount of organic
matter is adsorbed by the sand grain surface as particulate
(POM) and dissolved (DOM) organic matter (Mudryk and
Podgorska, 2006).

Productivity of sandy beaches is ultimately limited by the
nutrient load (Khiyama and Makemson, 1973). The rate of
DOM and POM decomposition depends on the availability of
nutriment, physiological properties and bacteria metabolic
activity. According to Boetius (1995), production and activity
of bacterial hydrolytic enzymes depend on availability, dis-
tribution and concentration of organic substrates. Therefore,
the activity of enzymes in vertical profiles reflects the dis-
tribution of organic matter in water basin sediments. Organic
matter accumulated in sediments is further utilized by inter-
stitial organisms and returns to the sea in the form of
nutrients. Therefore, on most beaches an interstitial system
acts as a biological filter that enhances the mineralization of
organic matter and purifies water. Heterotrophic bacteria
inhabiting coastal ecosystems are not a homogeneous group
of organisms. They represent the population of various phy-
siological groups which is characterized by the ability to carry
out the processes of depolymerization of a wide spectrum of
macromolecular compounds (Krstulovi¢ and Soli¢, 1988;
Mudryk et al., 1999, 2011).

Quality and quantity of organic matter in surface sedi-
ments have been considered a major factor in determining
the amounts of material potentially available to consumer
organisms, thus affecting community structure and benthic
metabolism (Buchanan and Longbottom, 1970; Graf et al.,
1983; Graf, 1989; Grant and Hargrave, 1987; Thompson and
Nichols, 1988). Organic matter (OM) in the marine environ-
ment consists of labile and refractory compounds whose

relative importance may have profound implications for
OM diagenesis and organic carbon turnover (Danovaro
et al., 1993; Daumas et al., 1983; Fabiano et al., 1995;
Fichez, 1991a; Rowe and Deming, 1985). The labile portion
contains mainly simple sugars, fatty acids and proteins that
are rapidly mineralized. On the contrary, the refractory
matter, which consists of substances like humic and fulvic
acids and complex carbohydrates, is characterized by lower
degradation rates (Biddanda and Riemann, 1992; Buscail
et al., 1990; Danovaro et al., 1999a; Fabiano and Danovaro,
1994; Handa et al., 1972; Robinson et al., 1982; Sargent
et al., 1983; Wilson et al., 1986). Sandy beaches usually
receive large input of organic matter, which comprises an
important source of nutrients for offshore production (Brown
and McLachlan, 1990; Jedrzejczak, 1999). Local changes of
sedimentary organic matter in the marine environment
affect spatial distribution, metabolism and dynamics of all
benthic components, from bacteria to macrofauna (Civi-
danes et al., 2002). Quantitative information on vertical
fluxes of particulate proteins, carbohydrates and lipids is
extremely rare (Danovaro et al., 1999b). In general, it is
expected that labile carbon flux is coupled with surface
productivity and decreases with depth (Carney, 1989).

Despite the fact that a range of studies have been con-
ducted worldwide on microbial enzymatic activity on various
beaches (Cividanes et al., 2002; Danovaro et al., 1993,
1999a,b; Danovaro, 1996; Dell'Anno et al., 2002; Fabiano
et al., 1995, 2004; Fernandes et al., 2012; Fichez, 1991a,b;
Graf and Meyer-Reil, 1985; Khripounoff et al., 1985; Meyer-
Reil, 1983), only a few of them were focused on the compar-
ison of microbial enzymatic activity. Few papers have
attempted to analyze microbial enzymatic activity compre-
hensively according to biochemical composition of the sedi-
mentary organic matter and specific characteristic of the
beach. Moreover, to the best of our knowledge, in the case of
the Polish coast only two scientific papers concern microbial
enzymatic activity on sandy beaches (Mudryk and Podgorska,
2006; Perlinski and Mudryk, 2016). Therefore, the aims of this
study were to investigate: (1) the biochemical composition
variability of the sedimentary organic matter and microbial
enzymatic activity on 3 beaches subjected to a different
degree of exposure and anthropopression, (2) the temporal
changes in the quantity of sedimentary organic matter com-
position and microbial enzymatic activity in sheltered and
exposed beaches, and (3) the variation of the above men-
tioned parameters according to the distance from the water
line and vertical core depth.

2. Material and methods
2.1. Study area and sampling sites description

The study was carried out in three spots on 130 km long
section of the Polish coast, between 232nd and 102nd km of
the Polish sea border where the widest, the most beautiful
and attractive, according to touristic activity, sandy beaches
are located (Fig. 1).

Samples were collected in Ustka (54°34'N/16°51’E) on the
eastern side of the mouth of the Stupia river, in Czotpino
(54°43'N/17°14E) and in Puck (54°44'N/18°24'E). Ustka,
Czotpino and Puck are situated in northern Poland. They
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differ in terms of degrees of anthropogenic impact and
exposition. To avoid repetition, readers are kindly referred
to our previous paper presenting very detailed description of
the locations according to geomorphology of deposits and
anthropogenic impact (Bigus et al., 2016). The only informa-
tion worth emphasizing here is that beaches located in Ustka
and Czotpino are exposed, while the beach located in Puck is
a sheltered one. Moreover, the strength of anthropogenic
impact decreases in the following order: Puck (heavy) >
Ustka (moderate) > Czotpino (light) since the beach located
in Czotpino is the part of the Stowinski National Park which is
registered on the World List of Biosphere Reserves, the beach
in Ustka is located close to the mouth of the slightly polluted
Stupia River and the harbor used mainly by fishing and tourist
boats while the beach located in Puck belongs to the Gdansk
Bay which is one of the 27 ecologically endangered areas in
Poland and one of 132 pollution “hot spots” in the Baltic
(Szefer, 2002).

2.2. Sampling and analytical methods

Sand samples were collected seasonally (winter (W), spring
(S), summer (Su) and autumn (Au)) in 2011 and 2012 from two
sites different in terms of environmental parameters on each
beach. Site D1 (sea) — was located approximately 3 m off-
shore, at a depth of about 1 m underwater while site D2
(beach) — was around halfway up the beach, 30 m from the
water line.

Sand cores were taken with a hand-operated Morduchaj-
Boltowski sampler (length — 30 cm, inner diameter — 15 cm).
15 cm long sand cores were collected in three replicates and
divided into 2 terminal sections in the field (0—5 cm and 10—
15 cm). An intermediate section was skipped since previous
studies showed that the highest differences in microbiologi-
cal parameters could be observed between surface and
subsurface layers of the marine beach (Mudryk and Pod-
gorska, 2007; Olanczuk-Neyman and Jankowska, 1998; Per-
linski and Mudryk, 2016). Sand samples were placed in
polyethylene bags and put in a special container of tempera-
ture not exceeding 8°C and then transported to the labora-
tory. Since the accomplishment of full microbiological
analysis was not possible in a relatively short period of time,
samples were frozen to —60°C, however, just before analysis,
the batch of samples subjected for treatment was defrosted.
Several microbiological and chemical parameters were
determined in sand sediments: lipase, aminopeptidase, «-
glucosidase, B-glucosidase, secondary bacterial production
(SBP), total bacteria number (TBN), lipids (LIP), proteins
(PRT), carbohydrates (CHO), organic matter (OM), total
organic carbon (TOC), total phosphorus (TP), total nitrogen
(TN), biopolymeric carbon (BPC) and complex organic matter
(COM). Sand samples were only mixed prior to the chemical
analysis, while they were diluted tenfold in a sterile water
buffer (pH = 7.2) and sonicated (Ellery and Schleyer, 1984) to
separate bacteria from sediment prior to the microbiological
analysis. Sonication was done using ultrasonic sonicator Ban-
delin SONOPLUS HD 2070 (Bandelin, Germany) for 1 min at
the frequency of 20 kHz. Methodological details of the above-
mentioned settings are depicted in Table 1. Measurements of
absorption for LIP, PRT and CHO were done using Hitachi U-
5100 (Hitachi, Japan) against deionized water produced by

HLP 10 (Hydrolab, Poland), while spectrofluorimetric mea-
sures for lipase, aminopeptidase, a-glucosidase and B-glu-
cosidase were done using Hitachi F-2500 (Hitachi, Japan).
Enzyme activities in core sediments were determined using
substrate proxies: MUF (4-methylumbelliferone) and MCA (L-
leucine-4-methyl-coumarinyl-7-amide) for lipase/«a-glucosi-
dase/B-glucosidase and aminopeptidase, respectively.

2.3. Statistical methods

Two types of statistical procedures were applied in this study.
Differences in median values of microbiological and chemical
parameters determined in the sand cores collected on three
different beaches were analyzed by the use of nonparametric
H Kruskal—Wallis's and U Mann—Whitney's tests, while in
order to discover seasonal differences as well as vertical
and horizontal variation of microbiological and chemical
parameters of dredge material collected in Ustka, Czotpino
and Puck, including their mutual relations, factor analysis
was applied along with the method of Principal Component
Analysis (PCA) (Massart and Kaufman, 1997; Vandeginste
et al., 1997). PCA enables reduction of the dimensionality
of the space of the variables in the direction of the highest
variance of the system. New variables, called principal com-
ponents being linear combinations of the previous variables,
replace the old coordinates of the factor space. Very often
primary PCA solution is additionally rotated using one of the
possible strategies (orthogonal rotations: varimax, biquarti-
max, quartimax, eqauamx; skewed rotations: oblimix, pro-
max, etc.). Rotation strategy simplifies the structure of
factors and therefore makes its interpretation easier and
more reliable since it strengthens the role of the latent
factors with a higher impact on the variation explanation
and diminishes the role of PCs with a lower impact (Cattell,
1978; Thurstone, 1947). Prior to running PCA, Spearman'’s
correlation matrix was calculated while Bartlett's test (Bar-
tlett, 1951) was applied to check if the correlation matrix is
an identity matrix (null hypothesis). An identity matrix is a
matrix in which all of the diagonal elements are 1 (correla-
tion of a given parameter with itself) and all of the diagonal
elements are 0 (all parameters are orthogonal). Basing on
Bartlett's test results, the null hypothesis was rejected and
hence the use of PCA was validated. All calculations were
performed by the use of the software package STATISTICA
12.0 (Statsoft Inc., USA).

3. Results

Seasonal, horizontal and vertical variations were not con-
sidered in the initial stage of data analysis since it was the
target planned for multidimensional analysis. This is why the
overall basic statistics concerning microbiological and che-
mical parameters measured in the beach sediments are
shown in Table 2.

The average concentration of PRT decreases in the follow-
ing order: Ustka (453 g g ') > Puck (372 pg g ') > Czotpino
(268 g g~ "). Whereas beach sediments collected in Puck
were the most abundant with LIP (250 pg g~') overtaking
Ustka (176 pg g~ ') and Czotpino (112 g g~'). Similar order
was observed for CHO: Puck (582 ugg™')> Ustka
(509 pg g~ ") > Czotpino (338 pgg™') and for OM: Puck
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Table 1 The list of microbiological and chemical parameters determined in sand samples collected from three Polish beaches.
Parameter Method Details Reference
Lipase Hopp's MUF and MCA being derivatives of coumarin are Hoppe (1984), Misic and

Aminopeptidase
a-Glucosidase
B-Glucosidase

fluorescent markers used to determine enzyme
activity. These markers attach to an appropriate
substrate and remain fluorescently inactive at this
moment. Enzymatic action causes the release of
markers and increase of fluorescence. The higher
fluorescence the higher enzymatic activity.
Determination of tritium tagged thymidine
incorporated to bacterial DNA using liquid
scintillation counter Canberra Packard Tri-Carb

Using epifluorescence microscope Olympus BX41
equipped with excitation-barrier cube UV-2A
(excitation A = 365 nm, emission A = 420 nm)
Extraction fatty compounds using chloroform-
methanol mixture, absorption measure using wave

Absorption measure using wave length 480 nm
Absorption measure using wave length 480 nm for

Comparison of sample mass before and after
Combustion with H,SO,4 and K,Cr,0; and titration

After preliminary mineralization using
concentrated H,SO,4 and 30% H,0,, ascorbic acid as

After preliminary mineralization using
concentrated H,SO,4 and 30% H,0, using Biichi

As the sum or organic carbon present in lipids,

Fabiano (2005)

Allen et al. (2002),
Fuhrman and Azam (1982),
Jugnia et al. (2000)

Porter and Feig (1980)
Zollner and Kirsch (1962)
Markwell et al. (1978)
DuBois et al. (1956)
Januszkiewicz (1978)
Myslinska (2001)

Bednarek et al. (2005)

Bednarek et al. (2005)

Fabiano et al. (2004)

SBP Modified Fuhrman's
and Azam's
2100TR
TBN DAPI
LIP Zollner's and Kirsch's
length 530 nm
PRT Markwell's
CHO Dubois's
hexose and 490 for pentose
oM By weight
roasting
TOC Tiurin's
using Fe(NH;)S04-6H,0
TP Molybdate method
a reducer
TN Kjeldahl's
Distillation Unit K — 350
BPC Computational
proteins and carbohydrates
COM Computational TOC-BPC

Cividanes et al. (2002)

(42mgg~") > Ustka (19 mgg~") > Czotpino (11 mgg™"). In
all presented orders core sediments from Czotpino were least
abundant with OM proving that increasing anthropopression
is positively correlated with an increase of OM abundance.

To evaluate the differences in values of microbiological
and biochemical parameters in the sand cores collected in
three different beaches results were statistically assessed by
the use of nonparametric H Kruskal—Wallis (K—W) test
(Table 3).

Data listed in Table 3 indicate that statistically significant
differences in median values of chemical parameters as LIP,
CHO, OM, TOC, TP, TN, BPC and COM prevail over micro-
biological ones. In the group of microbiological parameters,
the only difference was found for «-glucosidase in Czotpino
and Ustka. Secondary bacterial production and total bacteria
number are comparable in core sediments of all the beaches.
This is because of the similarity of the geomorphology of
sediments and seawater chemistry. The highest number of
differences was found between Czotpino and Puck. They
concern median values of LIP, CHO, OM, TOC, TP, TN, BPC
and COM and all values were much higher in Puck than in
Czotpino (from 71% for BPC to 403% in the case of TN).

As mentioned above, Spearman’s correlation matrix was
calculated prior to running PCA (Table 4).

An analysis of correlations among microbiological and
chemical parameters revealed that 28 out of 105 correlation
coefficients were statistically significant at p=0.01. Only
2 out of 28 coefficients were negative. Negative coefficients
were found between CHO, TP and the activity of a-glucosi-
dase (respectively ry = —0.37 and rs = —0.38). The activity of
lipase was positively correlated with SBP (rs=0.30) and
activity of aminopeptidase (rs = 0.49). Single positive corre-
lation (rs = 0.33) between the activity of aminopeptidase and
SBP was found. a-glucosidase activity was positively corre-
lated with OM (rs = 0.38), TOC (rs = 0.39) and COM (rs = 0.39).
The highest number of positive coefficients ranging between
0.32 and 1.00 was found for LIP, CHO, OM, TOC, TN, BPC and
COM.

The consecutive step consisted in a multidimensional
analysis since the correlation matrix was not an identity
one. Six independent factors, obtained as an effect of a
varimax rotated solution of PCA explaining almost 76% of
the variance of the entire data set, were distinguished
(Table 5).

Factor 1explaining nearly 25% of the total variance indi-
cates strong positive correlation between OM, TOC, TN and
COM. Positive correlation between OM, TOC and TN is not
surprising and rather evident since total organic carbon is
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Table 2 Basic statistics of microbiological and chemical parameters in the beach sediments from three Polish beaches (northern

Poland) (S.D. — standard deviation).

Location N Mean Median Minimum Maximum S.D.
Lipase [nMMUF g~" h™"] Ustka 32 230 143 19 951 227
Aminopeptidase ["'MMCAg~"h™"] 60 37 2 300 64
a-Glucosidase [nMMUF g~ h™"] 51 24 2 237 61
B-Glucosidase [nM MUF g~ ' h™"] 27 21 2 99 24
SBP [mgCg 'h™"] 70 41 4 257 69
TBN [cellg™"] 6,421,421 6,400,096 1,509,553 12,019,297 2,207,518
LIP [pg g™ 176 149 51 542 115
PRT [ng g™ "] 453 269 78 1782 404
CHO [png g '] 509 387 121 2985 493
OM [mgg™ "] 19 18 5 34 10
TOC [mg g "] 11 11 3 20 6
TP [ng g™ '] 70 57 8 226 54
TN [ng g '] 251 251 88 469 71
BPC [pgg '] 549 410 251 1749 322
COM [mgg™ "] 11 10 3 20 6
Lipase [nMMUF g~"h™"] Czotpino 32 138 112 2 715 133
Aminopeptidase ["'MMCAg~'h™"] 39 25 3 273 52
a-Glucosidase [nMMUF g~ ' h™"] 26 10 1 145 37
B-Glucosidase [nM MUF g~ " h~"] 18 11 1 59 17
SBP [mgCg 'h™"] 41 27 2 219 50
TBN [cellg™"] 5,768,562 5,553,173 1,913,988 14,236,203 2,687,490
LIP [ugg™"] 112 95 6 324 80
PRT [pg g™ "] 268 218 86 804 181
CHO [pgg™"] 338 335 53 650 134
OM [mgg™"] 11 9 5 21 5
TOC [mg g "] 9 6 1 20 5
TP [png g '] 99 64 8 232 72
TN [ng g '] 95 94 49 208 32
BPC [ngg '] 345 313 222 595 97
COM [mgg "] 8 6 1 19 5
Lipase [n(MMUF g~"h™"] Puck 32 119 104 4 416 88
Aminopeptidase ["'MMCA g~ " h™"] 42 35 1 108 33
a-Glucosidase [nMMUF g~ h™"] 37 17 1 165 48
B-Glucosidase [nMMUF g~ " h~"] 38 9 1 252 62
SBP [ugCg~"h™"] 52 31 2 421 77
TBN [cellg™"] 5,820,068 5,416,809 2,903,134 16,147,673 2,458,823
LIP [ngg™"] 250 190 41 1428 264
PRT [ngg™"] 372 224 92 3862 656
CHO [pgg™"] 582 531 177 1864 305
OM [mgg™"] 42 30 5 183 39
TOC [mg g "] 30 21 2 139 30
TP [ug g '] 260 152 63 855 205
TN [pngg™ " 478 329 177 1739 378
BPC [pgg™'] 590 476 278 2688 433
COM [mgg™"] 30 21 2 136 30

usually the carbon stored in soil organic matter, while nitro-
gen is one of the major components of OM. Similar mutual
increase of TOC, COM and TN was observed before by others
(Cividanes et al., 2002; Fabiano et al., 1995; Rodil et al.,
2008). Because of this, based on source oriented interpreta-
tion of the factor, its meaning reflects communal wastes
discharged by high-rate (with elevated removal of nutrients)
wastewater treatment plants (as is in the case of Stupsk and
Ustka wastewater treatment plants) and surface run-off from

agriculture. This is why it could be conditionally named as
“anthropogenic rich in N”.

Factor 2 explains a lesser part of the total variance (about
10%) and shows a directly proportional correlation between
lipase, aminopeptidase and SBP. It could be accepted as “micro-
bial enzymatic activity” and informs about the activity of
microorganisms toward oil spills (Ziervogel et al., 2012, 2016).

Factor 3 indicates a strong positive correlation between
PRT, CHO and BPC. It explains about 14% of the total variance
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Table 3
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Statistical assessment of the differences of median values of microbiological parameters, enzymatic activity and

concentration of total forms of elements according to the location of the beach by the use of multiple Kruskal—Walli's test (p = 0.05).

Parameter H value of K—W test (insignificant p value)

H value of multiple K—W's test (insignificant p value)

Czotpino vs Ustka Czotpino vs Puck Ustka vs Puck

Lipase
Aminopeptidase
a-Glucosidase
B-Glucosidase

4.71 (p = 0.0948)
3.48 (p = 0.1747)
8.21

2.57 (p =0.2759)

SBP 4.62 (p = 0.0989)
TBN 3.28 (p=0.1939)
LIP 12.35
PRT 2.63 (p=0.2679)
CHO 20.29
oM 25.64
TOC 17.73
TP 30.84
™ 65.52
BPC 21.81
COM 17.32

2.83 1.03 (p=0.9061) 1.78 (p =0.2159)

2.37 (p=0.0535)  3.43 1.06 (0.8627)
2.00 (p=0.1346)  4.50 2.49

2.82 5.05 2.23 (p=0.0772)
1.77 (p=0.2300)  4.19 2.42

1.68 (p=0.2773)  3.74 5.42

5.52 7.87 2.36 (p = 0.0541)
3.45 4.45 1.00 (p = 0.9510)
1.68 (p=0.2799)  4.14 2.46

Table 4 Spearman's correlation coefficients (p = 0.01) between microbiological and chemical parameters determined in core

sediments collected in three Polish beaches.

Lipase Amino- «- B- SBP  GA LIP PRT CHO OM TOC TP TN BPC COM
peptidase Glucosidase Glucosidase
Lipase 1.00
Aminopeptidase 0.49 1.00
a-Glucosidase 0.12 0.20 1.00
B-Glucosidase 0.11 0.08 —0.12 1.00
SBP 0.30 0.33 0.17 —0.01 1.00
GA 0.17 0.11 0.08 —0.22 0.09 1.00
LIP 0.12 0.00 0.11 0.06 —0.09 0.21 1.00
PRT 0.03 0.07 0.16 —0.01 0.00 -0.16 —0.17 1.00
CHO —0.04 0.04 -0.37 0.18 -0.12 0.00 0.00 0.10 1.00
OM —0.05 0.11 0.38 0.07 -0.150.03 0.32 0.15 0.10 1.00
TOC —0.03 0.08 0.39 0.05 —0.21 —0.00 0.33 0.17 0.06 0.96 1.00
TP 0.05 0.10 —0.38 —0.05 0.16 —0.06 0.01 -0.23 0.32 —0.06 —0.08 1.00
TN 0.05 0.11 0.08 0.12 0.09 0.08 0.38 -0.06 0.40 0.41 0.32 0.34 1.00
BPC 0.03 0.07 0.02 0.16 -0.12 0.01 0.39 0.59 0.57 0.39 0.38 -0.02 0.37 1.00
COM —0.03 0.08 0.39 0.04 —0.21 —0.00 0.32 0.15 0.04 0.96 1.00 -0.08 0.32 0.36 1.00

Bold values are statistically significant on p = 0.01.

and, being a reflection of mutual relations between proteins
and carbohydrates, can be conditionally named as “labile
organic matter”. Strong contribution of biopolymeric carbon
within factor 3 is in agreement with expectations since BPC is
the sum of lipid, protein and carbohydrate carbon.

Factor 4 (8% of the variance) indicates the proportional
relation between TBN and LIP. It is evident that moist and
warm environment of beaches abounding with lipids from
many sources (UV filters, tanning oils and lotions, fat from
wastewater treatment plants, etc.) makes a favorable habi-
tat for bacteria growth. This is why the fourth factor could be
accepted as “bacterial growth”.

Factor 5 accounts for 9% of the total variance and contains
only one parameter — TP. Since it suggests an impact
of phosphates from raw domestic wastes or dumps from

low-rate (without increased removal of nutrients) waste-
water treatment plants, it was called “an anthropogenic rich
in P”.

Factor 6 accounts for 8% of the total variance and contains
inversely correlated a-glucosidase and B-glucosidase. Simi-
larly as in the case of factor 2 it reflects microbial enzymatic
activity, however to distinguish it from factor 2, it was called
“hydrolytic”. a-glucosidase breaks down starch and disac-
charides to glucose and is located in the brush border of the
small intestine that acts upon 1,4-alpha bonds. This is in
contrast to B-glucosidase which catalyzes the hydrolysis of
the glycosidic bonds to terminal non-reducing residues in
beta-D-glucosides and oligosaccharides, with the release of
glucose. An inversely proportional correlation between «-
and B-glucosidase refers to the ability of microorganisms to
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Table 5 Factor analysis solution after normalized varimax rotation.

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6
Lipase -0.07 0.72 0.01 0.20 —0.18 0.19
Aminopeptidase 0.01 0.70 —0.08 —0.07 0.08 0.12
a-Glucosidase 0.27 0.03 —0.30 —0.06 —0.45 -0.52
B-Glucosidase 0.19 0.09 -0.09 —0.15 -0.07 0.81
SBP -0.16 0.70 —0.01 -0.13 0.26 —0.21
TBN -0.09 0.13 —0.03 0.75 -0.00 -0.29
LIP 0.38 -0.15 0.09 0.69 0.11 0.10
PRT 0.41 0.09 0.73 —0.11 —0.28 -0.16
CHO 0.04 -0.09 0.78 -0.07 0.23 0.12
OM 0.96 —0.04 0.18 0.03 0.04 0.03
TOC 0.96 —0.05 0.18 0.04 0.04 0.04
TP 0.18 0.07 —0.08 0.04 0.83 —0.03
TN 0.59 0.01 0.06 0.07 0.48 —0.02
BPC 0.44 —0.04 0.86 0.16 —0.05 —0.02
COM 0.96 —0.05 0.17 0.03 0.04 0.04
Eigenvalue 3.80 1.57 2.09 1.18 1.39 1.16
% of the explained variance 25% 10% 14% 8% 9% 8%
% of the cumulated variance 25% 35% 49% 57% 68% 76%

Note: Values in bold are the factor loadings higher than 0.5 and those, which were further interpreted; varimax rotation was applied as

indubitably the most popular rotation method by far (Hervé, 2010).

decompose OM. When easily assimilable matter (i.e. pro-
teins, monosaccharide) is present in the environment, a
growth of microorganisms synthesizing B-glucosidase and
hence an increase of its activity is observed. In the meantime
an activity of a-glucosidase decreases. After the source of
easily assimilable matter is exhausted or when fresh and
hardly assimilable matter appears in the environment,
mutual dependence between both forms of glucosidase
switches in the direction of «-glucosidase activity increase
(to decompose hardly assimilable matter). This is why the
activity of both forms of glucosidase can not increase or
decrease simultaneously. Higher activity of «-glucosidase or
B-glucosidase is conditioned by the kind of OM present in the
environment (Zeng et al., 2010).

To verify and evaluate the differences in median values of
microbiological parameters, enzymatic activity and a con-
centration of total forms of elements according to a location
of the sampling point, core depth and seasonality, the U
Mann—Whitney test was applied and its results are depicted
in Table 6.

As ensues from data presented in Table 6 CHO, PRT and
BPC abundance differs seasonally in Ustka and Czotpino,
while in Puck CHO and BPC abundance differs only according
to the distance from the water line. Besides the winter
period, an increase in the concentration of all labile forms
of organic matter is observed in Ustka (winter: PRT —
291.99 pgg~'; CHO — 456.27 ug g~ '; BPC — 502.06 ug g™ ";
spring: PRT — 232.76.99 pg g~ '; CHO — 273.44 pg g~ '; BPC —
344.74 ugg~'; summer: PRT — 569.87 ugg™'; CHO —
403.19 pgg™'; BPC — 530.24pgg™'; autumn: PRT —
716.19 ngg~'; CHO — 902.99 pg g~ '; BPC — 817.47 pg g™’
and Czotpino (winter: PRT — 138.34pgg™'; CHO —
364.70 pgg™'; BPC — 299.48 ugg™'; spring: PRT
290.70 pg g~ '; CHO — 256.39 pg g '; BPC — 353.35 ug g™ ';
summer: PRT—- 287.96 pg g~'; CHO — 365.98 ngg~'; BPC —
365.80 pgg~'; autumn: PRT — 356.87 ugg™'; CHO —

~

363.96 ug g~ '; BPC — 361.07 ug g~ '). The observed increase
of labile organic matter abundance in spring, summer and
autumn matches the increase of biological activity in the
corresponding seasons in the coastal zone of the southern
Baltic Sea (Hakanson and Bryhn, 2008; Smayda, 1997; Vu,
2016). In Puck significant seasonal changes of PRT, CHO and
BPC are not observed while sediments dredged from location
D1 are at least two and a half times more abundant with CHO
(691.51 ug g~ ") and BPC (732.32 ng g~ ') than these dredged
from D2 (CHO — 472.96 pg g~ '; BPC — 447.80 pgg™"). The
lack of seasonal changes in this case is probably caused by the
stability of sea water characteristics (temperature, aeration,
etc.) in Puck Bay while variation along a horizontal transect
of the beach is caused by analogical reasons as were pre-
sented for F1 interpretation (sheltered beach, low slope,
energy of waves and hydrodynamics, etc.).

4. Discussion

The concentration of OM found on exposed locations in Ustka
(19 mgg~") and Czotpino (11 mgg~") is similar to OM con-
centration found on exposed beaches in Germany: 5.9 mg g™
(Meyer-Reil et al., 1980), 16.80 mgg~"' (Meyer-Reil, 1983)
and on the Ligurian coast: 19.25mgg~" (Fabiano et al.,
1995). A comprehensive comparison of dredge material col-
lected in various world-wide spread locations according to
the abundance of proteins, carbohydrates and lipids is pre-
sented in Fig. 2.

Human activity, emission of pollutants in particular,
increases the total budget of labile and refractory OM in
the environment (Dell’Anno et al., 2002). However, it must be
recalled that a simple division into anthropogenic and natural
origin of OM according to its labile or refractory character-
istic is not an easy task. As an example, easily mineralized
PRT, LIP and CHO are components of the majority of living
organisms. They can be both of “marine” and “terrestrial”



320

A.M. Astel et al./Oceanologia 60 (2018) 312—330

Table 6 Statistical assessment of the differences of median values of microbiological parameters, enzymatic activity and
concentration of total forms of elements according to sampling points' location along the beach, depth of the core and seasonality
by the use of Mann—Whitney's and multiple Kruskal—Walli's tests (p = 0.05).

Parameter U value of Mann—Whitney test (according to location and depth) and H value
of multiple K—W's test (according to seasons) (insignificant p value)
Ustka Czotpino Puck
Lipase 99 (p =0.2828)" 86 (p=0.1178)" 103 (p = 0.3558)"

Aminopeptidase

a-Glucosidase

B-Glucosidase

SBP

TBN

LIP

PRT

CHO

oM

TOC

TP

TN

BPC

COM

108 (p = 0.4624)°
3.32 (=0.3439)°

60!
102 (p = 0.3365)¢
2.20 (p =0.5316)°

90 (p = 0.1575)"
92 (p=0.1809)¢
4.06 (p=0.2551)°

124 (p = 0.8950)"
107 (p = 0.4397)°
5.38 (p=0.1461)°

55!
105 (p = 0.3964)°
4.86 (p=0.1823)°

127 (p = 0.9849)"
108 (p = 0.4624)°
9.11%

117 (p = 0.6923)"
118 (p = 0.7203)¢
4.39 (p=0.2219)°

115 (p = 0.6375)"
109 (p = 0.4856)
8.28°

86 (p=0.1178)'
119 (p = 0.7487)°
9.32°

111 (p = 0.5340)"
115 (p = 0.6375)¢
3.20 (p=0.3624)°

113 (0.5847)
118 (p = 0.7203)¢
3.14 (p = 0.3707)°

107 (p = 0.4397)"
124 (p = 0.8950)¢
1.86 (p = 0.6012)°

121 (p = 0.8210)"
98 (p = 0.2660)¢
4.16 (p =0.2451)°

113 (p = 0.5847)"
120 (p = 0.7774)°
10.96°

109 (p = 0.4856)"
117 (p = 0.6923)¢
3.02 (p =0.3877)°

87 (p=0.1269)¢
1.90 (p = 0.5921)*

91 (p =0.1689)'
123 (p = 0.8653)¢
8.80°

85 (p =0.1092)"
122 (p = 0.8358)
3.46 (p =0.3278)°

109 (p = 0.4856)"
97 (p = 0.2503)¢
12.29°

74!
95 (p = 0.2206)¢
9.99°

97 (p = 0.2503)'
103 (p = 0.3558)¢
10.80°

115 (p = 0.6375)"
102 (p = 0.3365)¢
8.62°

114 (p = 0.6109)"
125 (p = 0.9249)°
9.05°

65"
96 (p =0.2351)¢
3.36°

104 (p = 0.3758)"
120 (p = 0.7774)¢
3.74 (p =0.2908)°

117 (p = 0.6923)"
126 (p = 0.9549)¢
4.41 (p = 0.2200)°

116 (p = 0.6647)"
126 (p = 0.9549)°
2.04 (p=0.5636)°

99.5 (p = 0.2913)"
123.5 (p = 0.8801)¢
6.25 (p=0.1001)°

81 (p =0.0796)'
88 (p =0.1365)¢
3.89 (p=0.2737)°

119 (p = 0.7487)"
128 (p = 0.9849)¢
4.62 (p=0.2017)°

77 (p = 0.0570)¢
0.56 (p =0.9043)°

97 (p = 0.2503)"
644
4.30 (p=0.2299)°

107 (p = 0.4397)"
594
1.03 (p = 0.7937)°

126 (p = 0.9549)"
97 (p = 0.2503)¢
3.32 (p=0.3443)°

49"
644
0.07 (p =0.9954)°

91 (p=0.1689)"
123 (p = 0.8653)¢
11.26°

101 (p = 0.3179)"
124 (p = 0.8950)¢
7.07 (p=0.0697)°

94 (p =0.2067)"
100 (p = 0.3000)¢
7.13 (p =0.0679)°

70t

82 (p=0.08663)¢
3.01 (p =0.3903)°
Ol

109 (p = 0.4856)¢
1.85 (p = 0.6042)°
Ol

111 (p = 0.5340)¢
1.71 (p = 0.6353)°

112 (p = 0.5591)"
114 (p = 0.6109)¢
13.01°

46'
113 (p = 0.5847)¢
1.21 (p = 0.7499)°

73!
102 (p = 0.3365)¢
0.85 (p =0.8376)°
Ol
110 (p = 0.5095)¢
1.71 (p = 0.6353)°

| — location (sea vs beach), d — depth (0—5 cm vs 10—15 cm), s — season (winter, spring, summer, autumn).
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Figure 2 Comprehensive comparison of dredge material collected in various world-wide spread locations according to abundance of
labile forms of organic matter (proteins, carbohydrates and lipids).

origin, since i.e. CHO can be photosynthesized by producers
in the sea or be a product of decomposition of organic matter
present in the debris of animals and plants (Penna et al.,
2009). On the other hand, humic and fulvic acids and lignin
are of natural origin despite the fact that they belong to
refractory OM. Having in mind the facts mentioned above, it
could be generalized that OM present in beach sediments can
be both of natural or anthropogenic origin with a different
contribution of labile or refractory forms, however the higher
labile form contribution, the higher the naturalness of OM.

Anthropogenic domination of sources of OM in Puck and
Ustka was positively verified by a calculation of contribution
of labile forms of OM in the total OM budget. For Ustka and
Puck it was 6% and 3%, respectively, while for Czotpino it was
65%. For Puck there are two simultaneous factors causing
higher accumulation of organic matter. As mentioned above,
one of them is anthropopression while the other concerns the
degree of sheltering. Grain size should not be considered a
differentiating factor since sediment from the beaches in
Ustka, Czotpino and Puck indicates a predominance of fine-
grained sands with little variation in all the locations (Bigus
et al., 2016). Sheltered (covered) beaches like in Puck,
characterized by fine-grained sediments, have a much higher
capacity of pollutant accumulation (McLachlan et al., 1996)
than exposed beaches characterized by similarly grained
sediments due to poorer oxygenation and lower drainage.
Limited hydrodynamics of the sheltered beach favors the
accumulation of sedimentary organic matter due to a limited
renewal of interstitial water (Incera et al., 2003). In addition,
low energy of the surge permits the formation of fine
and stable sediments that allowed the settlement of a
higher amount of fauna (Nordstrom, 1992). On the contrary,

stronger hydrodynamics of the exposed beaches permits
deposition of coarser sediments through which water runs
easily, preventing the accumulation of organic matter while
hydrodynamic stress concerning the impact of waves limits
biological richness (McLachlan et al., 1996).

As is shown in Fig. 2, dredged material collected on the
Polish coast is characterized by a similar concentration of
proteins, carbohydrates and lipids to those collected on the
Ligurian coast (Danovaro et al., 1993; Fabiano et al., 1995,
2004), Adriatic beaches (Danovaro et al., 2001), northwes-
tern coast of Spain (Rodil et al., 2007) as well as on the
western coast of India (Fernandes et al., 2012). Beach sedi-
ments collected in Ria de Arousa (Cividanes et al., 2002), in
the northwestern part of the Iberian Peninsula (Incera et al.,
2003), in the Gulf of Gascogne (Khripounoff et al., 1985), in
the area of the Porcupine Abyssal Plain (Danovaro et al.,
2001), in the Philippines (Graf and Meyer-Reil, 1985) and on
the Tyrrhenian (Fabiano and Danovaro, 1994) and the Ligurian
coasts close to Prelo Bay (Danovaro et al., 1999b) as well as in
the western (Fichez, 1991a) and eastern (Danovaro et al.,
1993) parts of the Mediterranean Sea were at least four to
five times more abundant with PRT, CHO and LIP. Concentra-
tions of labile forms of organic matter were significantly
higher (more than tenfold) in dredge material collected in
the Aegean Sea (Danovaro et al., 1999a), on the Apulian coast
(Dell’Anno et al., 2002) and in northern Germany (Meyer-Reil,
1983) than in the samples collected in Poland.

Comprehensive comparison of microbial enzymatic activ-
ity on the Polish coast with other locations is problematic due
to the limited number of papers dealing with this topic
(Danovaro et al., 2001; Misic and Fabiano, 2005), however
activity of aminopeptidase did not exceed 6.65 and
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3.7nMMCA g "h™" in beach sediments collected in the
Ligurian Sea (Misic and Fabiano, 2005) and the Adriatic Sea
(Danovaro et al., 2001), which is almost tenfold lower than in
dredge sediments collected in Ustka, Cztuchow and Puck.
Similarly, tenfold lower activities of a-glucosidase and B-glu-
cosidase were found in the warmer ecosystem of the Mediter-
ranean beaches (Danovaro et al., 2001; Misic and Fabiano,
2005). Other results concerning microbial enzymatic activity
in core sediments of Polish beaches indicate comparable
results for lipase (183.75 nM MUF g~ h™"), aminopeptidase
(94.38 NMMCA g~ h™"), a-glucosidase (24.40 n(MMUF g~ ' h™")
and B-glucosidase (28.10 nM MUF g~ " h™") activities (Perlinski
and Mudryk, 2016).

Basing on results depicted in Table 3 it could be unequi-
vocally concluded that beach sheltering joined with strong
anthropogenic impact results in huge deposition of both
labile and refractory organic matter, particularly those rich
in nutrients. As presented in Fig. 1, the beach in Puck is
sheltered from large and long period waves by the Hel
Peninsula, which separates the land from the Baltic Sea
almost precluding an exchange of water. Moreover, the
Vistula River flowing through Zutawy Wislane, being the most
important agricultural area in northern Poland, discharges
huge loads of N and P to the Baltic Sea, causing significant
pollution in the entire region of Puck Bay. According to
recent environmental reports in 2009, the Vistula River
discharged 92.1 kt of N and 6.44 kt of P (Report, 2010) to
the Baltic Sea. In 2011, the total load of N and P increased to
102.1 kt and 7.0 kt, respectively (Report, 2012). The other
important source of OM in the vicinity of Puck beach, LIP and
CHO in particular, is wastewater from treatment plants
located close to the coastline in Puck Bay and the marina
located in Puck. Vessels and yachts docking in harbors and
marinas are a common source of many organic substances
such as fuel, paints, anti-fouling agents, oils and soaps.
Communal wastes are the dominant source of phosphorus
compounds in Puck Bay, and hence in core sediments col-
lected in Puck. Such an explanation seems logical since
significant differences between median values of CHO,
TOC, TP and COM were found for Ustka and Puck. In Puck
an increase ranging from 14% (CHO) to 271% (TP) in compar-
ison with Ustka was observed. Apart from «-glucosidase
statistically different median of concentrations between
core sediments collected in Ustka and Czotpino was found
for OM, TNand BPC. Anincreased abundance of nitrogen-rich
compounds in core sediments collected in Ustka can be
explained by the load of the Stupia River which flows through
the agricultural areas in the middle Pomeranian Voivodship,
while anincrease of OM and BPC abundance can be explained
by the impact of two wastewater treatment plants for Stupsk
and Ustka located close to the mouth of the Stupia River.
According to recent environmental reports, coastal rivers
(including the Vistula River) in the Pomeranian region in
Poland in 2011 discharged 105.35 kt of N and 7.16 kt of P,
however, the contribution of the Stupia and teba rivers were
much lower. In 2009 the Stupia River discharged 0.812 kt of N
and only 0.05 kt of P (Report, 2010) to the Baltic Sea while
the Leba River discharged 0.739 kt of N and 0.046 kt of P. In
2011 the total load of N and P compounds due to the Stupia
and teba rivers was as follows: Stupia — 1.231 kt N and
0.068 kt P; teba — 0.936 kt N and 0.044 kt P (Report,
2010, 2012).

The relation between the above characterized factors and
locations (including the distance from the water line and
vertical core depth) of the particular beach as well as
seasonality were identified by the visualization of factor
score values. The unanimous sign of factor scores and factor
loadings corresponds to a high influence of a given factor (and
hence high concentration of an analyte or high value of the
measured parameter) on core sediment sample, while
reverse sign corresponds to low influence. Moreover, the
higher factor score value, the higher the influence. The plot
of scores for the first factor visualized according to the
location of the beach is presented in Fig. 3.

It could be easily observed that core sediments collected
in Ustka and Czotpino create relatively homogenous groups,
while those collected in Puck are spread. The location of
samples along F1 axis (OM, TOC, TN, COM) proves that dredge
material collected in Ustka and Czotpino is not as rich in
organic matter and its constituents as those collected in
Puck. This phenomenon reflects a mutual impact of two
factors. On the one hand, the beach in Puck is sheltered
by the Hel Peninsula and impacted by low energy waves in
comparison to exposed locations in Ustka and Czotpino. On
the other hand, Puck Bay consists of waters which are highly
polluted with organic matter and nutrients due to load
discharged by the Vistula River and three wastewater treat-
ment plants located on the coast (Debogorze, Wschéd, Swa-
rzewo). According to Incera et al. (2003), low hydrodynamics
of sheltered beaches favors the accumulation of sedimentary
organic matter due to a scarce renewal of interstitial water.
Additionally, low energy surge permits formation of stable
sediments which allow settlement of large amounts of fauna
(Nordstrom, 1992). The beaches in Ustka and Czotpino are
exposed and endangered by high energy and long period
waves. Stronger hydrodynamics and reverse current facil-
itate mixing of water column and hence limit OM deposition
on the beach (McLachlan et al., 1996), however slightly
higher factor scores in Ustka compared with Czotpino confirm
differences in median concentration values for OM and TN
(Table 3) indicating a stronger impact of anthropogenic
sources poor in P (the load carried out by the Stupia River
waters).

Dispersion for a point set for Puck and compact form of a
point sets for Ustka and Czotpino suggests different varia-
bility according to seasonal changes, the distance from the
water line and vertical core depth. For Puck, much higher
factor 1 scores were obtained for samples collected approxi-
mately 3 m offshore. Hence, they are richer in OM, TOC, TN
and COM than these collected halfway up the beach.

It was statistically proved that only for Puck, location
plays an important role and differentiates core sediments
collected in the sea from these collected in the middle of the
beach according to OM and its constituents. Because of high
energy waves, core sediments in Ustka and Czotpino are
seasonally stable and homogeneous along the beach as well
as along vertical depth. Contrarily, the concentration of OM,
TOC, TN and COM in dredge material collected 3 m offshore in
Puck is higher (68mgg~', 51mgg™', 656 ugg™' and
50 pg g, respectively) than in the middle of the beach
(15mgg~",9mgg",299 ngg~"and 9 ug g, respectively).
Again, such dependence can be explained by the impact of
waves of low hydrodynamics observed in Puck. In locations
with a low slope (i.e. sheltered beaches), low wave action
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facilitates OM enrichment and deposition within the narrow
belt of shallow water since waves do not have enough energy
to transport OM along a vertical transect of the beach (Incera
et al., 2003).

As could be seen in Fig. 3, time series revealed another
unique pattern confirmed by statistical testing (Table 5).
Although there is a lack of seasonality in the period between
winter 2011 and autumn 2012, a clear exponential increase of
the concentration of OM, TOC, TN and COM in core sediments
collected in all Polish beaches can be observed. This occurs
even in Puck for samples collected in the middle of the
beach. However, it breaks down during the last two seasons:
summer 2012 and autumn 2012. Since the mentioned obser-
vation concerned the entire Polish coast (Ustka, Czotpino and
Puck), it was assumed that accidental changes in OM, TOC,
TN and COM abundance were caused by a sudden and exten-
sive phenomenon related to biological activity. In the south-
ern Baltic Sea two algae blooms are usually observed. The
first of them caused by algae takes place in spring, while the
other of much less intensity caused by cyanobacteria takes
place in the summer season. The spring bloom is due to an
increase of temperature after the winter period and inten-
sive runoff discharge of nutrients (mainly N and P) from
farmlands. Algae bloom usually finishes prior to the highest
peak of touristic season when the temperature rises, oxygen

deficiency appears and an abundance of nutrients has been
depleted (Forsberg, 1991). Such explanation fits with a
sudden drop of the concentration of OM, TOC, TN and COM
observed at the turn of the spring 2012 and summer 2012 sea-
sons, however as ensues from Fig. 3, corresponding algae
bloom did not take place in 2011.

The plot of scores for the factor presenting “microbial
enzymatic activity” is shown in Fig. 4.

All core sediments create spread groups indicating sub-
stantial variation. Basing on factor 2 scores, the highest
microbial enzymatic activity (lipase, aminopeptidase and
SBP) was observed in core sediments collected in Ustka
(Table 2). However, an existence of extreme values in all
locations caused the disappearance of statistically significant
differences (Table 3) in the activity of lipase, aminopeptidase
and secondary bacterial production between the beaches.
Despite this, a careful inspection of the data presented in
Table 5 revealed the distance from the water line as a factor
which differentiates microbial enzymatic activity in Ustka,
and vertical core depth in Puck. An average concentration of
aminopeptidase and SBP in samples from location D1 (sea)
was 36 n(MMCAg 'h™" and 54 ugCg "h™', respectively,
while in samples collected in D2 (beach) it was
84nMMCAg "h™" and 87 ugCg 'h™", respectively. The
highest microbial enzymatic activity in Ustka is probably
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Figure 4 Factor 2 (microbial enzymatic activity) scores according to the location of the beach as well as horizontal transect in Ustka
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caused by infilling with well-aerated sand mined from the
main harbor canal carried out to protect unique ecosystem of
dunes against substantial abrasion of the coast as well as to
assure extraordinary touristic features of this health resort
(Bigus et al., 2016). Statistically higher secondary bacterial
production observed on the beach (82 ug Cg~"h~") in com-
parison with the sea (23 g C g~ ' h™") in Ustka confirms that
infilling campaigns increase mixing and aeration, and hence
facilitate the enzymatic activity of microorganisms in the
middle of the beach in comparison with location D1. Due to
the lack of seasonal and even annual stability of beach
sediments in Ustka caused by infilling actions, the depth-
dependent variation of microbial enzymatic activity was not
observed. Contrarily, in the case of beach characterized by
low slope, low hydrodynamic sand seasonal stability depth-
dependent variation in microbial enzymatic activity could be
noticed. In the upper layer of beach sediments dredged in
Puck the activity of lipase, aminopeptidase, as well as, SBP
was almost twice as high (147nMMUFg~"h™',
55nMMCAg~"h™" and 75 pg C g~ ' h™", respectively) as in
the lower layer (90 nMMUF g~ "h™', 29nMMCAg " h~" and
30 pg Cg~ ' h™', respectively). An increased microbial enzy-
matic activity in the upper layer of the beach sediments
reflects a higher total bacteria number in it, and hence
higher SBP. In general, better mixing (also caused by tourist

movement), aeration and higher temperature observed in
the upper layer of beach sediments facilitate microbial
enzymatic activity (Halliday and Gast, 2011; Piggot et al.,
2012). However, it should be noticed that organic matter
mineralization is not only caused by psammon organisms. The
other important factor which facilitates high molecular com-
pounds degradation is photodegradation dependent on inso-
lation. Photodegradation is the most intensive on beaches
strongly exposed to sunlight and this is why mineralization of
organic matter runs fastest in sediments at a depth of 0—5 cm
(Kaiser and Herndl, 1997).

Inverse time variation, in comparison with “anthropogenic
rich in N” factor, was observed for an abundance of the labile
organic matter. A plot of scores for the third factor visualized
according to the location of the beach is presented in Fig. 5.

Similarly, as it was reported by Incera et al. (2003), BPC
was dominated by PRT and followed by CHO on all Polish
beaches. Starting from winter 2011 to spring 2012, a slight
decrease of the abundance of a labile organic matter was
observed in all the locations, with the highest variation in
Puck. However, statistical assessment (Table 3) proved that
only in the case of CHO and BPC some significant differences
appeared in the pairwise arrangement of the beaches (Czot-
pino vs Puck and Ustka vs Puck). Concentrations of carbohy-
drates were the highest in Puck (582 ug g~'), moderate in
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Figure 5 Factor 3 (labile organic matter) scores according to the location of the beach (on x axis W, S, Su and Au states for winter,

spring, summer and autumn, respectively).

Ustka (509 pg g~ ") and the lowest in Czotpino (338 pgg™').
The lack of statistically significant differences in average
CHO concentration in core sediments was found between
Ustka and Czotpino. The similar sequence of the concentra-
tion of BPC was found for the three investigated locations:
Puck (590 g g~ ") > Ustka (549 ug g~ ') > Czotpino (345 ug g™ "),
however in this case the lack of statistically important
differences was related to Ustka and Puck. Observed differ-
ences in abundance of labile organic matter seem to be a
mixed effect of two factors: anthropogenic pressure and
degree of sheltering and generally decrease in the following
order: highly polluted and sheltered > moderately polluted
and exposed > lightly polluted and exposed being in agree-
ment with the results presented before by Incera et al.
(2003).

As mentioned above, the time-dependent phenomenon of
the inverse characteristic in comparison with factor 1 scores
was observed for an abundance of labile forms of organic
matter in the entire belt of the Polish coast. In Ustka,
Czotpino and Puck a sudden and unexpected increase of
abundance of CHO, PRT and BPC was observed in summer
2012 and autumn 2012. Increasing concentration of labile
forms of OM correlated with decreasing concentration of
nutrients (mainly N and P) could be associated with the algae
blooms mentioned above usually taking place in Spring in the
zone of the southern Baltic Sea. Due to carbohydrate and
protein production potential, many microalgae significantly

increase their cellular neutral biochemical form content
when present in an environment rich in nutrients as is typical
in coastal zones (Hakanson and Bryhn, 2008; Smayda, 1997;
Vu, 2016).

Total bacteria number and concentration of lipids are
almost independent of the degree of beach sheltering or
anthropogenic pressure on the Polish coast. Such conclusion
arises from the analysis of Fig. 6 where spread and range of
factor 4 scores in Ustka, Czotpino and Puck are comparable.

An application of multiple K—W's test (Table 3) confirmed
the lack of statistically significant differences in TBN in cores
dredged in Ustka, Czotpino and Puck and indicated only one
pairwise difference between Czotpino (112 pg g~ ') and Puck
(250 g g~ ") concerning LIP concentration. The overlapping
pattern of points presented in Fig. 6A and B interpreted
together with K—W's test results (Table 5) suggests that
neither location of the sampling point in a vertical transect
of the beach nor vertical core depth discriminates sediment
samples according to bacterial growth. The only difference
refers to the seasonal variation of TBN. During winter TBN is
almost twice as high (around 7 mln cell g~") as during sum-
mer (around 4 mln cell g="), while during autumn and spring
it is comparable (around 6 mln cell g~"). Such phenomenon
could be easily explained by beach freezing during winter
season. When the external temperature drops down, the
upper layer of the beach as well as the shallow part of the
coast freeze creating a tight ice cover which usually reaches
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Figure 6

Factor 4 (bacterial growth) scores according to the location of the beach as well as (A) the distance from the water line and

(B) vertical core depths (on x axis W, S, Su and Au states for winter, spring, summer and autumn, respectively).

the end of the breakwater (up to several dozens of meters).
Below the frost zone, the processes of bacterial multiplica-
tion still take place, however their intensity is much lower
than during summer time and limited by periodic defrosting
caused by occasional temperature increase during sunny
days. Limited access of sea water to the beach due to
elongated ice cover makes removal of organic matter and
bacteria difficult and results in bacteria accumulation
(Westawski et al., 2005).

Terrestrial and even more precisely anthropogenic origin
is evident when one analyzes factor 5 scores presented in
Fig. 7.

A huge load of phosphorus carried out by the Vistula River
through Zutawy Wiélane as well as the impact of local low-rate
wastewater treatment plants reflect higher factor 5 scores in
Puck. High factor 5 scores correspond with statistical differ-
ence of TP concentration median values (Table 3) and refer to
the highest concentration of TP (260 g g~') in comparison
with the respective value in Ustka (70 ng g~') and Czotpino
(99 ng g~ "). Simple comparison proves that the middle Pomer-
anian region is relatively slightly impacted by phosphorus
compounds carried out by surface flow. Moreover, the impact
of the open sea, and waves of high energy in particular,
facilitate the cleaning effect as well as the biodegradation
of phosphorus compounds (HELCOM, 2009). Nevertheless, it
seems that in the period of one year (winter, 2011—winter,
2012) slightly increasing trend is observed for TP concentra-
tion in Ustka and Czotpino. Due to the lack of huge variation in
Ustka and Czotpino an additional interesting phenomenon was
discovered. As can be seen in Fig. 7, an increasing trend of TP

changes in Ustka has a zigzag form and all minimal values
concern the upper layer (0—5 cm) of sediments collected in
the middle of the beach. It suggests that phosphorus in the
lower layers of beach sediments could be immobilized in the
form of calcium or aluminum phosphates, and hence become
inactivated and not easily accessible (Forsberg, 1991; HEL-
COM, 2009).

Similarly as in the case of factor 1 (“anthropogenic rich in
N”) and factor 3 (“labile organic matter”), some interesting
although unexpected time-dependent change (possibly
caused by algae bloom) was observed in the period between
spring 2012 and autumn 2012. In all the locations, a huge drop
in the load of TP was observed with minimal values in spring
and summer 2012. It corresponds proportionally with a drop
of OM, TOC, TN and COM which was discussed above. After
the end of summer 2012 the concentration of TP dynamically
increased once more, reaching the pre-drop level of concen-
tration similarly as in the case of factor 3 (“labile organic
matter”). As mentioned above, algae bloom usually ceases
prior to the highest peak of touristic season when the tem-
perature rises, oxygen deficiency appears and the abundance
of nutrients has been exhausted (Forsberg, 1991). Exhaustion
of easily accessible N source causes termination of algae
blooms in this case, while anthropogenic P load carried out
constantly by coastal rivers causes its dynamic increase prior
to the winter season. The last factor analyzed was “hydro-
lytic” one and its factor scores are presented in Fig. 8.

As ensues from Fig. 8, a majority of factor scores for all
investigated Polish beaches range between —1 to +1, indi-
cating similar variation. The lack of statistically important
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Figure 7 Factor 5 (anthropogenic rich in P) scores according to the location of the beach (on x axis W, S, Su and Au states for winter,

spring, summer and autumn, respectively).

differences between the median activity of a-glucosidase
and B-glucosidase was confirmed in pairs: Czotpino-Puck and
Ustka-Puck. The only difference appeared between «-gluco-
sidase activity in Ustka and Czotpino (Table 3). It appears that
in Ustka twice as high activity of a-glucosidase is observed
which is confirmed by corresponding mean and median values
(Table 2) as well as a slightly higher spread of extreme factor
6 scores. As mentioned above, the activity of a-glucosidase
increases when hardly assimilable matter appears in the
environment, which is much more predictable in a location
of moderate anthropogenic impact (Ustka) than in a clean
area (Czotpino). A careful inspection of Fig. 8 revealed some
other interesting details. During Spring 2012 some significant
drop of factor 6 scores is observed in Ustka and Czotpino. For
the “hydrolytic” factor,the observed drop relates to an
increase of a-glucosidase activity (due to a negative factor
score value, Table 4). Increased «a-glucosidase activity in
Ustka and Czotpino fits with maximal factor 1 scores
(Fig. 3) and minimal factor 3 scores (Fig. 5) in these locations.
Such simultaneous assessment proves that microorganisms
induce a-glucosidase synthesis to decompose hardly assimil-
able COM during deficit of easily assimilable PRT and CHO.
Moreover, in both locations (Ustka, Czotpino) the mentioned
drop consists of two pairs of scores. Among them, lower
and upper scores correspond with lower and upper layer of

sediment cores respectively. It suggests that the lack of easily
assimilable matter activates stronger hydrolytic activity in
the lower layers of core sediments.

5. Conclusions

The microbial enzymatic activity and its relation to various
forms of organic matter abundance in beach sediments still
remain an underdeveloped field of research. The results of the
presented research prove the occurrence of essential changes
in microbial enzymatic activity in sediments dredged from
beaches diversified according to the anthropogenic impact and
the degree of sheltering. The dredged material collected on
the Polish coast is generally characterized by lower concen-
trations of PRT, CHO and LIP, as well as higher microbial
enzymatic activity as compared to other coasts spread in
southern Europe. Biochemical analysis of sediments derived
from three different locations enables identification of various
factors (anthropogenic rich in N, microbial enzymatic activity,
labile organic matter, bacterial growth, anthropogenic rich in
P and hydrolytic) impacting their microbial activity according
to seasonality as well as horizontal and vertical profiles of the
beach. Therefore, it can be concluded from the present study
that anthropogenically originated OM dominates over natural
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one on the Polish coast. The highest impact of artificial
pollution takes place in Puck Bay, where several factors
related to pollution sources as well as hydrodynamics of the
sea create negative interactions for the environment. Micro-
bial enzymatic activity depends on beach management, while
hydrolytic activity varies according to the accessibility of
hardly or easily assimilable forms of organic matter.
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KEYWORDS Summary Waves are the key phenomenon directly influencing coastal morphodynamics. Facing
Arctic; insufficient observations, wind wave climate of the west coast of Spitsbergen can be character-
Wave climate; ized on the basis of the modelled data. Here we have used the results of spectral wave models:
Hindcast; Wave Watch Il (WW3) hindcast and WAM in ERA-interim (ERAi) reanalysis. We have observed the
Reanalysis; presence of seasonal cycle with difference of up to 1 m between significant wave heights in
Svalbard summer and winter. In wave-direction analysis we have noticed the southwestern swell compo-

nent of remarkably narrow width, thus we expect unidirectional swell impact on the coastline.
Extreme events analysis revealed that storms occur mainly in winter, but the most energetic ones
(significant wave height of up to 9.5 m) occur in spring and autumn. We have identified positive
trends in storms’ frequency (2 storms per decade) and storms' total duration (4 days per decade)
on the south of the study area. More storms can result in the increase of erosion rate on the south-
western coasts of Spitsbergen, but this change may be highly dependent on the sea ice
characteristics. Wave heights of wind sea and swell are correlated with the relevant atmospheric
circulation indices, especially the North Atlantic Oscillation. In the recent decade, the correla-
tion is stronger with WW3 than with ERAi data, at some locations explaining over 50% (over 30%) of
the total variance of wind sea (swell) wave heights. In ERAi data, the relationship with circulation
indices seems sensitive to the length of the analysis period.
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1. Introduction

Wind wave conditions are an important feature in variety of
coast-related processes (Semedo et al., 2015; Wang and
Swail, 2001; Zacharioudaki et al., 2015). Instrumental mon-
itoring of waves is usually restricted to single points (buoys,
ships, oil platforms) or relatively narrow areas via remote
sensing (regarding small time scales). The downside of those
techniques is usually insufficient temporal and/or spatial
extent and/or resolution. Recent development of numerical
methods (Thomas and Dwarakish, 2015 and the references
therein) resulted in the gain of scientific acclaim of modelled
data due to its increasing precision. Simulations, unlike
measurements, are free from the limitations of purely obser-
vational approach.

In this study, we are using model-based hindcast/reana-
lysis to describe wind-wave characteristics of the north-east-
ern Greenland Sea shelf area, west of Svalbard Archipelago.
In situ wave monitoring is rare in the offshore areas of the
Arctic. Several buoys are deployed only in the area of Chukchi
Sea and the ones in Atlantic Ocean are located in the area of
the western Iceland shelf and north-east of Shetland Islands,
several hundreds of kilometres from the area of interest of
the present study. Although some observations of the waves
are being conducted, location of buoys is restricted to in-
shore areas in fjords, in shallow (order of 10—30 m) water,
which puts the validation of the model data from off-shore
locations in question.

Few papers describe wind waves in regions that contain
this study's domain (Reistad et al., 2011; Semedo et al., 2015;
Stopa et al., 2016). Moreover, they have larger-scale, regio-
nal character, as opposed to this paper, which aims to char-
acterize a relatively small part of the Arctic Ocean's coastal
zone.

Wave climate in the study area consists of swell from the
North Atlantic and locally generated wind waves, and is
influenced by a number of factors including the sea ice
coverage, bathymetry, tidal currents. Wave climate of the
Nordic-Greenland Seas is characterized by well-marked sea-
sonality of significant wave height (H;), with stormy period in
December through February, followed by a decrease in spring
and a calm period in June to mid-August (Stopa et al., 2016).

Apart from seasonal variability, the wave climate under-
goes long-term changes. Many studies (e.g. Bertin et al.,
2013; Kushnir et al., 1997; Young et al., 2011) indicate the
presence of a positive trend in wave heights for the Northern
Hemisphere with the emphasis on the North Atlantic. Stopa
et al. (2016) conclude that wind speeds and wave heights on
Nordic-Greenland Seas have been increasing within the last
20 years, and mention the role of atmospheric indices (e.g.,
North Atlantic Oscillation) in the process. They also indicate
the prevalence of swell in the total wave energy, but the role
of sea-ice interactions with waves is unclear. Semedo et al.
(2015) also notice a significant share (not less than 50%) of
swell in the total significant wave height, and their results
indicate prevailing directions of waves origin to be south-
west for swell, and east for wind sea, regardless of the
season.

This paper focuses on characterizing the west Spitsbergen
wave climate on the basis of hindcasted and reanalyzed wave
parameters which are: significant wave height (H;), peak

period (Tp), —1st moment mean period (T,), and incoming
wave direction (©). The goal is to describe typical wave
conditions and to extract information about occurrence,
frequency and duration of extreme events. Our main moti-
vation for conducting this study is that there are, to our
knowledge, no similar research studies conducted for this
area so far, despite its importance in, e.g., impact on
coastal erosion rates. In the study by Zagoérski et al.
(2015), it is clearly pointed out that wave activity and
storm occurrence strongly contribute to erosion rates of
the coast of Isbjornhamna, one of the Hornsund fjord's bays,
posing a threat to the infrastructure of the Polish Polar
Station located there. In other research, Sessford et al.
(2015), analyzed data from field sites located in the inner
parts of Isfjorden and Van Mijenfjorden and concluded
that the influence of waves on the coasts was minimal.
The two examples with seemingly contradictory conclusions
actually suggest significant differences in wave influence on
individual parts of the coast. Results from local studies
cannot be extrapolated to the coasts of the west Spitsbergen
in general.

Details on the area of interest, data sources and used
methods are described in the next section of this paper,
which is followed by the results and discussion on seasonality,
wave directions, wind wave extreme events and possible
correlations with chosen atmospheric indices. Conclusions
and remarks about the future goals are presented in the last
section.

2. Data and methods

2.1. Study area

Svalbard is an isolated archipelago influenced climatically by
two substantially different water bodies — the Arctic and
Atlantic oceans. Spitsbergen, the biggest island of the archi-
pelago, is a vivid example of the above. Its east coast remains
under a cold regime of Arctic waters, while the climate of the
western shores is significantly altered by the warm North
Atlantic Current originating in the Gulfstream (Drange et al.,
2005; Przybylak, 2003). Przybylak (2003) points out that the
Atlantic region of the Arctic — defined as the combined areas
of Greenland Sea, Barents Sea and Svalbard — stands out from
its remaining parts, as it is significantly warmer (up to 20°C
higher monthly mean air temperature, compared to other
regions of the same latitude). Wind speeds in this area are
also of the highest in the entire Arctic. Since prevailing winds
in the region are Polar Easterlies, main wind directions are
from the east and north east, with speeds up to 8—10ms™"
(monthly average) and directional distribution narrow during
winter, while summer months are characterized by wind
speeds of ca. 5ms~' and the directional distribution is
considerably wider.

The seas to the west of Spitsbergen are, in general, free of
multiyear ice (Johannessen et al., 2004; Onarheim et al.,
2014). In the past 3 decades, first year sea ice developed
only in the Sorkapp area in the far south and close to the
Albert | Land in the far north. As Onarheim et al. (2014)
describe, sea ice extent north of Svalbard gradually
decreased in last decades. What has to be mentioned
to complete the description of the ice conditions is the
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phenomenon of sea ice clusters of considerable ice con-
centration (>30%), which are episodically observed along
the west coast of Spitsbergen. These events are of variable
duration (days to months long) and scale. They may occur in
late winter throughout spring, up until late autumn, and are
very well visible in remote sensing data (http://polarview.
met.no/). Styszynska and Buchert (2004) have described
one of the most prominent events of this kind that took
place from May to July 2004, when closed drift ice formed a
50-km-wide stream along the west coast of Spitsbergen,
significantly disturbing marine traffic in the area. The scale
of the event was explained by a shift of the West Spitsber-
gen Current (WSC) to the west. This shift, combined with
atmospheric circulation at that time, created favourable
conditions to move substantial ice masses from the south-
east part of the Island to the south-west and further north-
west. A similar event of a smaller scale occurred from May
to June 2011, and was briefly mentioned by Kruszewski
(2012). This kind of sea ice behaviour is observable in the
ice coverage data sets used in this paper and may have
significant influence on wave propagation from the open
ocean to the coasts.

For our study we have chosen the north-eastern part
of the Greenland Sea, bordering with the west coast of
Spitsbergen. The latitudes of the domain of study span the
range between 76 and 80°N, while longitudes are contained
within 5 and 20°E (Fig. 1a). For a detailed analysis we
selected 9 points along a line that follows the general,
approximate shape of the Spitsbergen coastline and its
shelf (Fig. 1b), with the purpose to analyze spatial varia-
bility of the wave environment in different parts of the
domain of interest. All points are located within the shelf
area, 15—55 km from the coast and the ocean depth varies
between 155 and 380 m with exception of point 3 (80 m)
and 9 (490 m).

200 .. ™F
10 w 0 10 E

2.2. The datasets

As a source of wind wave data, two datasets were used. The
National Oceanic and Atmospheric Administration's (NOAA)
WaveWatch Il (WW3) hindcast was obtained from the archive
located on public NOAA's Environmental Modeling Center/
Marine Modeling & Analysis Branch ftp server (ftp://polar.
ncep.noaa.gov/pub/history/waves). The second source was
the European Centre for Medium-Range Weather Forecasts'
ERA-Interim (ERAi) reanalysis (Dee et al., 2011). Both data-
sets are open-access databases. We decided to use two
independent sources based on two different models with
some differences in algorithms describing the physical pro-
cesses, in numerical methods, as well as configuration, par-
ticularly in terms of wave frequency cut-off and treatment of
the sea ice influence (Dee et al., 2011; Tolman, 2014). WW3
data offers higher spatial and temporal resolution, as well as
better performance in terms of swell propagation, while ERAi
delivers longer time series which is necessary for an analysis
of long-term variability. For the comparison of both datasets'
selected characteristics see Table 1.

2.3. WwW3

We have acquired nearly ten-year time series (February
2005—March 2015) of H,, T, and ® with temporal resolution
of 8 measurements a day, and grid cell size of 0.5 x 0.5°.
WW3 hindcast, apart from bulk parameters characterizing
whole wave energy spectra, contains also data derived from
2-dimensional energy spectra separated into variable num-
ber of partitions, which enables analysis of separate wave
systems aside from their superposition. These data were used
in the analysis of wave directions. Full documentation of the
WW3 model can be found in WaveWatch 3 manual by Tolman
(2014). As an additional variable, sea ice concentration

80° N

79°Nf

78° NF.

T7°NF

76° N

5°E 10°E 15°E 20°E

Figure 1  (a) Map of North Atlantic with the study area shown as white field. (b) Grid limits of the study area with points of analysis
marked red and numbered from P1 to P9. Grey circles mark the locations as follows: | — Polish Polar Station in Hornsund, Il — Sorkapp, Il

— Albert | Land, IV — Isfjorden, V — Van Mijenfjorden.
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Table 1 Comparison of the datasets used in the analysis.
ww3 ERAi
Spectral wave model used WaveWatch Il WAM

Partitioning of energy spectra
Dataset time range used
Native spatial resolution [°]
Temporal resolution (values per 24 h) 8
Spectral resolution

Bulk, wind sea, up to 9 swells
Feb 2005—Apr 2015
0.5 x 0.5

36 directions
50 frequencies

Bulk, wind sea, total swell
Jan 1979—Dec 2015

1x1

4

24 directions

30 frequencies

values were obtained from the NCEP/NCAR Climate Data
Assimilation System (ftp://polar.ncep.noaa.gov/pub/cdas/).
Ice concentration data is available in the same spatial resolu-
tion, but calculated once per day.

2.4. ERAI

ERAi wind wave data is based on the modified WAM model,
improved in terms of parameterization of physical processes
important for long-term, climate simulations. The model is
two-way coupled to the atmospheric model and its opera-
tional resolution is 1 x 1°. Time series of H,, T, and ® were
extracted for period from January 1979 to December
2015 with temporal resolution of 4 measurements per day.
The data was retrieved as bulk, and also as two separate
partitions of wind sea and total swell. ECMWF database offers
the option to linearly interpolate grid data for selected
parameters. Option 0.5 x 0.5° was chosen to obtain data
at the same locations as the WW3 hindcast. No temporal
interpolation was applied to the timeseries. ERAi archive
delivers also sea ice concentration data, which were, addi-
tionally, extracted in the same spatial and temporal resolu-
tion as the wave data. For further information about ERAi
reanalysis and WAM model configuration, see Dee et al.
(2011) and references therein.

2.5. Data processing

The time series extracted from both data sets were inspected
for continuity, and multiple fragments containing 'not-a-
number’ values (NaNs) in the ERAi and WW3 data were found.
These NaNs are related to the models' configuration: wave
energy is set to zero in grid points in which sea ice concen-
tration exceeds a limiting value, equal to 0.30 in ERAi and
0.67 in WW3 (for ice concentrations between 0.33 and 0.67,
WW3 uses a parameterization of wave propagation and
attenuation in ice). The amount of NaNs in ERAi time series
is therefore significantly higher than in WW3. To summarize,
in majority of cases 'NaNs' in the data represent grid masking
related to the presence of sea ice. All analyses in this study
are performed using the standard type | (Ice time included)
strategy that is thoroughly explained by Tuomi et al. (2011).

Before proceeding with further analysis, we compared the
modelled H; values with the available observation data
(Fig. 2a, b). Additionally, a comparison of the WW3 and ERAi
datasets was performed (see below and Supplementary Note
S1). The next step was calculating seasonal variability of
significant wave height for both sets in their full time range.

Here, apart from calculating the daily mean H; values, LOESS
model was applied to generate smoothed curves for both
mean and 99th percentile values. Next, diagrams of daily
mean H; values were created for each point.

Due to the fact that initial study of period time series did
not show clear seasonal pattern, and that both datasets
contain different type of wave period data (peak period in
WW3 and mean period in ERAi); period related analysis was
not included in the main text. Instead, it is illustrated in the
supplementary material (see Supplementary Note S1 and
Supplementary Fig. S5).

For visualization of incoming wave directions, the parti-
tioned WW3 data were used, with separated wind wave and a
number of swell fractions. WW3 data are divided into parti-
tions corresponding to modelled wave systems. Each parti-
tion is assigned a wind fraction parameter, ranging from 0
(swell wave) to 1 (wind sea). In order to eliminate from
further analysis partitions of uncertain type, entries with
wind fraction values between 0.3 and 0.7, which make circa
5% of the data, were not considered in calculations. For
details on WW3 partitioning scheme and wind fraction cal-
culation see Tolman (2014), section 3.9.

For analysis of extreme events we applied automated
approach to obtain local H; maximum values. Matlab function
— findpeaks was used to extract the subset of peak values (Hs)
with their location (in time) and width (duration) in the
timeseries. In order to configure the function properly,
we used elements of Peaks Over Threshold method — a
statistical approach that involves the analysis of the sample
of independent extreme values over a certain threshold
(Teena et al., 2012). The function was given the following
arguments:

- Minimum peak height (h,,,), restricting the algorithm to
ignore peaks lower than the given value, expressed in
metres; an analogue of the threshold value in the POT
method,

- Minimum peak prominence (pmp), a difference between
considered peak and the local minima with relation to the
peaks in the neighbourhood, expressed in metres; find-
peaks will ignore small peaks on the slopes of the tall
ranges of major peaks, but will preserve isolated peaks of
given prominence, if all other conditions are met,

- Minimum distance between peaks (dmp), expressed in
hours, forces the algorithm to find peaks outside the
specified range of each other; a declustering routine to
prevent identifying groups of clustered peaks as separate
events.
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3
Model H [m]

(a) Comparison of Hs time series from wave products used in this study (point P3 in Fig. 1b) with the wave buoy data from in-

shore location in Hornsund fjord (marked “I” in Fig. 1b). The sections of the modelled time series with wave directions propagating
from the directions (©) between 180° (South) and 300° (North-West) are marked with thick lines. (b) Scatterplot of modelled H;
associated with ® in range of 180—300° against the wave buoy data.

With the above arguments introduced, the algorithm
scans the time series finding the highest peak, discards all
peaks in range of d,,, then repeats until there are no more
peaks to consider.

The hpmp, argument was initially set to 2.5 m — a value that
corresponds to the 90th percentile of all WW3 and ERAi H;
values from all points combined. This approach enabled the
analysis of extremes with the reference of the entire study
area. After visual inspection of Hs time series, by the method
of trial and error the p,,, value was set to 1 m to prevent
finding low and/or short peaks. The dy,, value was deduced
from iterative test, when the argument was inputted in range
from 6 to 360 h and compared against the resulting number
of peaks found by the function. After exceeding 24 h the
number of peaks retrieved decreases rapidly while the
mean time between two consecutive peaks started to
increase from the base level of approximately 48 h. Regard-
ing the fact that the average storm duration is shorter than
the average time between the two consecutive storms, we
set the dmp to 72 h which is a sum of the average storm
duration and the shortest period of silence directly after it.
We have found this value high enough to consider all result-
ing peaks independent, but low enough to avoid sacrificing

the size of the final subset by excluding consecutive yet
independent events.

In order to elucidate the influence of the large-scale
atmospheric forcing on wave conditions in the region of
interest, we analyzed linear correlation coefficients between
the wave height (for wind sea and swell separately) and
atmospheric circulation indices associated with those North-
ern Hemisphere teleconnection patterns that exhibit strong
activity over the North Atlantic and parts of the Arctic
surrounding the Svalbard Archipelago. The climate telecon-
nection data are available from the Climate Prediction Cen-
ter of the U.S. National Weather Service (http://www.cpc.
ncep.noaa.gov/data/teledoc/telecontents.shtml). The pat-
terns and their associated indices are obtained with a
Rotated Principal Component Analysis (RPCA) applied to
standardized (by monthly means and standard deviations)
height anomalies of the 500 hPa isobaric surface heights
north of 20°N, starting from January 1950. In our analysis,
we use monthly indices of the following five patterns: North
Atlantic Oscillation (NAO), East Atlantic (EA), East Atlantic/
Western Russia (EAWR), Polar/Eurasia (POLEUR) and Scandi-
navia (SCAND). Due to their calculation procedure, the
indices are linearly uncorrelated (e.g., in the subset of the
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whole dataset corresponding to the WW3 time frame, i.e.
2005—2015, all absolute values of the pairwise correlation
coefficients are lower than 0.08, see Suppl. Fig. S1). Addi-
tionally, we use time series of the monthly Arctic Oscillation
(AO), the leading mode of variability of the anomalies of the
1000 hPa isobaric surface heights poleward of 20°N, as AO is
routinely used in climate studies in the Arctic. Because the
500 and 1000 hPa anomalies are not independent (especially
over the North Atlantic, where both are dominated by the
Islandic low and the Azores high), there is a strong correlation
between the leading modes of their variability. In the period
2005—2015, the correlation coefficient between AO and NAO
equals 0.63; AO is also significantly correlated with SCAND
(—0.24) and POLEUR (0.24), see Suppl. Fig. S1. For ERAi data,
the correlation coefficients with the atmospheric circulation
indices were calculated for two time periods: 2005—2015
(to compare with analogous values for WW3 data) and 1979—
2015.

2.6. Data reliability and consistency

Both data sources used in this study have certain limitations
regarding the expected accuracy of the data. Firstly, the
spatial resolution of both models was too low to depict the
study area'’s shoreline and bottom topography with sufficient
detail. Secondly, the spatial resolution of the wind data used
to force the wave models was too low to describe details of
Svalbard's landscape. Therefore, it is reasonable to expect
lower accuracy of the wave products for short-fetched waves
generated locally by easterly winds (which is the dominating
wind direction in the analyzed region).

As already mentioned in the introduction, all available in
situ wave measurements in the area of study are from
shallow, in-shore locations, and using these measurements
for direct validation of the modelled data from WW3 or ERAi
cannot be considered without some important remarks.
Fig. 2a illustrates the comparison of the WW3 and ERAi H,
values from point P3 of the analysis to the time series from a
pressure sensor based on a wave buoy that was deployed for
100 days in Hansbukta, a bay near the Polish Polar Station in
Hornsund, at the depth of 25 m. The location of peaks and
the general shape of the curves represent surprisingly good
level of similarity (Pearsons' correlation coefficients are
0.75 for WW3 and 0.67 for ERAI), particularly when one
considers landward wave propagation directions (coeff. of
0.89 for WW3 and 0.86 for ERAI), it is not the case for the rest
of the plot. Clearly, both models generate peaks that are
absent in the buoy's log; presumably due to the coastline's
shape preventing waves of certain directions from propagat-
ing into the buoy's location, or due to the increased fetch for
seaward winds. The scatterplot of modelled H; associated
with the landward © values against the H; from observations
(Fig. 2b) reveals strong linear relationships between the
models and the buoy. The last remark is that the Hs values
from the buoy are significantly lower than the modelled
H;. Considering the distance and significant decrease in
water depth between modelled and monitored location,
which results in the transformation of waves entering the
fjord, the accuracy of modelled Hs can be described as
sufficient for the purpose of this study, with all the remarks
mentioned.

Both WW3 and WAM have been evaluated in other studies.
Chawla et al. (2013) have validated WW3 model for quality
and precision, and concluded that the model performs accu-
rately in the case of the offshore areas, and that there is
some decrease in level of agreement for coastal areas,
caused by unresolved bathymetric features, and problems
with quality of wind input at land margins. Kumar and Naseef
(2015) assessed the performance of ERAi wave data in India's
nearshore waters and came to similar conclusions; they also
found a tendency to overestimate low, and underestimate
high H; values. Stopa and Cheung (2014) have compared wind
and wave data from ERAi dataset with NCEP Climate Forecast
System Reanalysis (CFSR-W which is based on WW3 model)
validating both reanalyses with the same set of altimeter and
buoy data, and found that while CFSR-W offers better quality
of upper percentile waves, ERAi is more reliable for model-
ling long-term variability, due to the better temporal homo-
geneity.

In order to better investigate the quality of the WW3 and
ERAi data sets in our area of study, we performed a compara-
tive analysis of these data, complemented with a comparison
to a third, local wave product available only within a short
period of time. Details of this analysis and its results are
presented in the Supplementary Note S1. As can be seen, the
overall agreement between the data sets considered is
satisfactory, with high correlation coefficients between the
respective variables, no significant bias, but relatively high
standard deviation of differences (especially in the case
of wave directions). Notably, the differences between the
models are higher for swell waves (in particular, very-low-
frequency swell) than for wind sea. Importantly, even con-
sidering errors that inevitably are present in the data, our
analyses indicate that the conclusions formulated further in
this study are not substantially affected by these errors.

3. Results and discussion
3.1. Seasonality

Most apparent feature of the analyzed data is clear season-
ality present in both datasets (Fig. 3). For WW3 the maxima
of the mean H; and the 99th percentile occur between
December and January. Their values are 2.6 m and 5.4 m,
respectively. For ERAi the general patterns are similar, but
the values are higher, with the respective maxima of 2.8 and
6.3 m. This result is consistent with previous studies (Atkin-
son, 2005; Semedo et al., 2015; Stopa et al., 2016). Addi-
tionally, 99th percentile curves modelled with LOESS are less
symmetric than the mean H;, as the descending slopes are
steeper than the increasing ones, which implies difference in
duration of the transition periods. Moreover, the smoothed
curves do not reflect some details that are visible in the daily
99th percentile data (Fig. 3, dotted lines), where maximum
values occur in March and therefore the 'high-energy period'
ends abruptly in the spring, while the summer—autumn
transition is more gradual. Going further, the highest spike
of the 99th percentile H; in the spring corresponds to the
vernal equinox (March 20—21st), while the autumn maximum
is located near October 30th which is the beginning of polar
night for the latitudes considered. In Fig. 4, an approach to
visualize inter-annual variability of Hs was made. Seasons are
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Figure 3  Seasonal variability of Hy in points 1 (red), 5 (blue) and 9 (black) for (a) 10 year period (WW3) and (b) 37 year period (ERAi).
Daily means (solid) and 99th percentile (dotted) values are shown. Smoothed lines represent wrapped robust LOESS model.
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displayed in a 'winter-centred' manner, as it is the part of the
year that is most active in terms of wave heights. The graphic
confirms seasonal pattern of Hs changes from Fig. 3, but it
also shows the extreme event frequency changes during the
analyzed periods (red pixels) which is helpful in further
analysis of extremes. Also, the sea ice presence can be
observed only on southern and northern points of study area.

3.2. Wave directions

It has been recognized that separate analysis of wind sea and
swell provides better insight into wave characteristics
(Guedes Soares, 1984; Portilla et al., 2009). The visualization
of the incoming wave directions (Fig. 5) has been generated
from WW3 partitioned data, as we have chosen independent
wave systems analysis, where partition-corresponding direc-
tions are present instead of mean values calculated from
total energy spectra (see Tolman, 2014). These data are not
available in ERAi dataset, which offers the data divided
to wind sea and swell partitions only. We believe that
WW3 approach presents better resemblance to the real-life

é

Himl  [lo<H<1 [ l1<H<25 A 25
Figure 5 WW3 incoming directions of wind sea (a, c, e) and

swell (b, d, f) partitioned components for points P1 (a, b), P5 (c,
d) and P9 (e, f). Please note that the scale varies between the
wind sea and swell. All directions are presented in meteorologi-
cal convention. Generated with WindRose code (Pereira, 2014).

situation, than analysing bulk, or separated wind sea and
total swell components. Data is presented in form of wave
roses with 36 directional bins of 10° width. The results reveal
that substantial amount of swell arrives from the south-west
with a gradual shift to the south with increasing latitude.
Wind sea behaviour is more complex, and prevailing direc-
tions, usually two or three, change significantly depending on
the analyzed location. At the southern points (P1, P2), the
prevailing directions are E and NW. In the middle zone (points
P3—P7) waves come mostly from NW, SW and NE, and in the
north (points P8, P9) waves from N and NE are the most
frequent. These wave directions are in accordance with the
wind pattern characterizing the study area presented by
Cisek et al. (2017). As mentioned in 'Data reliability and
consistency’ subsection, wind sea parameters for waves com-
ing from the land directions may be inaccurate, but this is not
the case for swell, where incoming directions indicate origin
of the majority of waves to be the Norwegian Sea. Point data
analysis also suggests that wave activity is more intense in the
southern part of the study area which could be related to
increase of sea ice concentration while heading north, but in
fact, observations of sea ice presence (Norwegian Ice Service
— MET Norway: http://polarview.met.no/) in the study area
show that the problem is more complex, as ice is usually
absent in the middle part of the coastline (points P4 to P7)
and is mostly present in points P1 to P3 and P9 (see Fig. 4).
Therefore we infer that distance from swell generation area
is responsible for average swell state, and ice presence
distorts this pattern to some degree. Directions of waves
and spatial distribution of wave height indicate that the
northern parts of the fjords' shorelines, especially in the
south of Spitsbergen, are more exposed to wave-driven
erosion, which is in accordance to the study of Zagorski
et al. (2015). In the case of the west coast of Spitsbergen
outside of fjords and bays, effects of sheltering can be
omitted as there are no major obstacles for waves further
offshore. Bottom morphology influence, on the other hand, is
hard to estimate, and demands small scale, local studies.

3.3. Extreme events

Characteristics of extreme events are shown in form of
multiplots containing 3 computed variables averaged
annually (Fig. 6a, c, e), and seasonally for winter (December,
January, February — DJF, Fig. 6b, d, f). Those variables are:
annual or seasonal mean of maximum H in individual
extreme events, denoted with H max; extreme events count;
and extreme events total duration expressed in days. Analo-
gous plots for spring (March, April, May — MAM), summer
(June, July, August — JJA), and autumn (September, October,
November — SON), as well as those for WW3 data are avail-
able in the Supplementary Material (Suppl. Figs. S9 and S10).
For an additional analysis, a parameter describing the num-
ber of days with sea ice concentration exceeding 25% has
been added. H; max Vvalues oscillate around 3.5—4 m and
lower values are observed in northern locations regardless
of the analyzed period. In both datasets the number of
extreme events ranges from less than 10 to over 40 annually.
Events' total duration spans from 20 to over 80 days per year.
In the same time, 25% ice concentration days vary greatly
from 0 to 100, and even exceeding 250 in point 9 for ERAi
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dataset. Examination of H, max reveals no significant trend,
which can indicate that average extreme events' Hy does not
change noticeably in the given time period. This is expected,
as Hs max represents only the scale of the events occurring in
given environment, and does not provide the complete
information about the events. Information about extreme
event count and duration provides a valuable insight about
the change of how frequently high sea state occursin the area
and how long it typically lasts. These values vary annually and
the WW3 dataset (see Suppl. Fig. S9) is not long enough to
observe any trends. However, in 37-year period (Suppl. Fig.
$10), the trend in events duration is clear for points 1 and
2. To approximate the trend values, linear regression was
performed with a bootstrap method (number of repetitions:
1000), and corresponding values of the mean trend at points
1 and 2 are 0.39 and 0.41 days per year with standard
deviation of 0.16 and 0.13, respectively (see Table 2), which
gives roughly 9—10 h more of high sea per year. Event count
trends (0.23 and 0.20 events per year, both with standard
deviation of 0.08) reflect the trend pattern of events dura-
tion described above. We infer that the observed trends are
not driven by temporal inhomogeneity in the data, as they do
not occur uniformly in space, but are restricted to the south-
ern part of the study area only. It seems reasonable to assume

that any temporal inhomogeneities in the data related, e.g.,
to changes of the model configuration or input data sources
would manifest themselves consistently at all analyzed loca-
tions instead of producing a spurious signal at some points
without affecting neighbouring ones. After analysing the
relation between the events count and duration it becomes
evident that event count is the key variable, and its increase
in time determines the trend of the events' total duration.
Remarkably, almost all statistically significant trend values
are contained in DJF period. The described differences in
wave climate between south and north of the study area
correspond to the conclusions by Cisek et al. (2017), who
found evidence for southern Spitsbergen being under stron-
ger ocean influence than the north-west.

Ice concentration bar graph was added to extreme event
parameters plot to show the substantial influence of sea
ice in ERAI data, as drops in the number and duration of
extreme events overlap with spikes of the number of >25%
ice concentration days. The scale of influence of the short-
lived sea ice patches on waves is not well known, but its
existence is unquestionable. Its magnitude is determined
not only by spatial characteristics of the ice patch itself (its
spatial extent, ice type, etc.), but also by wave para-
meters, as wind sea’s expected response will be more
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Table 2 Mean slope coefficients and standard deviations of bootstrapped linear trends calculated for annual and seasonal
extreme event duration. Significant trends (positive with more than 95% probability) are shown in bold.

Annual DJF MAM JJA SON

Point Trend Std. dev. Trend Std. dev. Trend Std. dev. Trend Std. dev. Trend Std. dev.
no. [dy [dy ] [dy dy] [dy

1 0.39 0.16 0.38 0.11 0.05 0.11 —0.04 0.06 0.03 0.04
2 0.41 0.13 0.37 0.10 0.06 0.09 —0.04 0.04 0.06 0.06
3 0.07 0.17 0.11 0.12 —0.04 0.08 —0.02 0.03 0.06 0.05
4 0.10 0.16 0.13 0.12 -0.07 0.07 —0.02 0.02 0.11 0.07
5 0.16 0.14 0.10 0.09 —0.01 0.06 0.00 0.02 0.10 0.07
6 0.11 0.16 0.08 0.10 0.00 0.08 0.01 0.04 0.06 0.05
7 0.23 0.15 0.16 0.10 0.03 0.07 —0.01 0.02 0.07 0.07
8 0.12 0.15 0.13 0.10 —0.02 0.06 —0.01 0.02 0.04 0.05
9 0.04 0.16 0.08 0.12 0.03 0.06 —0.02 0.02 —0.05 0.04

noticeable than the response of swell, which can propagate
within the ice over great distances (Ardhuin et al., 2016;
Zhao et al., 2015).

3.4. Correlation with atmospheric indices

The correlation coefficients between the atmospheric circu-
lation indices and significant wave height of wind sea and
swell at points 1—9 are shown in Fig. 7. For the ERAi data,
they are calculated in two versions, for the “WW3 time
period” 2005—2015 and for the whole period 1979—2015.

In the 2005—2015 decade, the overall pattern of the
values of the correlation coefficients is relatively uniform
along the whole west coast of Spitsbergen, especially in the
case of swell (Fig. 7b, d), which predominantly travels from
the open ocean and is not sensitive to local conditions at
individual points. As expected, the point-to-point variability
is higher in the case of wind sea, strongly affected by the
neighbouring coastline. This is the case especially for the
WW3 data (Fig. 7a).

At all points, the highest positive correlation is obtained
for NAO, in the case of WW3 exceeding 0.4 for H; of swell and
at some points reaching 0.5 for H, of wind sea. This significant
correlation with NAO is not surprising, as a number of earlier
studies demonstrated significant influence of this pattern on
various local atmospheric, oceanic and glacial processes in
Svalbard, including the length of the melting season
(Kvamstg et al., 2011), hydrography of the West Spitsbergen
Current (Saloranta and Haugan, 2001), or changes in air
temperature and precipitation (Osuch and Wawrzyniak,
2016). As the archipelago is located to the north-east of
the centre of the Islandic low, it experiences stronger than
usual winds from the southerly sector during positive phases
of NAO, i.e., from directions favourable to wave develop-
ment. The same is true for AO, itself related to NAO (see
section on data processing), although the respective cor-
relations are weaker. In the case of wind sea, comparable
correlations are observed at central points (No. 3—5) for the
POLEUR pattern, in its positive phase associated with nega-
tive pressure anomalies over the central Arctic, and with a
strong circumpolar vortex. Correlation of similar strength
to that with NAO, but opposite in sign, occurs between wind
sea and EA, the second most prominent pattern over
the North Atlantic region, associated with an extensive

low-pressure system south of Island and north of the Azores
(a so-called “southern-shifted NAO”). In the analysis period
2005—2015, EA stayed almost exclusively in its positive
phase; in particular, it never dropped below zero after
February 2012. Due to the above-mentioned southerly shift
of the EA centre relative to the centre of NAO, EA tends to
be associated with easterly rather than southerly winds,
which explains the negative correlation with wind sea west
of Svalbard and very low (0.1—0.2) correlation coefficients
with swell. The relationships of wave heights with the
remaining indices are lower, although in the case of WW3
data many are statistically significant. Overall, the five
uncorrelated indices together explain 30—35% of the total
variance of H; of swell (except at point 9) and between
9 and 68% of variance of Hs of wind sea at the analyzed
locations (Fig. 8). Remarkably, whereas the correlation
coefficients for swell in the period 20052015 are almost
the same in ERAi and WW3 (read and blue curves in Fig. 8b),
this is not the case for wind sea, where correlations with
WW3 are significantly higher, with higher point-to-point
variability (Fig. 8a). This may be a consequence of higher
spatial resolution of WW3 data that enables better repre-
sentation of locally generated wind waves. The values of
the correlation coefficients with ERAi data are not only
lower and more spatially uniform — they are also substan-
tially lower for the period 1979—2015 than for 2005—2015
(Figs. 7e, f and 8). A possible explanations is that either the
ERAi data or the atmospheric data used to calculate the
atmospheric circulation indices (or both datasets) are non-
uniform within the years 1979—2015. Another one is that, at
least for some circulation patterns, the period 2005—2015 is
too short to cover their whole range of variability (see, e.g.,
the comment on the EA pattern above, that hardly went
into its negative phase since 2012), which may lead to some
spurious correlations not present when longer time periods
are considered. The above explanations are not mutually
exclusive, and their relevance is impossible to determine
based on the information available.

4. Conclusions

This study described wind wave climate of West Spitsbergen
based on two independent model datasets covering 10 and
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Figure 7 Correlation coefficients between the atmospheric circulation indices and the significant wave height of wind sea (a, c, e)
and swell (b, d, f) in the nine analyzed points, calculated for the WW3 data in the period 2005—2015 (a, b), and for the ERAi data in the
period 2005—-2015 (c, d) and 1979—-2015 (e, f).

37-year time period, respectively. Wave data from 9 off- Seasonal pattern of wave heights in the investigated area
shore locations were analyzed to establish short and long- resembles the North Atlantic annual cycle, with northward-
term characteristics of the wave environment at its typical decreasing differences between winter and summer. As
and extreme states. expected, high-sea-states are most frequent in winter, but
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Figure 8 Fraction of the total variance of the WW3 and ERAi wind wave (a) and swell (b) wave height explained by the 5 independent
atmospheric circulation indices (EA, EAWR, NAO, POLEUR and SCAND) at points P1—P9.

the highest 99th percentile wave height values coincide with
the early spring and late autumn.

Wave direction characteristics have been based on WW3
multi-partitioned data. The general wind sea direction is
from the north-west, with exception of points located farth-
est to the south and farthest to the north, where, respec-
tively, easterly and northerly waves are significant part of the
spectrum. The pattern of swell component is unequivocal
with over 60% of swell direction values in the data is south-
west. This pattern clearly indicates unidirectional swell
conditions on entrances to all West Spitsbergen fjords, which
may result in easily predictable swell component influence on
coastal morphodynamics.

On the basis of extreme event analysis conducted in this
study we conclude that among the components constituting
extreme events, frequency is the key variable that visibly
increased for the last four decades, which is expressed in the
positive trends of extreme events count and their total
duration. Positive trends have been found to be of the most
statistical significance in the south part of the study area, and
exclusively during the winter. Interestingly, ice conditions in
the southern part of study area are more stable than in the
north, which would suggest, that ice regime is not connected
to the extreme events frequency trend by means of local
influence, however we cannot exclude diminishing sea ice as
an indirect cause affecting the waves through impacting
atmospheric circulation on regional scale. Nevertheless, it
has to be stressed that the sea ice impacts wave climate, and
the topic of sea-ice and waves' mutual dependencies
demands further investigation.

Association of NAO index to H values on West Spitsbergen is
significant, but somewhat problematic, as it varies in time and
is much stronger for the period of last 10 years, than for the
period 1979—2015. There are at least two possible reasons to
explain this result, but despite the fact, that ERAi database is
generally acclaimed for good quality in terms of data integrity,
further study on this issue is necessary to properly address it.
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KEYWORDS Summary Climate-related trends and meteorological conditions in the Porsanger fjord, in the
Arctic; vicinity of the Barents Sea, have been analyzed. Meteorological data include wind speed and
Norwegian fjord; direction, air temperature (AT) and precipitation from Era-Interim reanalysis (1986—2015) as well
Marine meteorology; as local observations (2006—2015) from Honningsvaag and Lakselv. Statistically significant trends
Climate change; in annual AT means are 0.0485°C year~" near the fjord mouth and 0.0416°C year™" near the fjord
Seasonal variability head. Wind speed and precipitation data do not reveal any definite trends. Statistical analysis

confirms the significant spatial variability of meteorological conditions in the fjord. For example,
there are large differences in the annual AT cycle, with respective monthly means for January and
July of —8.4 and 12.6°C at Lakselv (fjord head) and —2.5 and 10.1°C at Honningsvaag (fjord
mouth). Strong wind events (>12 m s~") are more frequent at Honningsvaag than at Lakselv. The
annual cycle is characterized by stronger winds in winter and seasonality of wind direction. At
Lakselv, the dominant wind directions in summer are: N, NNW and S and in winter: S and SSE. At
Honningsvaag, the wind directions in summer present strong variability, no fixed pattern being
pronounced, whilst the dominant sectors in winter are: S and SSW. Daily cycles in AT and wind
speed are also observed. Precipitation at a given location can change by about 30% year-on-year
and varies spatially. Estimates of terrigenous water discharge (derived from the E-HYPE model)
reveal a seasonal cycle with the maximum discharge in late spring/early summer.

© 2018 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

* Corresponding author at: The Institute of Oceanology of the Polish Academy of Sciences, Department of Marine Physics, Marine Biophysics
Laboratory, Powstancow Warszawy 55, 81-712 Sopot, Poland. Tel.: +48 (58) 7311806.
E-mail addresses: cieszynska.agata@gmail.com, acieszynska@iopan.gda.pl (A. Cieszynska), mstramska@wp.pl (M. Stramska).
Peer review under the responsibility of Institute of Oceanology of the Polish Academy of Sciences.

Esevier | Production and hosting by Elsevier

https://doi.org/10.1016/j.oceano.2018.01.003
0078-3234/© 2018 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier Sp. z 0.0. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).


https://doi.org/10.1016/j.oceano.2018.01.003
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:cieszynska.agata@gmail.com
mailto:acieszynska@iopan.gda.pl
mailto:mstramska@wp.pl
http://www.sciencedirect.com/science/journal/00783234
www.journals.elsevier.com/oceanologia/
https://doi.org/10.1016/j.oceano.2018.01.003
http://creativecommons.org/licenses/by-nc-nd/4.0/

A. Cieszynska, M. Stramska/Oceanologia 60 (2018) 344—366

1. Introduction

The Arctic is playing a key role in global climate change. An
earlier analysis has shown that positive linkage to global
warming will dominate in the Arctic for the next 50—100
years (McGuire et al., 2006). The Barents Sea (BS) is a region
of great importance for climate change in the Arctic because
it lies on the main heat transport pathway in the Equator—
Poleward direction (Adlandsvik and Loeng, 1991; Piechura
et al., 2001; Schauer et al., 2002; Smedsrud et al., 2010,
2013). Surface inflows of Atlantic water into the Barents Sea
have warmed during the last 30 years by about 0.3°C (Levitus
et al., 2009). Russian scientists have documented positive
Atlantic Water temperature anomalies (advected through BS)
during 2000—2009 with temperatures warmer by 0.5—1.2°C
than the mean value based on data from 1951 to 2000
(Boitsov et al., 2012). Moreover, model results point to the
significance of sea ice and atmospheric fields in the Barents
Sea as possible climate change amplifiers (Goosse and Hol-
land, 2005; Semenov et al., 2009). Rising air and water
temperatures are intimately associated with the continu-
ously diminishing sea ice cover (Doscher et al., 2014). The
linear trend in ice extent in the Arctic has been estimated at
—4 4 0.2% decade™" for 1978—2010, and —8.3 + 0.6% dec-
ade™" for 1996—2010 (Comiso, 2012). Since 1996 the Arctic
sea ice cover has thus diminished about twice as rapidly as
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the global rate during 1978—2010. According to Arthun et al.
(2012), sea ice reduction in the Barents Sea has been even
more significant (about 50% between 1998 and 2008) and has
occurred concurrently with the increase in Atlantic heat
transport due to both strengthening and warming of the
water inflow. Observation-based heat budget calculations
(Arthun et al., 2012) show that the heat content, ocean-
atmosphere heat fluxes and sea ice cover in the Barents Sea
respond to increased heat transport from the Norwegian Sea
on a monthly to annual timescale. Another quantity useful in
climate change studies is the sea surface temperature (SST).
On the basis of the 32-year (1982—2013) National Oceanic
and Atmospheric Administration (NOAA) data set, it has been
shown that the regionally averaged SST trend in the BS (about
0.03°C year™ ") is greater than the global trend. This trend is
different at different locations, the highest values (about
0.06°C year~") being recorded off Svalbard and in coastal
regions of the White Sea (Jakowczyk and Stramska, 2014).
Trends in coastal regions have not been adequately
described, however, even if such regions are of special
interest because of increased human activity and important
land-ocean interactions.

The present study focuses on one of the largest fjords in
Norway, the Porsanger fjord (Fig. 1), which lies in the north of
the country, in the coastal zone of the Barents Sea. The main
objective was to investigate recent climate-related trends
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Figure 1

(a) Position of the Porsanger fjord in northern Europe; (b) the fjord's bathymetry showing the Norwegian Meteorological

Institute’s stations (black dots) and pixels, where data from the Era-Interim reanalysis were extracted (the white square at the fjord
mouth — Ry and the black square at the fjord head — R,); (c) terrain elevation based on the U.S. Geological Survey data (USGS — lta.cr.
usgs.gov/GMTED2010); (d) catchment areas (denoted from C to G), where water runoff was estimated using the E-HYPE model data
(Swedish Meteorological and Hydrographical Institute, http://hypeweb.smhi.se/europehype/time-series/).
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and to describe the meteorological conditions and their varia-
bility inside the fjord. This information will expand knowledge
of basic physical processes shaping the fjord's environment.
Meteorological conditions can influence oceanographic con-
ditions inside fjords, as has been shown by previous results
from numerical modelling and field studies (e.g. Asplin et al.,
1999; Cottier et al., 2010; Leth, 1995; Myksvoll et al., 2011,
2012; Svendsen and Thompson, 1978; Svendsen, 1991, 1995).
This study is a component of the NORDFLUX (Application of in
situ observations, high frequency radars and ocean colour to
study suspended matter, particulate carbon and dissolved
organic carbon fluxes in coastal waters of the Barents Sea)
interdisciplinary oceanographic project. The project was
motivated by the desire to improve understanding of the role
of fjords in the transport of terrigenous material to the ocean.
This paper provides a meteorological context for the inter-
pretation of the hydrographic results from NORDFLUX experi-
ment discussed in other papers (Biatogrodzka et al., 2017;
Stramska et al., 2016, 2018).

The IPCC Fifth Assessment Report (Stocker et al., 2013)
states that the Arctic region will continue to warm more
rapidly than the global mean rate until the end of the
century. The projected changes in air temperature and pre-
cipitation are unevenly distributed over the Arctic (Koenigk
et al., 2015), so local studies are needed for a better under-
standing of spatial variability of climate and meteorological
conditions. Such studies are necessary means for ground-
truthing large-scale climate change scenarios and enable
local factors and vulnerability to different environmental
conditions to be identified. Spatial variability of past and
future changes of air temperature and precipitation at Sval-
bard have been discussed by Ferland et al. (2011) and Osuch
and Wawrzyniak (2016). Other environmental changes asso-
ciated with climate trends have also been investigated in
Norway (Kaste et al., 2006). Apart from the increase in air
temperature, these changes include higher amounts and
variations in the timing of precipitation, changes in seasonal
weather patterns (milder winters, earlier springs, wetter
autumns) and occurrence of extreme weather events.
Although the Porsanger and some other Fennoscandian fjords
have already been studied in the general context of climate
and meteorological conditions (Eilertsen and Skaréhamar,
2006; Syvitski et al., 2012), the present study is according
to the authors' knowledge the first one describing these
aspects in detail with respect to the Porsanger fjord.

The paper is organized in the following way. First, basic
information about the study region is provided. Next,
data sets and methods are described. The results section
documents climate-related changes and analyses average
meteorological conditions in the Porsanger fjord on the basis
of long-term observations. Finally, meteorological conditions
in 2014 and 2015 are compared with their long-term counter-
parts in order to assess whether the conditions in the years
when the NORDFLUX experiments were carried out can be
described as typical or not.

2. Study region

Avery specific region was selected for this study, namely, the
Porsanger fjord (about 25.0—26.5°E and 70.0—71.0°N) in
northern Norway, adjacent to the Barents Sea (Fig. 1). Some

geographers consider this region to be a transition zone
between sub-arctic and high-arctic regions (Linell and
Tedrow, 1981; Mills and Speak, 1998; Niedzwiedz, 1997;
Stonehouse, 1989; Woo and Gregor, 1992). However, other
scientists define the boundary of the Arctic by the Polar Circle
(see for example http://www.nationalgeographic.org/
encyclopedia/arctic/), so by this criterion the Porsanger
fjord is a part of the Arctic region. Also, according to various
criteria used by the Arctic Monitoring and Assessment Pro-
gramme (http://www.amap.no; Arctic Pollution Issues 1998)
the Porsanger fjord, or at least its northern part, is classified
as a part of the European Arctic. However, even if the exact
borderline of the Arctic is debatable, it seems natural to
expect that the environmental conditions inside the fjord are
closely linked to the climate-induced changes observed in the
Arctic region generally and in the neighbouring Barents Sea in
particular.

The Porsanger fjord is approximately 100 km in length,
15—20 km in width and has a maximum depth of more than
230 m. According to its bathymetry (Fig. 1b), the fjord can be
divided into three different zones: 0—30 km — inner zone,
30—70 km — middle zone and 70—100 km — outer zone. The
inner zone is separated from the rest of the fjord by a sill
(60 m) some 30 km from the fjord head. The middle part
starts outside the sill. The borderline between the middle
and the outer zone of the fjord lies near the island of
Tamsgya, some 70 km from the fjord head. The outer zone
ends in a deep sill (180 m), so it is well connected with the
coastal waters of the Barents Sea. This is in contrast to the
inner part, where the environment is very different from the
rest of the fjord and maintains a unique arctic ecosystem
(Eilertsen and Frantzen, 2007). Tides in the Porsanger fjord
are considerable, with a range of the order of about 3 m. The
M2 component is the most important tidal component influ-
encing sea level and surface currents (Stramska et al., 2016).
The Porsanger fjord is surrounded by mountainous terrain
(Fig. 1c), the highest peaks being situated to the south-west
and south-east of the fjord. The land on either side of the
middle part of the fjord is not very high (no higher than 300 m
above sea level) but undulating, although there are some
narrow valleys between higher elevations on both its eastern
and western sides. There is a similar but wider valley at the
head of the fjord, along which southerly winds can freely
blow. The relief is also relatively low on the western side of
the fjord, near its mouth on the Barents Sea. Generally
speaking, the Porsanger fjord lies in a mountainous region
with medium and high elevations. These tend to prevent the
free flow of the wind, especially in the inner part of the fjord.
Due to land topography, wind direction above fjord waters
can differ from the large scale patterns above the land. Wind
patterns along the fjord affect in turn sea surface currents.
According to Stramska et al. (2016) only about 10—30% of the
variance in surface currents in the study area can be attrib-
uted to tidal currents; the influence of winds is therefore
significant.

3. Data sets and methods

The analyses in this paper are based on data obtained from
several sources. The basic information about the data sets
used is provided below.


http://www.nationalgeographic.org/encyclopedia/arctic/
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3.1. ERA-Interim meteorological data

Unfortunately, long-term, high-quality consistent meteoro-
logical observations from conventional sources are not avail-
able for the study region. Thirty-year-long (1986—2015)
wind, air temperature (AT) and precipitation reanalysis data
have therefore been used to determine climate-related
trends (obtained from the European Centre for Medium-
Range Weather Forecasts (ECMWF) through the ERA-Interim
reanalysis service (http://apps.ecmwf.int/datasets/data/
interim-full-daily/). In such a reanalysis, models and obser-
vations are combined in an optimal way to derive consistent,
global estimates of various atmospheric and oceanographic
parameters. The ERA-Interim reanalysis has been carried out
with a sequential data assimilation scheme, advancing for-
ward in time. In each cycle, all available observations from in
situ and satellite observations are combined with a forecast
model to estimate the evolving state of the global atmo-
sphere and its underlying surface. Daily data with 0.125°
spatial resolution are used in the present work. Two grid
points have been selected, one near the fjord mouth at
71.0°N, 26.375°E (Ry), the other near the fjord head at
70°N, 25°E (R,) (Fig. 1b). Since these data originate from
reanalysis, they represent large-scale (interpolated) condi-
tions, in contrast to the local data described below. On the
other hand, since ERA-Interim data have been reanalyzed
using consistent methods, they seem to be well suited to the
documentation of long-term, climate-related trends. Here,
precipitation data represent daily-accumulated values, but
all other data reflect average conditions on specific days. For
an in-depth description of ERA-Interim reanalysis data, the
reader is referred to Dee et al. (2011).

3.2. Local meteorological data

Air temperature, wind and precipitation records for the 10-
year period from 2006 to 2015 (from the eKlima service
(www.eklima.met.no), Norwegian Meteorological Institute)
were used to describe the average meteorological conditions
in the study area. The data have been quality controlled and
used in many studies (e.g. Aalto et al., 2014; Bienau et al.,
2014). In contrast to the ERA-Interim data, eKlima data
provide information at a local scale. AT and wind data with
hourly resolution are available for two stations in the Por-
sanger fjord — Honningsvaag (71.60°N, 25.59°E; altitude
above mean sea level (alt.) 14m) and Lakselv (70.40°N,
24.59°E; alt. 5 m). These stations are marked in Fig. 1b by
the letters H and L, respectively. The precipitation data
provide information on daily totals [mmday~'] and are
available for 4 stations (Fig. 1b) — Lakselv (L) (details given
above), Barselv (B) (70.31°N, 25.56°E, alt. 23 m; 70.32°N,
25.55°E, alt. 13 m), Oldefjord (O) (70.47°N, 25.08°E, alt.
50 m) and Repvaag (R) (70.75°N, 25.67°E, alt. 3 m) — but
these data do not always cover the same time intervals.
Station L data are available for 2006—2015, but station O
data from September 15, 2009 to the present. Since the data
for September 2009 are incomplete, the analysis for O begins
here from October 2009. For station B, the data are available
from 2006 to 2015, but the geographical position of the
station was changed in February 2015 from 70.32°N,
25.55°E to 70.31°N, 25.54°E. The distance between these
two locations is about 1.1 km. For the present discussion of

interannual variability, the data from both Barselv locations
have been merged into one set and are denoted as a single
point (B). Nevertheless, the data for January, February and
March 2015 are missing and historical data for station R for
2006—2013 are often missing or invalid. The complete data
sets from two years (2014 and 2015) from station R have thus
been used in this analysis.

3.3. Water runoff data

Estimates of terrigenous water discharge into the fjord are
based on data from the E-HYPE model, version 3.11 (obtained
from the Swedish Meteorological and Hydrographical Insti-
tute service, http://hypeweb.smhi.se/europehype/
time-series/). Data from 1980 to 2015 (36 years) have been
used to investigate long-term trends. Water runoff estimates
derived from the E-HYPE reflect daily average volumetric
flows of terrigenous water from a given sub-basin into the sea
and are expressed in m* s~'. The model has been extensively
validated with in situ data. A full description of the E-HYPE
model and the results of its validation are given in Arheimer
(2011) and Donnelly et al. (2016). According to the informa-
tion provided on the E-HYPE home website, the model devel-
opment procedure involves a stepwise, simultaneous
calibration being applied to 116 representative upstream
sites with river discharge observations, manual and remote
sensing snow observations, evapotranspiration, as well as
annual glacier mass balance observations for the period
1980—2000. The system has been evaluated using data from
all available river discharge stations (1347) in 1979—2009.
This paper discusses data from the sub-regions marked in
Fig. 1d by the letters C, D, E, F, G, respectively corresponding
to the E-HYPE model sub-regions 8209557, 8209627,
8000709, 8200458 and 8210123; only regions delivering
100% of the runoff water to the fjord are discussed.

3.4. Terrain elevation data

Global Multi-resolution Terrain Elevation Data 2010 with
7.5 arc second resolution provided by the U.S. Geological
Survey (USGS — lta.cr.usgs.gov/GMTED2010) (Danielson and
Gesh, 2011) are used to visualize the topography of the land
surrounding the Porsanger fjord (Fig. 1c). Figure 1c is a
general visualization of the terrain elevation around the
fjord. The relief has been depicted in constrained scale
(up to 500 m above sea level) to enable differences in
elevation to be distinguished. The highest terrain elevations
are located at south-western and south-eastern sides of the
basin. These are areas where the relief significantly exceeds
500 and reaches 1000 m.

3.5. Methods

The data processing steps include calculations of daily data
from hourly air temperature and wind eKlima data. The AT
and wind speed ERA-Interim data were downloaded as four
values per day, from which daily fields were calculated (the
values from 0:00, 6:00, 12:00 and 18:00) and precipitation
was downloaded as 12 h accumulations twice a day. The
water runoff data were provided as daily estimates of volu-
metric flow.


http://apps.ecmwf.int/datasets/data/interim-full-daily/
http://apps.ecmwf.int/datasets/data/interim-full-daily/
http://www.eklima.met.no/
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Table 1  Air temperature (AT), wind speed and precipitation trends at Lakselv and Honningsvaag on the basis of the 30-year time
series of ERA-Interim reanalysis data. 'X' means trends are not statistically significant. Trends are also not statistically significant in

the months not shown in the Table 1.

Trends — Lakselv/Honningsvaag

Period AT [°C] Wind speed [ms™"] Precipitation [mm]
Annual averages 0.0416/0.0485 X/X X/X

January X/X X/X X/—0.9616

April X/X —0.0891/—-0.0585 X/X

May X/0.0592 0.0702/0.0720 X/X

September 0.0760/0.0707 0.1022/0.0985 X/X

November X/0.1007 —0.1215/-0.1194 X/X

December X/0.1267 X/—0.1731 X/X

Table 2  Air temperature statistics at Lakselv (L) and Honningsvaag (H) on the basis of local meteorological data from 2006 to

2015 with hourly resolution.

Air temperature [°C]

2006—2015 Mean/median 10th percentile/90th percentile Min/max Standard deviation
Lakselv (L)

Full years 2.0/2.6 —10.3/12.8 —31.2/32.6 9.0
January —8.4/-7.7 —17/-0.2 —30/8.8 6.6
February —8.9/-8.2 —18.9/0.1 —31.2/8.7 7.4
March —4.3/-3.4 —12.6/2.4 —28.8/10.9 5.9
April 0.8/1.2 —4.7/5.8 —21.5/12.4 4.3
May 6.2/5.7 1.1/11.9 —6.9/25 4.4
June 9.6/9 5.4/14.7 0.2/25.1 3.8
July 12.6/12 8/18.2 2.2/32.6 4.0
August 11.7/11.4 7/17.2 -2.9/27 4.0
September 8.3/8.3 3.5/13.3 —3.4/22.5 3.8
October 2.2/2.5 -3.1/7.4 —18.8/14.4 4.4
November —2.6/-1.8 -9.3/2.9 —25.7/10.4 4.9
December —5.2/-4.3 —13.4/1.6 —23.1/9.8 5.6
Honningsvaag (H)

Full years 3.3/3.1 —3.9/10.4 —17.1/25.8 5.6
January —2.5/-2.3 —6.9/1.8 —14.9/6.6 3.5
February -3.5/-3.3 —8.7/1.3 —17.1/7.5 3.9
March —-1.6/-1.7 —5.6/2.4 —10.4/7.5 3.2
April 0.9/1.2 -2.9/4.3 —8.8/9.5 2.8
May 4.7/4.4 1.1/8.4 —2.6/19.4 3.0
June 7.4/6.9 4.3/10.9 0.3/22.8 3.0
July 10.1/9.5 6.9/14.5 3.3/25.8 3.1
August 10.4/10 6.9/14.1 3.7/22.2 2.8
September 8.2/8.2 4.9/11.6 0.2/17.8 2.6
October 4.1/3.9 0.6/8.0 —5.3/12.1 2.9
November 0.9/1 —2.6/4.3 —7.6/9.0 2.7
December —0.4/-0.2 —4.3/3.1 —11.5/8.2 3.0

The monthly, annual and multi-year averages were calcu-
lated from daily eKlima data. Standard statistical methods
were used for the data analysis (Sheskin, 2000). Using these
methods, trends, standard deviations and the 10th and 90th
percentiles (Tables 1—3) were calculated. The average,
median, minimum (min) and maximum (max) were also
calculated for full years and months for 2006—2015.

The assumption underlying the analysis of Era-Interim
data and water runoff data (E-HYPE) was that simple linear
regression can describe climate-related trends. The linear
trends were fitted to each time series record by the least
squares method and tested for statistical significance. The
trends presented here were calculated on annually averaged
data in order to filter out the annual cycle, which is sig-
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Table 3 Wind speed statistics at Lakselv (L) and Honningsvaag (H) on the basis of local meteorological data from 2006 to 2015 with

hourly resolution.

Wind speed [ms™]

2006—2015 Mean/median 10th percentile/90th percentile Min/max Standard deviation
Lakselv (L)

Full years 5.4/4.9 1.3/10.1 0.1/25.7 3.5
January 6.7/6.6 1.4/12 0.1/24.3 4.1
February 6.5/6.4 1.2/11.8 0.1/22.4 4.0
March 6.1/5.9 1.2/11.4 0.1/25.4 4.0
April 5.3/4.8 1.2/9.9 0.1/21.6 3.4
May 4.9/4.5 1.3/8.8 0.1/25.5 3.1
June 4.9/4.7 1.6/8.5 0.2/20.0 2.8
July 4.5/4.3 1.4/7.7 0.1/18.8 2.6
August 3.9/3.6 1/7.3 0.1/16.7 2.4
September 4.5/4.1 1.1/8.3 0.1/20.0 2.9
October 5.3/4.9 1.4/9.8 0.1/23.5 3.3
November 6.1/5.8 1.6/10.9 0.2/21.9 3.6
December 6.4/6.1 1.6/11.5 0.1/25.7 3.9
Honningsvaag (H)

Full years 6.2/5.7 1.7/11.2 0.1/28 3.7
January 8.0/7.9 2.6/13.2 0.1/23.6 4.0
February 7.9/7.6 2.9/13.1 0.2/26.2 4.0
March 7.6/7.4 3/12.4 0.1/24.6 3.7
April 6.0/5.5 1.9/10.8 0.1/26.4 3.5
May 5.2/4.8 1.4/9.6 0.1/20.2 3.2
June 4.9/4.6 1.5/8.8 0.1/20.6 2.9
July 4.4/4.1 0.9/8.2 0.3/20.0 2.9
August 4.2/3.8 0.8/7.8 0.3/18.0 2.8
September 5.3/4.9 1.4/9.4 0.3/21.0 3.3
October 6.1/5.7 1.9/10.7 0.3/20.2 3.3
November 7.0/6.7 2.5/11.5 0.3/23.4 3.5
December 7.6/7.2 2.7/12.7 0.3/28 4.0

nificant in all data sets. The 30-year and 36-year trends were
also calculated for monthly Era-Interim and E-HYPE model
data, respectively.

As regards wind characteristics, the standard meteoro-
logical convention was followed. Accordingly, North (N)
indicates winds blowing from the North (346° to 15°), South
(S) is for winds blowing from 166° to 195°, East (E) is for
winds blowing from 76° to 105°, and West (W) is for winds
blowing from 256° to 285°. Intercardinal sectors are defined
as NE (46—75°), SE (106—135°), NW (286—315°) and SW
(226—255°). Finally, the secondary intercardinal sectors
are NNE (16—45°), SSE (136—165°), NNW (316—345°), and
SSW (196—225°).

To discuss the daily scale of variability, time series were
analyzed using algorithms described by Bendat and Piersol
(2011). The power spectra of the AT and wind speed were
obtained from data with hourly resolution using a Fourier
transform of the autocovariance function, to which the
Parzen weighting function was applied. In all the cases
considered here, the time series record consisted of a total
of N=2048 data points, representing about 85 days. The
autocovariance functions were calculated with a maximum
time lag M = 220. The standard error was about ~30% in the
power spectral estimates.

4. Results
4.1. Long-term trends

Time series of annually averaged ERA-Interim air tempera-
tures at locations Ry and R, are presented in Fig. 2. These
data show that annually averaged ATs were always greater at
the fjord mouth (Ry). Long-term trends are similar at both
locations, the trend at Ry being slightly higher
(0.0485°C year™") than at R, (0.0416°C year™"). The trends
are statistically significant at confidence level 95% (« = 95%).
Patterns in interannual variability are well correlated, the
correlation coefficient R between annually averaged data is
0.9851.

In order to investigate whether temperature trends vary
seasonally, 30-year trends in the monthly AT data were
estimated — see Table 1. This shows that AT trends are
statistically significant and positive at R, in September and
at Ry in May, September, November and December.

Time series of ERA-Interim annual averages of wind speed
(Fig. 2c and d) show a pattern of interannual variability, but
long-term trends are not statistically significant. Mean
annual wind speed was on average greater at Ry, reflecting



350

a . RL
251 y=0.0416x-0.5100
2

C

1986 1990 1994 1998 2002 2006 2010 2014
years

5.50
525
5.00 -

T 475

E 450"

©

94,25

® 40"

2 4,

'3 3.75
35"
325"

3.00 " ke — '
1986 1990 1994 1998 2002 2006 2010 2014
years

o LS
1986 1990 1994 1998 2002 2006 2010 2014
years

'a 700 r | i ! 7 M)

A. Cieszynska, M. Stramska/Oceanologia 60 (2018) 344—366

b Ry
y = 0.0485x + 0.4952

-0.5
-1.0
-1.5

1986 1990 1994 1998 2002 2006 2010 2014
years

d

5.50 [+
5.25
5.00

oy 4.75

E 450

8425

g4

g 4.0

£375

35

3.26

.00 i PP vrvao
1986 1990 1994 1998 2002 2006 2010 2014
years

f

900 p—r——r————————————
800 O R
£.600
£

£.500 1
{ =

S 400
s
3300
2

£ 200
100

0
1986 1990 1994 1998 2002 2006 2010 2014
years

Figure 2 Time series of (a, b) annual mean air temperature (AT), (c, d) wind speed, and (e, f) total annual precipitation. The left-
hand panel (R,) shows data for the location near the fjord head (Lakselv) and the right-hand panel (Ry) for the location near the fjord
mouth (Honningsvaag). (e and f) Grey circles — maximum annual precipitation totals; dark grey diamonds — minimum precipitation

totals. Based on ERA-Interim reanalysis data.

the stronger influence of oceanic storms at this location than
at R,. The differences between the maximum and minimum
annual wind speeds are 0.83 and 0.82m s™" at R, and Ry,
respectively. The trend in the monthly wind speed was sig-
nificant in April, May, September, November at both locations
(Ry and R;) and in December at Ry (see Table 1). Standard

deviations were estimated using daily wind speed data for
every year (1986—2015). The standard deviation was the
greatest in 1995 at both R, and Ry and reached 1.86 m s~!
and 2.32m s, respectively; it was the lowest in 1998 at
both R, (1.40 ms~")and Ry, (1.85 m s~"). Present results show
that there is no statistically significant trend in wind speed
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Figure 3 Time series (1980—2015) of annual mean water
runoff for different catchment areas (C—G) and their sum
(denoted by SUM). Based on the E-HYPE model data.

standard deviations at either station. Summarizing, wind
speed was on average significantly higher and its variability
stronger at the station located near the fjord mouth than in
its inner part.

Annual precipitation totals are shown in Fig. 2e and f.
These data do not manifest a statistically significant trend at
either location in annual precipitation totals. Regarding
monthly accumulations, the trend was estimated only for
January at Ry (Table 1). Maximum annually accumulated
precipitation was recorded in 1989 at R, and in 1992 at
Ry. Minimum values were observed in 2009 at R, and in
1998 at Ry. The difference between the maximum and
minimum annual precipitation was about 204.8 mm year™"
near the fjord head and 221.1 mmyear~' near the fjord
mouth. This is about 31.7% and 31.1% of the multiyear
average at R, and Ry, respectively. The interannual varia-
bility in precipitation is thus significant.

Time series of water runoff in 1980—2015 are displayed in
Fig. 3 for each of the sub-catchment regions and as the total
runoff from all regions. The figure shows that water runoff into
the fjord was the largest in region E (southern part of the
fjord, see Fig. 1d), through which the Lakselva river flows.
Long-term trends in annually averaged water runoff were
small but positive and statistically significant for each catch-
ment area and for the total runoff. The trends for the total
runoff and for the sub-catchment E (the one with the greatest
water discharge) are 0.3012 m3s~"and 0.1205 m3 s ', respec-
tively. Water runoff peaked in region G in 1992 while in all
catchment areas and for the total runoff (SUM) in 2015. Mini-
mum values were recorded in all catchments in 1980.

To summarize, long-term trends in the Porsanger fjord are
statistically significant for air temperatures and terrigenous
water runoff, but not for wind speed or precipitation. Based
on ERA-Interim data it is clear that the differences between
the outer and inner parts of the fjord are of great impor-
tance: the outer part of the fjord has slightly higher mean
annual AT and stronger winds than its inner part.

4.2. Annual cycles

This section describes the main features of the annual cycles
in the data sets and shows how the in situ experiments,

carried out from June 1 to July 1, 2014 and from May
24 to June 24, 2015, were timed with respect to the local
annual cycle. All the relevant meteorological data are from
local stations of the Norwegian Meteorological Institute
(eKlima): local data should provide a better picture of the
variability inside the fjord than the large-scale Era-Interim
data.

Mean monthly AT data estimated for Lakselv and Hon-
ningsvaag from the 10-year (2006—2015) time series, as well
as for 2014 and 2015, are compared in Fig. 4a and b. At
Lakselv, the lowest 10-year mean monthly AT of —8.9°C was
recorded in February, and its highest value of 12.6°C in July.
Monthly mean ATs at this station in 2015 were higher than the
10-year average, except in January, May, June and July.
Unusually high temperatures were also measured in February
and July 2014. At Honningsvaag, the lowest 10-year mean
monthly AT was calculated for February (—3.5°C) and the
highest for July (10.1°C) and August (10.4°C). The differences
between the 10-year mean monthly ATand the mean monthly
AT for 2014 and 2015 at Honningsvaag resemble the pattern
at Lakselv. The mean monthly temperatures at Lakselv and
Honningsvaag in June 2014 and 2015 were similar to the 10-
year means at each location.

The difference between the maximum and minimum
mean monthly AT was 21.6°C at Lakselv and 13.9°C at Hon-
ningsvaag. The amplitude of the annual AT cycle is signifi-
cantly larger at Lakselv than at Honningsvaag. This can be
attributed to the fact that climate at Honningsvaag (near the
open Barents Sea) is strongly influenced by maritime air
masses. In contrast, Lakselv (situated in the inner part of
the fjord though only ~100 km from Honningsvaag) is influ-
enced by a continental climate, with higher summer tem-
peratures and lower winter temperatures than in the oceanic
regions.

Mean monthly wind speed estimates at Lakselv and Hon-
ningsvaag from the 2006—2015 time series are compared in
Fig. 4c and d. There is a clear annual cycle in wind speed at
both locations, with a larger mean value in winter and late
autumn and a lower mean in summer. At Lakselv, the mini-
mum 10-year monthly mean wind speed is in August
(3.9ms™") and the maximum (6.7 ms~") in January. At
Honningsvaag, the lowest 10-year monthly mean wind speed
is also in August (4.1 ms~') and the highest in January
(8.0ms™"). Thus, the seasonal pattern of the 10-year mean
annual wind speed is similar at both locations, but the mean
wind speed and the amplitude of the annual cycle are larger
at Honningsvaag than at Lakselv (amplitude of 3.9 ms~' and
2.8ms~', respectively). This is most likely a result of the
geographical positions of these meteorological stations: Lak-
selv is situated in the inner part of the fjord, where the
terrain is higher than around Honningsvaag. The land eleva-
tion sets up a barrier to winds. Comparison of 2014 and
2015 with the 10-year means shows that winds were stronger
than average in June 2014 and in May/June 2015, but rela-
tively weak in May 2014. In winter 2015 (February and March)
winds were stronger than the multi-year monthly means for
this time of the year.

Wind roses were plotted (Fig. 5) to illustrate the 10-year
and annual (2014 and 2015) statistics of wind characteristics
(speed and direction). Data with hourly resolution were used
to draw these plots, as wind speed and direction are highly
variable in the Porsanger fjord region.



352

A. Cieszynska, M. Stramska/Oceanologia 60 (2018) 344—366

L H
a5 o b T R
13 —-10y average J 13+ —-10y average
11} -0-2014 11+ 02014
9| -0-2015 9+ -0-2015
7 7!
— 5 — 57
S 3 S 3
E o1 =1y
< 4 < 4|
-3 =37
-5 5
-7 -7
-9 9!
A1k gl , g
12 3 4 5 6 7 8 9 10 1112 172 34 5 6 7 8 9 101112
month month
C L d H
9.5 —4-10y average 9.5 ,.:R\ -4-10y average |
~0-2014 /g +0-2014
8.5 -0-2015 —85 / i -0-2015

P,

o
o

wind speed [m s'1]
»
(6] [6;]

o
)

ol
o

1.2345678910111.2
month

1 234567 8 9 101112
month
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Figure 5 shows that S winds prevailed at both stations,
Lakselv and Honningsvaag. Winds from the E were the least
frequent at both locations. There are, however, significant
differences between these two locations. At Lakselv the
second most frequent sector was SSE, whereas at Honnings-
vaag it was SSW. This was observed in the 10-year data set
(Fig. 5a, b) as well as in 2014 (Fig. 5c, d) and 2015 (Fig. 5e, f).
Moreover, NNW winds at Honningsvaag were relatively rare,
whereas in Lakselv they blew with a frequency of between
13 and 15%. In contrast, winds from NW to SSW were seldom
recorded at Lakselvy, whereas at Honningsvaag these wind
directions were quite common and included wind speeds
even exceeding 16 ms~'. These differences in winds are
most likely due to the topography of land, sheltering the
stations and fjord to some degree (Fig. 1c). The main dif-
ference between the 10-year mean and the 2014 and
2015 wind roses at Lakselv is that in 2014 and 2015 there
were more SSE winds than in the 10-year time series. At
Honningsvaag in 2014 and 2015 SSW winds were less frequent
than in the 10-year time series. This was compensated by
winds from the S and SW sectors. Nevertheless, it seems that
the differences in wind directions between the two locations
are more significant than the differences in the statistics for
the 10-year and 2014 and 2015 data sets at one station.

The annual pattern of precipitation is shown in Fig. 6 as a
multi-year mean and 2014 and 2015 monthly accumulated
values recorded at 4 stations. The positions of these stations
are marked in Fig. 1b. Figure 6 shows that precipitation was
the highest at Repvaag, especially in 2015. Note that the plot
displaying the precipitation at Repvaag (Fig. 6d) has a dif-
ferent vertical scale from all the other sub-plots in Fig. 6; this
was done to make the other sub-plots more readable. Figure 6
underlines the fact that precipitation is a local phenomenon
and that there are large differences between the values
recorded at the various stations. The annual patterns of
monthly means are different at each station, and the annual
cycle is not as well pronounced and regular as in the case of
air temperature or winds.

At Laksely, the multiyear mean monthly precipitation fell
to a minimum in January, but rose to a maximum in July. On
the basis of monthly means, rainfall in June 2014 (the month
of the NORDFLUX experiment) was more abundant than in any
of the other months of June in 2006—2015 for that station. At
Oldefjord (O), the lowest multiyear mean monthly total
precipitation was in May and the highest in October. May
as the month with minimum precipitation is an exception
here compared with the other locations. At this station,
2015 was a year with high precipitation, including June,


http://www.eklima.met.no/

A. Cieszynska, M. Stramska/Oceanologia 60 (2018) 344—366 353

Lakselv Honningsvaag
a N b

/

e

\ \
10% ’?o% 130%
e e M
S / |

[ I8 <speed<10 |llspeed=16
[6sspeed<8 14 < speed <16
B4 <speed<6 2 < speed < 14
Bl <speed<4 [ [10< speed <12
O <speed <2
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the month of the NORDFLUX experiment. At Barselv, the
multiyear mean monthly precipitation dropped to a minimum
in February and rose to a maximum in October. The results of
the NORDFLUX experiment indicate that June 2015 was a
month with relatively high precipitation compared to other
Junes in 2006—2015. Note that at Bgrselv, no data were
available for February and March 2015, and the data for
January were incomplete. At Repvaag, the multiyear mean
monthly precipitation was the lowest in January, and the
highest in December. In both 2014 and 2015 there was intense
precipitation at Repvaag in June (NORDFLUX experiment).

To recapitulate: regarding the conditions during the
NORDFLUX experiments, rainfall was heavier at all locations
in May 2015 and less intense at almost all locations in May
2014 than the respective 10-year mean. In addition, there
was more precipitation at three stations (O, B, R) in June
2015 than the 10-year mean and the same was true for
Lakselv and Repvaag in June 2014.

The annual water runoff cycle in the Porsanger fjord is
more pronounced than the annual precipitation cycle. This is
illustrated in Fig. 7, which compares the 36-year (1980—
2015) daily water discharge estimates for 5 sub-regions. In
addition, the total runoff from all 5 regions (SUM) is displayed
in Fig. 7f and g. These show that water runoff is extremely
low in the winter months (December—March). The 36-year
monthly mean water discharge reaches its maximum in May
(regions C, E and F) or in June (regions D, G and the SUM). This

is because snowmelt in late spring/early summer contributes
to the total discharge. There is, however, a significant inter-
annual variability during the summer months, as indicated by
the grey lines in Fig. 7f. Regionally, runoff is estimated to be
the largest in the biggest catchment region E. This is where
the Lakselva river delivers water from the mountains. The
second most important region is G, with the Barselva river.
According to this analysis, precipitation is quite heavy in
these areas (see Fig. 6a, c): the weather stations at L and B
are respectively situated in catchments E and G.

4.3. Short-term variability

Short-term fluctuations contribute significantly to the overall
variability of weather conditions in the Porsanger region at
synoptic and daily time scales. In order to illustrate the
intensity of this variability, AT time series at Honningsvaag
and Lakselv for 2014 and 2015 have been plotted in Fig. 8a
with full (hourly) resolution. Figure 8b shows similar time
series for wind speed. For comparison, each figure includes
the 10-year average daily data. There is a well-pronounced
annual cycle in the 10-year average daily time series of ATand
wind speed. The annual cycle is also evident in the standard
deviation for wind speed. The figures show that short-term
fluctuations include changes in AT of the order of a few °C (up
to ~20°C in extreme situations), whereas changes in wind
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speed were as much as 20 ms~'. Short-term wind events

reached their greatest speeds in the winter months. For the
period of the bio-optical NORDFLUX experiment in 2014 (year
days 152—182, i.e. June 1—July 1) there were observed air
temperature events significantly higher than the 10-year
average data, whereas in 2015 (year days 144—175, i.e
May 24—June 24) air temperatures were similar to the 10-
year average AT records (Fig. 8a).

The overall range of variability and frequency distribu-
tions of specific ATs and wind speeds are illustrated in Fig. 9a
and b as annual and monthly information for selected months
(April, May and June). The results for all months are sum-
marized in Tables 2 and 3. Figure 9 shows that the respective
AT frequency distributions were broader for Lakselv than for
Honningsvaag. The range of ATs was about 20°C for the
monthly distributions at each location in summer (June). It
can be seen from Table 2 that average and median ATs at
Lakselv were greater in summer but smaller in winter in
comparison to Honningsvaag. The differences were quite
large. For February, for instance, the average and median
ATs at Lakselv were —8.9°C and —8.2°C, respectively; the
corresponding values for Honningsvaag were —2.5°C and
—2.3°C. In summer (July), the average and median ATs at
Lakselv were 12.6°C and 12°C, respectively, while at Hon-
ningsvaag they were 10.1°C and 9.5°C. Annual average and
median ATs were lower at Lakselv (2.0 and 2.6°C, respec-
tively) than at Honningsvaag (3.3 and 3.1°C, respectively)
and the annual AT amplitude was larger at Lakselv than at
Honningsvaag. This is consistent with the fact that Lakselv is

situated in the inner part of the fjord, under the influence of
continental air masses.

This statistical analysis of AT data shows clearly that
despite the relatively short distance between them (approxi-
mately 100 km), the outer and inner parts of the fjord differ
dramatically as far as the thermal characteristics of air
masses are concerned. The frequency distributions of wind
speed (Fig. 9b) show that low wind speeds were more fre-
quent at Lakselv than at Honningsvaag. Table 3, summarizing
the statistics, shows that in the full year analysis, the average
and median wind speeds were lower at Lakselv (5.4 and
4.9ms™") than at Honningsvaag (6.2 and 5.7 ms™"). For
the specific month analysis, means and medians were always
higher at H than at L, except in May, when those values were
similar.

Wind roses illustrating wind speed and directions in dif-
ferent months are shown in Figs. 10 and 11 for Lakselv and
Honningsvaag, respectively. These wind roses are based on
the data series for 2006—2015 with hourly resolution (eKlima
data). At Lakselv (Fig. 10) there was a strong prevalence of S
winds during winter (December, January, February), in early
spring (March) and in autumn (October, November). Further-
more, strong wind events were more frequent during these
months than during the rest of the year. Figure 10 highlights
the seasonal variability of wind characteristics at Lakselv.
From wind roses one can see that during summer the pre-
vailing direction of winds was opposite to prevailing direction
of winds in winter. Additionally, it is noticeable that the
month of May can be considered as a transition period
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between spring and summer wind conditions, since it pre-
sented a combination of wind characteristics typical for April
and June. The wind roses for Honningsvaag (Fig. 11) indicate
a variability of wind directions even greater than that at
Lakselv. As at L, direction from S prevailed at H in winter
(December, January, February), in early spring (March) and in
autumn (October, November). However, the second most
frequent wind direction was SSW (in contrast to Lakselv).
As at L, strong wind events were more frequent at H in
autumn and winter. The S and SSW sectors were dominant
in the 10-year April wind rose for H. SW, Wand NW winds were
not so frequent, even though the strongest wind speed events
(even exceeding 16 ms~') were from these directions. All
sectors except SSE, SE, NE and NNW were frequent in the 10-
year May wind rose (Fig. 11 May), but westerlies and east-
erlies dominated. The N, NE, W and NW sectors prevailed in
the 10-year June wind rose (Fig. 11 Jun), and the highest wind
speeds were also recorded in this month. Summarizing, one
can say that in spring and summer the wind direction dis-
tribution in H is very variable, any fixed pattern not being
observed that time. On the contrary, in L the pattern is
plainly pronounced and shows strong seasonal variability in

wind directions between summer and winter months. Com-
paring these seasons, it is clear that they are characterized
by the dominance of completely opposed wind directions
with S and SSE winds blowing in winter and N and NNW in
summer.

The wind patterns at Lakselv and Honningsvaag for the
months of April, May and June of 2014 and 2015 are addi-
tionally analyzed (Fig. 12). Attention is intentionally drawn
here to the period when winds could have affected hydro-
logical conditions in the fjord during NORDFLUX experiments.
A seasonal wind pattern is discernible from these character-
istics, albeit with some year-to-year fluctuations. There were
more strong wind events in April 2014 than in April 2015 at
both stations (Fig. 12 Aprils). What is more, N winds were
recorded at Lakselv in April 2015, but were not observed so
frequently in April 2014. At Honningsvaag in April 2015 winds
blew from the NNE, NE, E, SE and SSE sectors, whereas in
April 2014 there were hardly any winds from these directions.
At both locations, May 2014 was a relatively calm month, with
only S and SSE winds sometimes exceeding 12ms~ ' at
Lakselv and SW and NNE winds exceeding 14 ms~' at Hon-
ningsvaag. The wind conditions at Lakselv in June 2014 and


http://www.eklima.met.no/

358 A. Cieszynska, M. Stramska/Oceanologia 60 (2018) 344—366

\

"‘}10% 120% 130% [10%
{ }

\“’1 0% 20% “30% 0% 0%

- R W

[ I8 <speed<10  llspecd=16

Lakselv =~ EXfGsspeed<2 14 <speed<16
B4 <speed<6 12 < speed < 14
Bl <speed<4 | 10< speed<12
O <speed <2

Figure 10 Wind roses comparing wind conditions in different months at Lakselv for 2006—2015. Wind roses for specific months are
labelled with their abbreviations. Based on data from the Norwegian Meteorological Institute, www.eklima.met.no.
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Figure 11 Wind roses comparing wind conditions in different months at Honningsvaag for 2006—2015. Wind roses for specific months
are labelled with their abbreviations. Based on data from the Norwegian Meteorological Institute, www.eklima.met.no.
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abbreviations. Based on data from the Norwegian Meteorological Institute, www.eklima.met.no.
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June 2015 were almost the same, but there were some
differences. For example, we noted the occurrence of high
(~10m s~ ") winds from the S, SSW and SW sectors in June
2015, high westerly wind speed episodes in June 2015 and
rare, strong wind speed events in the NW sector in June
2014. At Honningsvaag, June 2014 was different in the con-
text of wind characteristics from June 2015. In June 2014 NNE
winds dominated, whereas in June 2015 there were scarcely
any winds from that direction. In addition, westerlies were
often registered in June 2015, whereas in June 2014 they
were not so frequent and significantly weaker. With regard to
the spring and early summer wind patterns along the fjord,
strong wind events were less frequent in the months of June
than in the Aprils and Mays. Compared with the other two
months, the months of May still seemed to exhibit transi-
tional features. The spring/early summer wind characteris-
tics in Porsanger do display seasonality but there are some
year-to-year differences.

Summarizing, there are large differences in the wind
directions at L and H. The variability is greater at Honnings-
vaag, which is a result of different geographical conditions: H

(W)

is situated near the ocean and surrounded by small hills,
whereas L lies inland and is sheltered by higher mountains
(see Fig. 1b, c). The wind direction at Lakselv seems to be
more influenced by the fjord's topography than the wind in H.

Short-term variability includes periodic changes occurring
on a daily time scale. Figure 13a exemplifies an AT data
subset showing in better focus the within-day AT variability at
Lakselv and Honningsvaag. First of all, the daily changes in air
temperature are significant. They are associated with the
variable shortwave radiation flux resulting from the daily
cycle of the solar zenith angle. Interestingly, the spatial
variability of the daily AT cycle also leads to a pronounced
daily cycle of the difference between ATs at Lakselv and
Honningsvaag (Fig. 13b). This is because Lakselv is more
under the influence of vast land areas. Because of the
difference in specific heat capacity, the land surface warms
up more efficiently during the day than the ocean surface.
Heat fluxes warm the air above the land surface, so thereis a
faster increase in air temperature during the day at Lakselv
than at Honningsvaag, which lies near the ocean. Wind
speeds are also influenced by this process, since air expands
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on warming up. During the day, therefore, the air pressure is
lower over the land than over the ocean. The within-day
variabilities of wind speed at Lakselv and Honningsvaag are
displayed in Fig. 13c. Clearly, the daily wind speed cycle is
not as obvious as the daily cycle in air temperature differ-
ence. Inorder to illustrate the importance of the daily cycles,
power spectra were calculated from the 2014 summer data.
The normalized power spectra are similar at L and H. There is
a significant peak on the diurnal time scale for the AT
difference (Fig. 13d and e). The 24-h wind speed peak is
more pronounced at Lakselv than at Honningsvaag. These
daily cycles were not observed in winter (not shown here).
The daily patterns in the AT and wind speed differences
between H and L are an interesting feature of the meteor-
ological situation shaping the fjord environment during the
spring and summer months.

5. Discussion

Climate change is having a significant effect on the Arctic
environment, where global trends are being amplified
(Screen and Simonds, 2010; Serreze and Barry, 2011). Most
research in the European Arctic focuses on very specific
regions such as Svalbard, where intense interdisciplinary
research regarding many aspects of climate related changes
has been carried on for many years (Cisek et al., 2010, 2017;
Gtowacki and Niedzwiedz, 1997; Gtuchowska et al., 2016;
Haarpaintner et al., 2001; Kedra et al., 2013; Marsz and
Styszynska, 2013; Piechura and Walczowski, 2009; Putkonen,
1998; Strzelecki et al., 2015; Svendsen et al., 2002; Zagorski
et al., 2015). In contrast, there is less information in the
literature for some other regions, such as the coastal regions
of the Barents Sea. For a full understanding of how a spatially
variable environment like the Arctic functions, research
needs to embrace different locations in order to acquire
information on a range of different local environments. This
will enable knowledge to be extrapolated to a larger scale
with better precision.

This paper focuses on the Porsanger fjord, which is situ-
ated in the coastal region of the Barents Sea. Even though the
Barents Sea is known to play an important role in the entire
Arctic context (Doscher et al., 2014; Inoue et al., 2012;
Mastowski et al., 2004), coastal processes in the Barents
Sea have not received enough attention in the literature,
so far. This work analyses meteorological and water runoff
data for the fjord in order to better characterize the condi-
tions shaping its environment. The results confirm that this
region is undergoing warming related to climate change: this
is indicated by rising air temperatures. The estimated trend
for AT in the Porsanger fjord is 0.0485°C year~" at the fjord
mouth (Ry) and 0.0416°C year ™" at the fjord head (R,). For
comparison, global linear trends in air temperature have
been estimated at 0.007°C year~' based on data for 1901—
2010 and 0.017°C year~ ' based on 1979—2010 temperatures
(Morice et al., 2012). Trends in the Arctic are larger than
global average (Serreze and Francis, 2006). In the open
Barents Sea, such trends are even stronger than in other
Arctic regions (Koenigk et al., 2015); based on data for 1982—
2013 they have been estimated at ~0.2°C year™"' (Jakowczyk
and Stramska, 2014). The AT trends derived in this work for
the Porsanger fjord are thus higher than the global average,

but lower than those in the open Barents Sea. Moreover,
presented results point to AT monthly trends being statisti-
cally significant and positive at R; in September and at Ry in
May, September, November and December (Table 1). Hence,
the increase in AT is more evident in the spring and autumn.
This may imply that the spring/summer season in the Por-
sanger fjord region is becoming longer, as has been observed
in other Arctic fjords (Gjelten et al., 2016).

There were also annual trends in land-originated water
discharges in all analyzed sub-regions. In contrast to AT and
freshwater runoff, the results shows that climate change
does not seem to have had a significant effect on long-term
changes in either wind speed or precipitation in this region.
At a first glance, it can be somewhat puzzling that statisti-
cally significant trends were detected in land-originated
water runoff estimates, whilst trends in precipitation were
not statistically significant. This can be partly explained by
the fact that accurate precipitation representation in rea-
nalysis is of a special difficulty and that generally precipita-
tion is the most uncertain quantity provided by ERA-Interim.
This is because precipitation is highly variable in space but
there are not enough in situ data collected for assimilation in
data reanalysis (Dee et al., 2011). In addition, the water
runoff depends not only on precipitation, but also on eva-
poration and other processes. According to authors' supple-
mentary calculations (based on ERA-Interim data not shown
here), there was no statistically significant trend in the
precipitation minus evaporation (P — E) in the study region,
except for the month of June in Lakselv. However water
runoff depends also on other factors, such as snow melt and
efficiency of water transport on land from other regions. For
example, significant precipitation can occur far away from
the fjord and amplify the land-originated water inflow into
the basin independently on precipitation rates in the vicinity
of the fjord.

One of the most noticeable observation from this research
is that the Porsanger fjord is a region with significant spatial
variability. Thermal and wind conditions are quite different
in its inner and outer parts, even if the distance between the
sites is only around 100 km. The inner part is strongly
affected by aspects of continental climate; the outer part,
in contrast, is governed by maritime influences. This leads to
large differences in ATs recorded at the two stations. On
average, the difference in mean monthly ATs at Lakselv and
Honningsvaag is about 5.9°C in winter (January) and 2.5°C in
summer (July). There are also significant differences in other
statistical quantities, such as median, 10th and 90th percen-
tiles and standard deviations, showing that air temperatures
are more variable at Lakselv than at Honningsvaag. Average
and median wind speeds are significantly lower at Lakselv
(5.4and 4.9 m s~") than at Honningsvaag (6.2 and 5.7 ms™").
The annual amplitude of wind speed, as well as the standard
deviation of the time series, is higher at Honningsvaag than at
Lakselv. This shows that wind conditions are more variable at
the former than at the latter station.

There is also noticeable spatial variability of wind direc-
tions. Winds at Lakselv are more influenced by the surround-
ing topography (mountains) than at Honningsvaag, where the
land is lower. Moreover, strong wind events (above 12 ms™")
are more frequent at Honningsvaag than at Lakselv. The steep
longshore gradients in meteorological parameters such as
wind, AT and precipitation presented in this study have been
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also observed for other Fennoscandian fjords (Wassmann
et al., 1996).

The Porsanger fjord is characterized by a strong annual
cycle in AT and wind data (speed and direction), as this is a
region where the polar night (from the last week in November
to the third week in January) and polar day (mid-May to the
end of July) occur. Based on monthly means, the multiyear
average annual AT amplitude is 21.5°C at Lakselv and 13.9°C
at Honningsvaag. In the annual wind speed cycle there are
more variable winds and higher average wind speeds in
winter than in summer. There is a well pronounced seasonal
shift in wind direction. In summer (June), NNW and N winds
are more frequent at Lakselv, whereas N and W winds prevail
at Honningsvaag. In winter (January), S and SE winds prevail
at Lakselv, whilst winds from the S and SW sectors are the
most frequent at Honningsvaag. The annual precipitation
cycle is not so well pronounced, and the precipitation records
at these two stations display different patterns. Generally,
for all stations where precipitation totals were analyzed, the
annual patterns of monthly means are different at each
location, and the annual cycle is not as well noticeable as
in the case of AT or winds. The results also reveal differences
between the monthly precipitation totals in 2014 and 2015,
and the 10-year mean monthly totals. This implies significant
inter-annual variability in precipitation in specific months
(Fig. 6). In contrast to precipitation, the annual cycle of
water runoff is very clear. Terrigenous water discharge is
extremely low in the winter months but high in the late spring
and summer. This is because seasonal patterns in snow melt
significantly affect water runoff. Water runoffs are the lar-
gest in the innermost region E, where the Lakselva supplies
the river water. The second most important region is the
eastern catchment G, with the Bgrselva river.

Synoptic-scale and within-day variability is also intense in
the Porsanger fjord. Wind patterns and air temperatures can
change dramatically within hours. In addition, there are
evidently regular patterns in the AT daily cycle in the time
series records, but they are of different intensities at L and H.
Interestingly, the daily cycle of air temperature difference
between Lakselv and Honningsvaag is also strong and has an
influence on winds. This has been confirmed by the power
spectra of air temperature and wind speed in spring/summer
with statistically significant peaks indicating diel variability.
Similar peaks are absent from the time series from late
autumn and winter.

Climate and weather change issues in the Arctic region
require further studies. Information from in situ observa-
tions, confirming model conclusions and predictions, needs
continuous updating. The broad range of data analyzed in this
paper shows that the Porsanger fjord is a region sensitive to
climate change. Since certain meteorological and climatic
parameters of Fennoscandian fjords are correlated (Eilertsen
and Skardhamar, 2006), the main features of climate-related
trends and the effects of oceanic/continental interactions
shaping the Porsanger fjord environment may be similar in
other fjords in comparable geographical locations.

6. Conclusions

One of the main conclusions of this study is the amplification
of global warming being observed in Porsanger fjord. Positive

air temperature annual trends were estimated at both exam-
ined locations, fjord head — R; and fjord mouth — Ry. These
trends are higher than the global AT trend but lower than the
annual AT trend calculated for the open Barents Sea. Based
on monthly trends it seems that warming is more evident in
the spring and autumn months. Positive annual trends were
calculated also in land-originated water discharge for all
catchments delivering 100% of their runoff water to the fjord.
In contrast, no significant trends were noted in precipitation
and wind speed time series.

Additionally, well pronounced annual cycle was observed
in AT and wind speed data at both investigated stations,
Lakselv and Honningsvaag. This includes a marked seasonal
shift in wind direction. In summer (June), NNW and N winds
were more frequent at Lakselvy, whereas N and W winds
dominated at Honningsvaag. In winter (January), S and SE
winds prevailed at Lakselv whilst winds from the S and SW
sectors were dominant at Honningsvaag. The annual cycle in
precipitation was not as obvious as for AT and wind speed, but
freshwater runoff was also displaying seasonal variability,
with maximum runoff observed in June.

Temporal variability at shorter time scales (synoptic,
daily) was also substantial. Short-term fluctuations include
changes in AT of the order of a few °C (up to ~20°C in extreme
situations), whereas changes in wind speed were up to
20ms~". In addition, considerable interannual variability
was observed. Finally, there were remarkable discrepancies
in ATs and winds recorded at the same time at different
locations within the fjord, underlining the significance of
spatial variability. These can be explained by the fact that in
spite of the relatively short distance between the stations
(~100 km) the influence of continental and maritime
weather patterns is different at both ends of the fjord.
Furthermore, wind patterns are influenced by varying land
topography.

The results presented in this manuscript emphasize the
fact that arctic fjords are very complex systems. Due to
intense temporal and spatial variability, research in such
regions requires long-term high-temporal resolution data
and sufficient spatial coverage, if one wants to develop a
good understanding of air—water-land interactions taking
place in the fjords. If these requirements are not satisfied,
it is likely that experimental data will not reveal the true
status of environmental interactions and changes taking
place in such regions.
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KEYWORDS Summary MODIS satellite imageries with minimal cloud cover (<25%) were used to extract
Remote sensing; cyanobacteria index, floating algea index, fluorescence line height, chlorophyll-a and sea surface
Cyanobacterial index; temperature products, for seven days concurrent with blooms. The results showed a positive
Floating algae index; correlation between cyanobacteria index and chlorophyll-a (R=0.74, p <0.05 and R=0.75,
Chlorophyll-a; p < 0.05 for 2005 and 2010 respectively), and a negative correlation between the cyanobacteria
Fluorescence line index and fluorescence line height (R=—-0.74, p <0.05 and R=-0.93, p <0.005 for 2005 and
height 2010 respectively). Further analysis showed that considering Fluorescence Line Height is not

sufficient to detect the cyanobacterial blooms in the offshore area. However, the results indicated
a weak correlation between cyanobacteria index and floating algae index (R = —0.42, p = 0.34 and
R=-0.47, p=0.29 for 2005 and 2010 respectively). The results also indicated that the irregular
increases in the cyanobacteria index and chlorophyll-a in the study region was an operational index
for the incidence of cyanobacterial bloom, where the surface wind speed and temperature conditions
were <4ms~" and >30°C, respectively. Finally, a linear model was defined for monitoring, which
determines occurrence or non-occurrence of cyanobacteria bloom based on daily monitoring of the
changes of products. In order to evaluate the proposed model, its efficiency was tested on datasets at
different times and locations, and the results were consistent with field reports, as expected.
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1. Introduction

Algal blooms occur naturally in both fresh and marine waters
throughout the world (Codd et al., 2005; Oyama et al.,
2016). Under favorable conditions, high nutrient concen-
trations, suitable water temperature and adequate light
energy, algae species can rapidly grow and cause “blooms”.
The Caspian Sea is the largest enclosed inland water body on
Earth, and has frequently experienced harmful algal blooms
over the past decade (Moradi, 2014). The reported bloom-
producing algae in the southern Caspian Sea are members of
Cyanobacteria Blue-Green Algae (Nasrollahzadeh et al.,
2008). The cyanobacteria are a species of algae that can
produce potent toxins, which may cause adverse health
effects on wildlife and ecosystems or potentially affect
human health (Oyama et al., 2016). Along the southern
Caspian Sea, harmful cyanobacterial blooms (CBs) have
caused losses to natural resources and coastal economies
over the past decade (Moradi, 2014). Potentially toxic CBs
occur in the Southern Caspian Sea in mid-summer. A mon-
strous algal bloom in the southern Caspian Sea occurred in
August 2005, which affected an area of 20,000 km? (Moradi,
2014; Nasrollahzadeh et al., 2011; Tahami, 2013). Further-
more, small scales of algal bloom were observed in Iranian
coastal waters frequently in 2006—2010 (Nasrollahzadeh
et al., 2008).

One of the applications of satellite remote sensing images
is synoptic monitoring of CB events, which can help in
quantifying the CB dynamics, growth, and senescence (Riha
and Krawczyk, 2011; Sayers et al., 2016). Cyanobacteria
monitoring is done from satellite data, which are dominantly
calculated based on chlorophyll concentrations over bloom
surfaces. Phycocyanin (PC) is a marker pigment of cyanobac-
teria blooms, and has been used as an indicator in satellite
monitoring during the study of these blooms (Kahru et al.,
2000, 2007; Kutser, 2004, 2009; Sayers et al., 2016; Simis
et al., 2005).

Vincent et al. (2004) developed algorithms to detect PC
from Landsat TM data for mapping CBs in Lake Erie and
improved our understanding of the temporal and spatial
dynamics of CBs formation in such systems. Ruiz-Verdu et al.
(2008) has evaluated the three remote sensing methods
(single reflectance ratio algorithm, semi-empirical baseline
algorithm, and nested semi-empirical band ratio algorithm)
for PC concentrations with field data in the Spain and
Netherlands within the period 2001—2005. The three meth-
ods and their maximum errors were shown for waters with
either low or very high PC (PC<50mgm~3 or
PC > 200 mg m3), and their best results are moderate to
high PC concentrations (50—200 mg m~3). Han et al. (2008)
developed a Cyanobacteria index model using 3, 4 and
1 bands of Moderate Resolution Imaging Spectroradiometer
(MODIS) data in Taihu Lake (southern China). Wynne et al.
(2010) proposed the cyanobacteria index (Cl) for MODIS
satellite imagery and then analyzed it in western Lake Erie.
Hu (2009) developed the floating algae index (FAIl) using the
medium-resolution (250 and 500 m) data from MODIS satel-
lite imagery, and utilized it to detect the floating algae in
the Open Ocean, however, it may be a useful index for
deriving bloom patterns in the lakes. Maximum Chlorophyll
Index (MCl) computed from bands 8, 9 and 10 of Medium

Resolution Imaging Spectrometer (MERIS) FR level 1 data
form an important tool for detection of intense plankton
blooms (Gower et al., 2005). Wynne et al. (2008) developed
an algorithm based on the Fluorescence Line Height (FLH),
which exploits the spectral shape of cyanobacteria absorp-
tion features in the red and 'red edge' parts of the electro-
magnetic spectrum using MERIS satellite. Hu and Feng, 2016
developed a new algal bloom index using the nFLH data
product of MODIS satellite imagery. It has shown improved
performance over the original nFLH. Moradi (2014) has used
FAI, FLH, Chlorophyll-a (Chl-a) concentrations and Cl to
compare of the efficacy of MODIS and MERIS data for detect-
ing CBs in the southern Caspian Sea. Wynne et al. (2013)
compared MODIS and MERIS spectral shapes for CB detection
in Lake Erie and indicated that MODIS can provide a sub-
stitute for the MERIS for CB detection.

The current research focuses on studying CB and its
effects on MODIS-L2 data products in the southern Caspian
Sea. FAI, Cl, FLH, Chl-a, and SST products of MODIS satellite
image and wind stress were selected according to previous
research and characteristics of different species of cyano-
bacteria. Among the most important studies it can be
referred to (El Hourany et al., 2017; Hu, 2009; Jafar-Sidik
et al., 2017; Moradi, 2014; Stramska and Bialogrodzka,
2016; Webster, 1990). Table 1 shows the list of definitions
and acronyms used throughout the text. Since CB occurs in
the absence of surface wind and on calm water levels,
maximum concentrations of CB as determined from wind
speed were observed on 16th and 19th of August 2005, when
the wind speed ranged from 0 to <4 ms~'. This trend has
also happened during the development of the bloom pro-
cess in August 2010. SST has been hypothesized as a key
force in the growth of CBs (El Hourany et al., 2017; Paerl,
1988). On the other hand, the lack of wind (less turbulence)
increases the water temperature. The cyanobacteria can
come closer to the surface (because many cyanobacteria
species can regulate their buoyancy) if wind interference is
smaller than their swimming capability. In a calm weather
condition, the cyanobacteria blooms lose their buoyancy
and create surface scum. Strong wind may also mix the
scum in the water column, where cyanobacteria biomass is
not changed, but only the optical properties of the biomass
are changed.

Table 1 List of acronyms and parameters.

Symbol Definition

Chl-a Chlorophyll-a concentration [mg m~3]

Cl Cyanobacteria index [mg m—3]

SST Sea surface temperature [°C]

FAI Floating algae index

FLH Fluorescence line height [mW cm ™2 um ™" sr"]
PC Phycocyanin

CB Cyanobacterial bloom

R.c Rayleigh-corrected reflectance [dimensionless]
v 10 m U wind component [ms~']

v 10 m V wind component [m s~ "]

T Wind stress [kg m~'s=2 (N m~2)]

Cy Surface drag coefficient [dimensionless]
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Figure 1

The study area and sampling transects conducted in the southern Caspian Sea (L1: 15/09/2005, L2: 10/09/2005, L3: 8/09/

2005, L4: 5/09/2005, L5: 1/09/2005, L6: 10/10/2005, L7: 24/08/2005, L8: 20/08/2005, L9: 18/08/2005, L10: 16/08/2005, A: 1/08/
2010, B: 5/08/2010, C: 7/08/2010, D: 10/08/2010, E: 12/08/2010, F: 14/08/2010, G: 15/08/2010) (Moradi, 2014).

2. Material and methods
2.1. Study area

The Caspian Sea is the largest lake in the world with a surface
area of ~386,400 and ~7250 km of coastline (Kostianoy and
Kosarev, 2005). It extends for almost 1200 km from north to
south, with an average width of 320 km and a maximum
depth of ~1000 m. The physical and biological characteristics
of the Caspian Sea are common to both seas and lakes. The
Caspian Sea is not a freshwater lake but is often named as
the largest lake in the world (Ghafouri, 2008). Currently, the
average salinity of the Caspian Sea is 12.3 gkg™' (Peeters
et al., 2000). The Caspian Sea is shared between five coun-
tries including Iran, Russia, Kazakhstan, Turkmenistan and
Azerbaijan (Fig. 1). It is under severe environmental impact
such as the water level fluctuations, toxic algal blooms,
overfishing, industrial and urban pollutions.

Roohi et al. (2009) reported that a total of 226 phytoplank-
ton species in five phytoplankton groups (diatoms, chloro-
phytes, cyanophytes, dinoflagellates and euglenophytes)
were identified in the Caspian Sea and that a number of
species in summer (101 species) was higher than in other
seasons. According to the field data in September 2005,
average biomass and cyanophyte abundance at 7 and 20 m
depths were 1.655 mg m—> and 582 x 10° cells m~3.

Naturally, all cyanobacteria species contain a low con-
centration of the accessory photosynthetic phycobilin pig-
ment PC. The amount of it depends on species and
environmental conditions. PC pigment is the main diagnostic
for the presence of cyanobacteria. Usually, researchers use
Chl-a to assess a total algal biomass and PC is used as an index

or indicator of cyanobacteria biomass (Robertson, 2009).
Optical properties of PC in the visible wavelength range
can be a useful method to detect and quantify cyanobacterial
biomass in remotely sensed data when the suitable spectral
resolution is available. When cyanobacteria blooms dominate
the water body, the reflectance spectrum shows a local
minimum between 600 and 625 nm caused by a maximum
of PC absorption around that wavelength and a reflectance
maximum around 650 nm caused by a minimum of PC absorp-
tion around that wavelength (Ruiz-Verdu et al., 2008).
Although, in the presence of other phytoplankton groups,
the absorption features of Chl-a (shoulder centered around
623 nm), Chlorophyll-b (around 600 nm and 650 nm), and
Chlorophylls-c1 and c2 (around 590 nm and 640 nm) overlap
with PC absorption (Ficek et al., 2004; Ruiz-Verdu et al.,
2008). The effect of these pigments, water itself, and other
water constituents (such as colored dissolved organic matter
(CDOM), detritus, and suspended non-algal particles) in the
PC absorption region cannot be ignored, when interpreting
absorption with the aim to quantify PC (Dekker, 1993).

2.2. Field data

Field data were collected by the Iranian Fisheries Research
Organization (IFRO) in the southern Caspian Sea in August and
October 2005, and August and September 2010 (Moradi, 2014).
The surface water samples were collected at a depth of 1 min
transects perpendicular to the coastlines of western, central
and eastern regions (Fig. 1). The analysis of PC for this study
was reported in detail by Moradi (2014). The southern Caspian
Sea had CBs that started in August 2005 (Nasrollahzadeh et al.,
2011). Then again in 2007, 2009, and 2010.



370 K. Naghdi et al./Oceanologia 60 (2018) 367—377

2.3. Satellite data

As CB in the Caspian Sea has occurred often in August and
September months, all images related to August and Sep-
tember of the years 2005 and 2007, 2009 and 2010 were
investigated to examine this phenomenon. Given the cloud
status and the dates reported for CB in different areas of the
southern Caspian Sea, MODIS imageries without clouds cover
or at least with cloud cover of seven consecutive days for the
years 2005 and 2010 were selected.

The daytime MODIS Aqua Level-1A data at 1 km spatial
resolution from the 14th to 20th of August 2005 and the 3rd to
9th of August 2010 were downloaded from NASA GODARD
Space data archive (http://ladsweb.nascom.nasa.gov/
data). MODIS level 1A data were processed to level 2 (L2)
data using the software package SeaDAS (version 6.4) (FU,
1998). Cloudy pixels were detected using the Wang and Shi
(2006) cloud-masking method and MODIS-L2 products were
presented for the pixels, which are without cloud cover. This
method uses the MODIS short wave infrared (SWIR) reflec-
tance threshold at either 1240 or 1640 nm to identify clear
sky from clouds for MODIS data processing (Moradi, 2014;
Wang and Shi, 2006).

Given that the remote sensing from the satellite to land or
sea surface in the visible and near infrared is strongly
affected by the presence of the atmosphere on the Sun-
target-Sensor path, atmospheric correction of the MODIS
image was performed using the iterative approach for sedi-
ment-rich waters that includes a correction for water-leaving
radiance caused by sediment and a correction for absorbing
aerosols. The spectral bands of MODIS were corrected for
atmospheric absorption and Rayleigh scattering using a com-
puter software provided by the MODIS Rapid Response Team,
based on the Second Simulation of a Satellite Signal in the
Solar Spectrum (6S) radiative transfer calculations code. The
6S is a basic radiative transfer code that enables simulates
the signal observed by a satellite sensor at the sea surface.
The 6S code needs a set of input parameters such as the
spectral characteristics of sensor, latitude of the target, the
ground reflectance of a target, azimuth and zenith angles of
the Sun and the sensor, an atmospheric model for gaseous
components, an aerosol model type and the aerosol concen-
tration (Vermote et al., 1997). It is useful for calculation of
lookup tables in the Ocean Color Sensor atmospheric correc-
tion algorithm such as MODIS, and has been used successfully
in the numerous marine remote sensing studies (Levy et al.,
2005; Loeb and Kato, 2002; Matarrese et al., 2004; Potes
et al., 2011; Thieuleux et al., 2005).

The MODIS Level 2 products that were obtained from
SeaDAS 6.4 software included SST, Chl-a, FLH and Ray-
leigh-corrected reflectance (R.), and the R, were used in
the calculation of Cl and FAI. R, (dimensionless) is a quasi-
surface reflectance that provides correction for Rayleigh
reflectance, various gaseous transmittances, glint and white-
caps. The Ocean Biology Processing Group (OBPG) generates
the Level-2 SST products by MODIS bands 31 and 32 in ther-
mal-infrared using the Multi-Sensor Level-1 to Level-2 soft-
ware (msl12). NASA's Ocean Color Group generates standard
Chl-a concentration produced using MODIS imagery based on
the OC3M algorithm. The FLH approach was used to detect
areas affected by harmful algal boom based on MODIS bands:

band 13 (667 nm), 14 (678 nm) and 15 (748 nm). The max-
imum chlorophyll fluorescence is measured at band 14. Bands
13 and 15 are used for back-scattering correction (Hu et al.,
2005).

2.4. Methodology

The satellite images of seven consecutive days (14th to 20th
August 2005 and 3rd to 9th August 2010) were prepared and
FAl, ClI, FLH, Chl-a, and SST products were calculated on a
daily basis, so that any correlation between the Cl (as an
indicator of CB) and other products were revealed. As shown
in Figs. 3 and 4, three regions (A, B, and C) were considered
for analyzing the correlation among the studied parameters,
each of these regions includes 360 pixels (12 x 30 pixels). In
order to reduce the possible errors, the mean values of
360 pixels were calculated for each of the parameters
(FAI, Cl, FLH, Chl-a, and SST). The mean value was considered
as its daily value of the parameter. For simplifying the
process of determining the trend of daily variations in
the parameters, the mean value was used, but the
analyses were performed based on more than 2500 data
(12P™els o 30P™els » 793Y = 2520) in each region. According
to field reports, the status of CB is clear in three regions
(A, B and C). The mean values of the pixels of three regions
(A, B and C) for each product (including FAI, ClI, FLH, Chl-a,
and SST) were calculated on a daily basis to investigate the
time-series data. In order to make possible a comparison
between all the parameters, the values have been standar-
dized based on the average and standard deviation (Eq. (1)):
= M’ (1 )
o

where Z is the standardized value, X is the parameters value,
wu is the arithmetic mean of the distribution, and o is the
standard deviation of the distribution.

In the study area, there are various species of cyanobac-
teria and phytoplankton that have some similarities in the
structure and spectral reflectance. These similarities may
cause some uncertainties in the results of each of the Cl, Chl-
a or FLH indices. Then, simultaneous application of these
indices as a combined model and assessment of the obtained
results using field data will reduce the uncertainties and
increase the accuracy and certainty of the final results.
For this purpose, a binary vector (01) corresponding to the
datasets of 16 and 19 August 2005 was defined, which
reported that CB was equal to 1 and the remaining days were
considered to be zero. Therefore, the relationship between
this vector and the parameters influenced by CB was defined
as a linear model and its coefficients were calculated. In this
algorithm, values less than zero indicate a non-occurrence of
the CB phenomenon and values between zero and 0.5 indicate
the CB phenomenon in a low concentration and values equal
to or greater than 0.5 indicate the occurrence of CB. Values
greater than one indicate high concentration of CB and the
saturation of the MODIS sensor bands, replaced by one in this
algorithm (Fig. 2).

All of the implementations of this research were per-
formed in the SeaDAS 6.4 software and the final maps were
produced using ArcGIS 10.2.2 software. The proposed index
in the current research has been developed based on two CBs


http://ladsweb.nascom.nasa.gov/data
http://ladsweb.nascom.nasa.gov/data

K. Naghdi et al./Oceanologia 60 (2018) 367—377 371

Select affected parameters CI, Chl,, FLH

v

I = a]_CI + a2Chla + a3FLH + a4
v

Coefficients calculation using A dataset

-

I =0.4CI + 0.4Chl, — 0.4FLH — 0.3
v

Valuation of model using B & C datasets

v v v

I1<0 0<I1<0.5 05<1
1=0 i =i I=1
Clear CB with low CB with high
water concentrations concentrations

Figure 2 CB detection algorithm based on impact on MODIS-L2
products.

in years 2005 and 2010 and in three regions of A, B, C. The
proposed index has been defined based on the data of two
regions of A and B and evaluated by CB of 2010. It is
noteworthy that CB occurs every few years and it has
occurred in years 2005, 2007, 2009, and 2010 over the past
decade. The current paper has been presented based on the
data of 2005 and 2010, since due to the cloudiness of some
days in the years 2007 and 2009, it was impossible to provide
at least 7-day time series of the images simultaneous with CB
occurrence.

2.4.1. MODIS floating algae index (FAI)

We selected the FAIl for detecting CBs from the MODIS images.
Floating algae on the water surface have higher reflectance
in the NIR than in other wavelengths; hence can be distin-
guished from surrounding waters (Hu, 2009). The FAI was
developed by Hu (2009) for MODIS images, and it is less
sensitive to changes in observational conditions such as
solar/viewing geometry, and sun glint and environmental
parameters than the other Indexes such as NDVI or EVI
(Hu, 2009). It was calculated using the following equation:

859—-645 2)
1240—645)°

where R, is the corrected reflectance, and the number in
the equation are the numeric values of the center wave-
length of the MODIS band (Arep = 645 nm, Angr =859 nm,
ASWIR = 1240 nm).

FAI = Rrc 859—Rrc645 + (Rrc1240—Rrc645) X (

2.4.2. Cyanobacteria index (C/)

The Cl uses the spectral curvature to detect cyanobacteria,
so that a stronger curvature indicates higher concentrations
of cyanobacteria (Wynne et al., 2008). The (I is defined as:

748—667
(3)

o5 is the irradiance reflectance (reflectance (in sr™') multi-

plied by = sr). Therefore, Clyops is dimensionless. The

numbers in the equations are numeric values of the utilized
wavelengths in nanometers.

Clyopis = —| ps(678)—ps(667)—{ ps(748) — ps(667) } (678—667)}

2.4.3. Wind stress

Wind speed hourly data were downloaded from the European
Center for Medium range Weather Forecasting (ECMWF)
website (http://www.ecmwf.int/), and daily wind stress
were calculated on a daily basis. Wind stress () was calcu-
lated using (Wynne et al., 2010):

7= pCq(U? + v?), (4)

where p is the density of air, estimated to be 1.223 kgm~3, u

is the 10 m U wind component, is the 10 m V wind component
and C, is the surface drag coefficient determined by:

Cq = 0.001x(0.69 + 0.081xv/u2 + v2). (5)

3. Results and discussion

Regions A and B were determined in different locations across
images taken in 2005 and the region C was located on images
taken in 2010. Considering the field reports, the status of
cyanobacteria bloom is clear in three regions (A, B and C). In
region A, CBs occurred on 16th and 19th of August 2005 and in
region C CBs occurred on 5th and 7th of August 2010. Ina calm
weather condition, the cyanobacteria blooms lose their
buoyancy and create surface scum. Strong wind may also
mix the scum in the water column. Region A was defined
within the realm of CB. Region B was defined outside the
realm of CB, but close to the region A, to take into con-
sideration the same environmental and climatic conditions
and so that their only major difference would be the CB
occurrence (Fig. 3). Likewise, the region C was defined within
the realm of CB (Fig. 4).

Figs. 4 and 3 display the spatial distribution of Chl-a in
the southern Caspian Sea over the period of 14th August
2005 to 20th August 2005 as well as 3rd August 2010 to
August 2010. As it can be seenin Fig. 4, regions A and C are
under the influence of CB throughout the study time period.
However, fluctuations of the environmental factors, such as
intensity of blooms, are not similar in various days and
areas. For example, the intensity and extent of the bloom
peaks on 16th and 19th August 2005, to the extent that
saturation can be observed in some areas of the sensing
bands (white spots around area A) (Moradi, 2014). On the
other hand, in region B, no bloom is observed in different
days. Of course, care must be taken that the chlorophylls
observed in these images are not necessarily associated
with various species of cyanobacteria and some of them
might be associated with other species of phytoplankton.
Therefore, observation of chlorophyll concentrations in the
satellite images is not a sufficient evidence for proving CB
and other PC-sensitive indexes, that are specific character-
istics of various species of cyanobacteria, must also be
investigated.
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Figure 3 The Chl-a maps for study area (15th to 20th August 2005).
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Figure 4 The Chl-a maps for study area (and 3rd to 9th August 2010).

Fig. 5 shows the variations of Cl, FAl, FLH, Chl-a, and SST correlation between Cland Chl-a (R =0.74, p < 0.05) isclear,
products for three regions (A, B and C). Fig. 6 shows the and indicated that all indices had some Chl-a as photosyn-

correlation between components of Fig. 3.

thetic pigment and that their accumulation in CB occurrence

Fig. 5a shows the variations of Cl, FAI, FLH, Chl-a, and SST made them more visible on satellite images (Simis et al.,
products for region A. Fig. 6 (squares) shows the correlation 2005). Although the cell contents of cyanobacteria were
between components of Fig. 5a. Therein Fig. 6, the positive different in diverse environmental and biological conditions,
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Figure 5 The Cl, FAIl, FLH, Chl-a, SST standardize value for region A, B, and C, from top to bottom, respectively.

increasing the value of these indices could be a clue to detect
CB on satellite images. Correlation between Cl and FAI in
region A is low (R = —0.42, p = 0.34), indicating that the FAI
index has been inefficient in the Caspian Sea. As noted above,
FAl has been defined for Open Ocean and it is not suitable for
enclosed lakes such as Caspian Sea (Hu, 2009). Fig. 6
(squares) shows that there is a negative correlation between
the Cl and FLH (R=—0.74, p < 0.05).

Temporal changes of Cl, FAI, FLH, Chl-a and SST products
were also investigated from 3rd to 9th of August 2010 for
region C. The results have been shown in Figs. 5c and 6
(circles). The results show that region C is similar to region
A, which confirms the relationship between the changes in
these indicators and the incidence of CB phenomenon. Fig. 5b
together with R and p values in Fig. 6 (triangles) shows that
there is no significant relationship between changes in Cl, FAI,
and Chl-ain region B and confirms that the observed changesin
three indicators of Cl, FAI, and Chl-a for region A are after the
occurrence of CB phenomenon. The weak correlation between
Cland Chl-ain region B suggests that the low Chl-a value in this
region is related to other phytoplankton species and it is not
due to cyanobacterial growth. On the other hand, high corre-
lation coefficient between Cl and Chl-a in the A and C regions
suggests that Chl-a index is affected by cyanobacteria and
confirms that cyanobacteria have the greatest share in the
Chl-aidentified in these regions. As it was shown in the results,
there was high inverse correlation between Cl and FLH in the
regions A, B, and C, but the correlation value between FLH and
Cl in the region B is not at 95% confidence level, so it is not

acceptable. Further analysis showed that considering FLH is
not sufficient to detect the CBs in the offshore area, because it
has been defined for coastal water based on MODIS imagery
and it is not suitable for offshore water (Hu et al., 2005). The
FLH performance may be affected by atmospheric scattering/
absorption, sun radiations, and the physiological properties of
algal species (Letelier and Abbott, 1996). However, FLH is
affected by CB phenomenon well and then it has been used in
the proposed index.

Fig. 7 shows that rapid expansion and intensification of the
bloom occurred during a period with SST > 30°C. It is impor-
tant to mention that the mean SST of the southern Caspian
Sea in August 2002—2013 was 25.5°C. El Hourany et al. (2017)
stated that the SST is inversely correlated to Chl-a, but the
results of this study did not show this correlation. Such result
can be related to several reasons such as the optimum
temperature of the blooming phytoplankton species and
water stratification (Xing et al., 2014).

SST spatial variations in Fig. 7 can be due to water depth
and local variations in atmospheric conditions. As water
depth is high in the southern Caspian Sea, the effect of depth
will not be significant, and atmospheric conditions have the
greatest effect in SST spatial variations, which its reason is
surface wind. As shown in Fig. 8, the wind stress value in the
studied area was not the same in various days. Spatial
variations in wind intensity value have caused spatial varia-
tions in SST. In other words, wind intensity reduced the SST
value in areas where the surface wind intensity was high,
while the SST value increased in areas where the wind
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Figure 6 Correlation matrix for region A, B, and C. Biplots are shown under the diagonal and correlation coefficients are shown over
the diagonal (Black: region A, Blue; region B, and Red: region C).

intensity was less. The results show that in the absence of
surface wind and appropriate temperature condition, a sud-
denincrease in the daily values of Cl and Chl-a in the southern
Caspian Sea could be an index for the incidence of the CB
phenomenon (Webster, 1990).

Fig. 8 shows that the decreases in bloom area and intensity
occurred after a daily increase in wind stress. Generally, in
shallow waters, the increase in the wind speed to an excess of
4 m s~ was sufficient to cause buoyant cyanobacteria to be
submerged below the surface (George and Edwards, 1976). It
must be noted that the strong wind stress (>4 m s~ ') required
mixing the CB through the water column because of the depth
<100 m in the southern Caspian Sea, since generally, deeper
water will be more stratified and require a greater stress for
mixing (Wynne et al., 2010).

In the previous sections, the correlation between CB
phenomenon and MODIS-L2 products was investigated and
the results showed that there was a significant correlation
between the occurrence of the CB phenomenon and the
changes in Cl, FLH, and Chl-a products, while there was no
correlation between FAIl, SST and this phenomenon. In order

to evaluate the proposed model, its function has been tested
on the B and C region datasets. The results of the model's
evaluation detected CB in C region on 5th and 7th of August
2010 and none was detected in the B region, which is con-
sistent with field reports.

In Fig. 9, the triangles indicate the occurrence of the CB
phenomenon (I > 0.5) and the squares indicate the CB phe-
nomenon with low concentrations (0 </<0.5), and zero
values (circles) indicate the non-occurrence of the CB phe-
nomenon.

4. Conclusion

In this study the application of MODIS-L2 products was ana-
lyzed as a potential tool for monitoring cyanobacterial
blooms (CBs). Toxic CBs are a growing environmental problem
in the Caspian Sea waters and usually occur in the middle of
summer. Detecting and monitoring CBs outbreaks are facing
significant challenges at both local and regional scales. The
effects of CBs on MODIS-L2 products: Chl-a, FLH, FAI, SST, and
Cl in the southern Caspian Sea have been analyzed. The
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Figure 7 The SST value for 16th and 19th August 2005 simul-
taneous with CB occurrence.
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results revealed a positive high correlation between Cl and
Chl-a, and a negative high correlation between the Cl
and FLH in the three studied regions. However, results
showed that considering FLH is not sufficient to detect the
CB in the offshore area, because the FLH performance is
affected by atmospheric scattering/absorption, sun radia-
tions, and the physiological properties of algal species.
However, CB is affected by FLH well and hence it was used
in the proposed index. Also, the results indicate a weak
correlation between Cl and FAl. In the absence of surface
wind, and suitable temperature condition (SST > 30°C), a
sudden increase in the daily values of Cl and Chl-a in the
southern Caspian Sea could be operational indexes of inci-
dence of the CB phenomenon. After examining, a linear
model was run on MODIS Level-2 data products to evaluate
the correlation and impact of CB phenomenon on these data
sets. The output of this model shows the occurrence or
absence of CB. The model was evaluated on the datasets
of B and C regions. The results were consistent with the field
reports of CB occurrence in the studied region. The advan-
tage of daily access to MODIS-L2 products caused correlation
and solidity, and the impact of CB phenomenon on these
products to be a base for defining a linear relationship
between the changes in these products and the occurrence
of CB phenomenon, which can be used to monitor the CB
phenomenon in studied regions. To define more complex and
accurate models, more data of CB occurrence in the last
decade are required, but there are limitations in this regard
as a result of the frequent cloudy conditions of the Caspian
Sea and lack of field data that is simultaneous with the
occurrence of CB phenomenon. The models and results
obtained in the current research can be used for level
2 products obtained from other Ocean Color satellites, such
as MERIS and Sentinel 3.
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Figure 8 Wind stress vector (15th to 20th August 2005).
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KEYWORDS Summary The Curonian Lagoon is a shallow water body connected to the Baltic Sea by a narrow
Curonian Lagoon; navigable strait, which enables an exchange of water of different salinity. The projected climate
RCP scenarios; change together with the peculiarities of mixing water will undoubtedly alter hydrological regime
HBV modelling of this lagoon. The study uses three climate model outputs under four RCP scenarios, four sea
software; level rise scenarios and hydrological modelling in order to project the extent to which water
Water salinity; balance components, salinity and temperature may change in the future. In order to simulate
Water temperature river inflow, the Nemunas River hydrological model was created using HBV software. In general,

the changes of the lagoon water balance components, salinity and temperature are expected to
be more significant in 2081—2100 than in 2016—2035. It was estimated that in the reference
period (1986—2005) the river inflow was 22.1 km?, inflow from the sea was 6.8 km?, salinity (at
Juodkrantée) was 1.2 ppt and average water temperature of the lagoon was 9.2°C. It was
projected that in 2081—2100 the river inflow may change from 22.1 km* (RCP2.6) to 15.9 km?
(RCP8.5), whereas inflow from the sea is expected to vary from 8.5 km® (RCP2.6) to 11.0 km>
(RCP8.5). The lagoon salinity at Juodkranté is likely to grow from 1.4 ppt (RCP2.6) to 2.6 ppt
(RCP8.5) by the end of the century due to global sea level rise and river inflow decrease. The
lagoon water temperature is projected to increase by 2—6°C by the year 2100.
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1. Introduction

Lagoons represent a complex and unique coastal environ-
ment which requires special attention in the context of
climate change (Lillebo et al., 2015). These water bodies
are especially sensitive to any environmental changes. Water
temperature and sea level rise that in turn leads to an
increase in water salinity are fundamental environmental
descriptors that play a vital role in sustainability of lagoon
ecosystems. Both of them are projected to change in the
future (Anthony et al., 2009).

The rise of sea surface temperature (SST) is tightly con-
nected with the effects of climate change. According to
observation data beginning in 1880, the global ocean warms
by 0.005°C year™' (Huang et al., 2014; Liu et al., 2014).
Considerably stronger growth tendencies of SST were esti-
mated in 1986—2005: 0.02°C year—' (Huang et al., 2015a).
SST in European seas is increasing more rapidly than in the
global oceans. The rate of increase is higher in the northern
European seas and lower in the Mediterranean Sea (Coppini
et al., 2007). The results obtained by Stramska and Biato-
grodzka (2015) also revealed that this process takes place
slightly faster in inner and relatively close seas, e.g. according
to the data of 1982—2013, SST increased from 0.03 to
0.06°C year" in the Baltic Sea (depending on location). In
the 21st century, the generally expected warming of the annual
Mediterranean SST ranges from 0.45°C in the RCP2.6 scenario,
through 1.15°C in the RCP4.5 scenario and 1.42°C in the RCP6.0
scenario, to 2.56°C in the RCP8.5 scenario (Shaltout and
Omstedt, 2014). The rises of global surface temperature by
the year 2100 projected by the IPCC should range from about
1.3°C for RCP 2.6 to 4.4°C for RCP 8.5 (IPCC, 2013).

According to the data of 1880—2009, the global mean sea
level rise (SLR) was 1.6 mm year~' (Church and White, 2011).
As reported by Navrotskaya and Chubarenko (2013), over the
past 150 years, the rate of SLR in the lagoons and coastal
areas of the Southeast Baltic Sea (1.7—1.8 mmyear™") is
close to the SLR rate in the World Ocean. In the second half
of the 20th century, the rate of SLR in the lagoons and marine
areas became stronger: up to 3.6 mm year~' in the Vistula
Lagoon and in 1959—2006 in the Baltic Sea, exceeding the
rate of the global ocean SLR. Similar tendencies of water
level changes are identified for the Curonian Lagoon, but
they depend on the length of available data series. For
example, in the period of 1986—2005 (the reference period),
the Curonian Lagoon water level grew 1.64 mmyear~'. If
other data series are used (e.g. 1961—1990), the rate of this
growth may reach 4 mmyear~' (Dailidiené et al., 2011;
Jakimavicius and Kriaucitiniené, 2013). Projections of rela-
tive SLR indicate a statistically significant increase in mean
sea level along the entire European coastline: by around
21 and 24 cm by the 2050s under RCP4.5 and RCP8.5 respec-
tively to reach 53 and 74cm by the end of the century
(Vousdoukas et al., 2017). However, according to Grinsted
et al. (2015), SLR is not uniform globally but is affected by a
range of regional factors: the median 21st century relative
SLR projection is 80 cm near London and Hamburg, with a
relative sea level drop of 0.1 m in the Bay of Bothnia (near
Oulu, Finland).

As a consequence of sea level rise, the increase of sea-
water intrusion to transitional water bodies (lagoons and

estuaries) is supposed to occur (Chen et al., 2016; Liu and
Liu, 2014; Vargas et al., 2017). Less fresh water might
also reach such water bodies due to reduced river inflow
(Dailidiené and Davuliené, 2008; Jakimavicius and Kovalen-
koviené, 2010; Vargas et al., 2017). Water salinity of the
Curonian Lagoon also mainly depends on fresh (inflowing
from rivers) and brackish (entering from the Baltic Sea)
water exchange, which is a complex process with many
driving factors. Zemlys et al. (2013) developed a 3D model
to reveal characteristic features of water exchange
between these two water bodies and related vertical and
horizontal salinity distributions. The later study (Umgiesser
et al., 2016) showed that the most important physical force
that influences the water renewal time in the Curonian
Lagoon is the Nemunas River discharge. The investigation
by Dailidiené and Davuliené (2008) proved that the mean
water salinity in the Klaipéda Strait and in the northern part
of the Curonian Lagoon in 1984—2005 was increasing, but
whether it is going to increase in the future has not yet been
assessed.

Sea surface temperature, level rise and salinity are closely
related with each other and with water balance elements. All
of these variables are changing and are expected to change in
the future as direct or indirect consequences of global
climate warming. SSTand salinity have a considerable impor-
tance for marine organisms, may directly affect the state of
ecosystem, limit the number of species, and are very impor-
tant for juveniles' incubation period. Surveys, such as the
ones conducted by Gasilinaité (2000), Gasitnaité and Razin-
kovas (2002), have shown that zooplankton in the northern
part of the Curonian Lagoon is very sensitive to salinity
variation. Effects of different salinity conditions on the
abundance and community composition of some aquatic
macrophytes and microorganisms in the Curonian Lagoon
were assessed by Katarzyté et al. (2017). Increased summer
water temperature causes ongoing eutrophication and algae
blooms in the Curonian Lagoon. Harmful algal blooms in July—
October result in the deterioration of water chemical para-
meters, death of fish in the coastal zone and pollution with
toxins (Aleksandrov et al., 2015).

The Curonian Lagoon is regarded as a water body abundant
with fish, temporarily or permanently inhabited by around
50 fish species. This unique and valuable lagoon ecosystem is
going to experience the impact of climate change due to
increased water salinity and higher water temperature.
There is an increasing concern that this ecosystem may be
strongly modified or destroyed in the future by the projected
changes.

This study intends to use climate model outputs under RCP
scenarios and hydrological modelling in order to project the
extent to which water balance components, salinity and
temperature of the Curonian Lagoon will change in two
future periods: 2016—2035 and 2081—2100.

The expected future changes were projected according to
a new set of scenarios (called the Representative Concentra-
tion Pathways (RCPs)) presented in the Intergovernmental
Panel on Climate Change Fifth Assessment Report (IPCC,
2013). When climate model outputs of the new generation
(Representative Concentration Pathways — RCP) scenarios
are used, hydrological modelling may be applied to assess the
future environmental changes that are likely to happen in
case any scenario occurs.
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2. Material and methods
2.1. Study area

The Curonian Lagoon is a shallow water body that is sepa-
rated from the Baltic Sea by a narrow, dune-covered sand spit
(the Curonian Spit) (Fig. 1). At its north end, the lagoon is
connected to the Baltic Sea by the navigable Klaipéda Strait.
The east coast of the lagoon is low, forested wetland, part of
which forms the Nemunas River delta.

The Curonian Lagoon is a territory of high international
environmental value. The Nemunas delta has a regional park
status and belongs to the Ramsar Convention sites. The
lagoon meets the requirements of the Bonn Convention
and is one of the most valuable and important bird areas
in Lithuania. In 1929, in a headland of the Nemunas delta —
Venté Cape, a famous Lithuanian ornithologist professor T.
Ivanauskas opened an ornithology station, where each year
about 60—80 thousand birds are ringed. The Curonian Lagoon
is famous for its abundance of fish as well. The Curonian Spit
is declared a national park and is included in the UNESCO
World Heritage List.

The whole surface area of the lagoon is 1584 km? (Cer-
vinskas, 1972). Lithuania owns only 381.6 km? of its northern
part (Zilinskas and Petrokas, 1998). The average depth of this
shallow lagoon is 3.8 m. The greatest depth is in the northern
part, where the Klaipéda Seaport is located and the water
territory is dredged up to 16 m. The total volume of the
lagoon is 6.2 km® (Gailiusis et al., 2001). The residence time
of lagoon water in the northern basin is about 77 days, while
the average for the southern basin is nearly 200 days (Umgies-
ser et al., 2016).

On average, the Nemunas discharged 22.1 km? year~" of
fresh water to the eastern part of the lagoon in the period of
1986—2005. Depending on the ratio of brackish water inflow
from the Baltic Sea through the Klaipéda Strait and fresh
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Figure 1

water coming from the Nemunas River, salinity of the entire
Curonian Lagoon changes. According to the data of 1986—
2005, salinity in the Curonian Lagoon is 2.5 ppt at Klaipéda,
1.2 ppt at Juodkranté, and less than 0.1 ppt at Venté and
Nida.

2.2. Methodology and data

Water balance of the Curonian Lagoon consists of the follow-
ing components: river inflow (Qr), precipitation on the sur-
face of the lagoon (P), evaporation from the lagoon (E),
inflow from the sea (Qgs) and outflow from the lagoon
(QcL)- The main steps for evaluation of projections of water
balance components, salinity and water temperature of the
Curonian Lagoon in the 21st century were (Fig. 2): 1. Adapta-
tion of climate scenarios for Lithuanian territory according to
three climate models and 4 scenarios; 2. Evaluation of
projections of water balance components of the Curonian
Lagoon according to climate scenarios for near (2016—2035)
and far (2081—2100) future periods; 3. Evaluation of projec-
tions of water temperature and salinity in the 21st century.

The data outputs of projected precipitation and air tem-
perature were acquired from global climate models pre-
sented in the Intergovernmental Panel on Climate Change
Fifth Assessment Report (IPCC, 2013) according to a new set
of RCP (Representative Concentration Pathways) scenarios
(Moss et al., 2010; van Vuuren et al., 2011). Values of the
daily mean air temperature T (°C) and daily amount of
precipitation P (mm) in the near-future (2016—2035) and
far-future (2081—2100) periods were estimated according to
three climate models (GFDL-CM3, HadGEM2-ES, NorESM1-M)
and four RCP scenarios (RCP2.6, RCP4.5, RCP6.0 and RCP8.5).
The climate model cells are large (up to 2.5 x 1.895°). Since
Lithuanian territory falls into 5 climate model cells, Pand T
values derived from the climate models were recalculated
for 16 meteorological stations using the quantile mapping
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Figure 2 The principal scheme of the study.

statistical downscaling method (Teutschbein and Seibert,
2013).

The nonparametric empirical quantile method is based on
the concept that there is a transformation h, which can be
described by the following equation (Gudmundsson et al.,
2012; Sunyer et al., 2015):

GtObs _ h<StCMRP) — ECDFObs-1 (ECDFCMRP (StCMFut>>7 1)

tObs tCM RP

where S is an observed meteorological parameter, S
is the climate model output for the reference period, ECD
is an empirical cumulative distribution function for the ob-
served period, ECDF™ R® is an empirical cumulative distribu-
tion function for the climate model reference period, St Fut
is a meteorological parameter which is modelled by the
climate model for the future period. All estimated results
are compared with the values of the reference period (1986—
2005).

Estimation of the Curonian Lagoon's future water level was
performed according to 4 sea water level rise scenarios which
project a water level rise of 0.44m (RCP2.6), 0.53m
(RCP4.5), 0.55m (RCP6.0) and 0.74m (RCP8.5) from
2005 to 2100. Projections of the Curonian Lagoon's water
level for the periods of 2016—2035 and 2081—2100 were
accomplished using the lagoon level data (1986—2005) at
Juodkranté and considering the water level rising tendencies
described by the scenarios.

In order to simulate river inflow to the lagoon, the Nemu-
nas River hydrological model was created using the HBV
modelling software (Integrated ..., 2005) based on the fol-
lowing water balance equation:

FObS

p_E_Q:%[sP+SM+UZ+LZ+V], 2)

where P is the precipitation, E is an evaporation, Q is the
runoff, SM is the soil moisture, SP is the snow pack, UZ is an
upper groundwater zone, LZ is the lower groundwater zone, V
is the lake or dam volume.

The daily values of river discharges (Q) in the Nemunas
catchment from 10 water gauging stations (WGS) as well as T
and P from 14 meteorological stations (MS) (Fig. 3) were
necessary for model creation. Information about the mod-
elled catchment area, the presence of lakes and forests,
mean elevation (above sea level) of the area, WGS and MS
was required as well. The created hydrological model was
calibrated according to the data of 1986—1995 and validated
using the data of 1996—2005. The projection of the Nemunas
runoff at its mouth was estimated in daily steps for 2016—
2035 and 2081—2100 using the calibrated model as well as the
output data from the selected climate models and RCP
scenarios.

The amount of evaporation and precipitation was calcu-
lated using the data of Klaipéda, Nida and Siluté MS. Input of
each MS was evaluated according to the Thiessen polygon
method (Balany, 2011). The Thornthwaite equation was used
to calculate the amount of evaporation (Thornthwaite,
1948):

E— 16x (10><T)a wxN

X360 ()

/
where E is the evaporation per month, (mm month™"), T is
the mean monthly air temperature (°C), I/ is an empirical
annual heat index, a is an empirical | exponent, u is the
number of days in a particular month, N is the mean number
of sunny hours per month (depends on a latitude). This
equation was introduced quite a long time ago, but recent
comprehensive scientific studies (Jakimavicius et al., 2013;
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Figure 3 Location of water gauging and meteorological stations in the investigated territory of the Nemunas River catchment.

Luetal., 2005) showed that it can still be successfully applied
to estimate the evaporation rate.

Water exchange through the Klaipéda Strait was calcu-
lated using a water balance method. A modified equation of
water balance created by Gailiusis et al. (1992) was applied:

(QR + P_E) + Qexch =AYV, 4)

if Qexch >0, Qexch = QBS7 (5)

if Qexch <0, Qexch = QCL: (6)

where Qg is the river inflow, km?, Pis the precipitation on the
surface of the lagoon, km?3, E is an evaporation from the
lagoon, km?>, Qaxch is the water exchange between the Cur-
onian Lagoon and the Baltic Sea, km?>, Qg is an inflow from
the sea, km?, Qc, is an outflow from the lagoon, km?, AVis the
change in the volume of the lagoon, km®.

Change of the Curonian Lagoon volume was estimated
according to the water level projection. Daily volume
changes and modelled river inflow were used to estimate
flow discharges between the sea and the lagoon. Values of Qgs
and Q¢ were assessed as a difference between the volume
change in the Curonian Lagoon and the sum of river inflow.
The negative discharge indicated a flow from the Curonian
Lagoon to the Baltic Sea, while the positive discharge showed
a flow of the opposite direction.

Projections of the Curonian Lagoon salinity were per-
formed using statistical relations between water salinity at
Juodkranté (S;) and the ratio of inflow from the sea (Qgs) and

the river inflow (Qr). Monthly values of Qgs and Qg were
estimated according to the multiannual water balance of the
lagoon (1986—2005). Such structure of Eq. (7) was selected
deliberately. Large inflow from the Baltic Sea (Qgs) increases
the salinity of the Curonian Lagoon, while significant inflow
from the Nemunas River (Qr) has an opposite effect. That is
why the ratio of these two variables was chosen. A constant
of 0.036 was selected in case if there is no inflow from the sea
in a particular (modelled) month, i.e. Qgs = 0. Such cases may
occur in the presence of the significant discharge from the
Nemunas (e.g. during floods). These phenomena are very
rare: there were only 3 of them observed in 1986—2005. The
constant value of 0.036 is the least monthly salinity value
(ppt) in the lagoon at Juodkranté in 1986—2005. The rest of
constants (0.066, 0.635, 0.025 and 1.062) were generated
using the statistical software package Statistica 10.

0.066x QY53
S, =0.036 + <—0.025>< a1 )

7)
where S, is the monthly water salinity at Juodkrante, ppt; Qss
is the monthly inflow from the sea, km?; Qg is the monthly
river inflow, km?3.

The estimated correlation coefficient between the mea-
sured salinity values and the calculated ones according to
Eq. (7) was equal to 0.75. This coefficient is statistically
significant when p < 0.05.

To project the mean monthly water temperatures of the
Curonian Lagoon, statistical relations between water and air
temperatures were created using the data of 1986—2005.
Water temperatures at Klaipéda, Juodkranté, Nida and Venté
were calculated using the following equations:
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Tuw = (0.95%Tka) + 1.02, ®)

T_|w = (1-10><TNA)_0~317

TNW = (1 A 3><TNA)7O-457

Tvw = <1.12xT-,- > +0.29, (11)
SA

where Tyw, Tow, Taw, Tvw is the water temperature at

Klaipéda, Juodkranté, Nida and Vente, °C, Txa, Tna, Tea i

an air temperature at Klaipéda, Nida and Siluté, °C.

Egs. (8)—(11) are valid only for the positive air tempera-
ture. When air temperature reaches 0°C, it is assumed that in
a given territory water temperature reaches 0.2°C and sta-
bilizes. This threshold water temperature (0.2°C) was esti-
mated as an average of minimal monthly temperatures at
Klaipéda, Juodkrante, Venté and Nida in 1986—2005.

Correlation between the values of air and water tempera-
tures was very high: from 0.98 (Eq. (8)) to 0.99 (Eq. (10)).
These coefficients are statistically significant when p < 0.05.

Weighted coefficients for each WGS were estimated using
the Thiessen polygon method. The mean water temperature
of the Curonian Lagoon was projected according to the
created statistical relations as well as air temperature pro-
jections under three climate models and four RCP scenarios
for the periods of 2016—2035 and 2081—2100:

Teiw = (0.006x Tiw) + (0.066x Tow) + (0.160x Tyw)

+ (0.768><7-Nw)7 (12)

where Tc,yw is the mean water temperature of the Curonian
Lagoon, °C.

3. Results

3.1. Calibration and validation of the Nemunas
River runoff model

When creating the Nemunas catchment hydrological model,
the Nemunas River from the selected starting point (Druski-
ninkai) to the mouth (the Curonian Lagoon) was divided into
separate parts sequentially attaching the catchments of:
Nemunas to Druskininkai, Merkys, Nemunas from Druskininkai
to Nemajlnai, Neris, Nevézis, Dubysa, Nemunas from

From Smalininkai
to Lagoon

From Nemajanai
to Smalininkai

Freshwater inflow to
the Curonian Lagoon
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Nemajiinai to Smalininkai, Sesupe, Jira, Minija and Nemu-
nas from Smalininkai to the Curonian Lagoon (Fig. 4).

The separate subbasins were merged together into a
single Nemunas River runoff model. Each subbasin was cali-
brated separately, using the main sixteen calibration para-
meters which were adapted to each subbasin. The calibration
parameters were divided into four groups and calibration was
started from the first group parameters (volume changes).
The entire process of calibration is described in more detail in
(Integrated .. ., 2005; Kriaucitiniené et al., 2013). The model
calibration was performed in the period of 1986—1995 (cor-
relation coefficient (R) — 0.88, Nash—Sutcliffe efficiency
(NSE) — 0.78, accumulated difference between the calcu-
lated and the observed discharge (Accdiff) — 7.4%), while the
model validation was carried out in the period of 1996—2005
(R — 0.75, NSE — 0.62, Accdiff — 5.7%) (Fig. 5). The created
hydrological model was calibrated (1986—1995) and vali-
dated (1996—2005) according to the observed hydrological
and meteorological data. Meteorological and water gauging
station network, which data are used to develop the hydro-
logical model, are presented in Fig. 3.

The calibrated model was then used to simulate the
Nemunas inflow to the Curonian Lagoon in a historical period.
In Fig. 6, the observed runoff values are compared to the
simulated ones (the outputs of three climate models (average
of GFDL-CM3, HadGEM2-ES and NorESM1-M) for the period of
1986—2005). This modelling is necessary to perform in order
to find out how precisely the selected models reflect the
historical climate conditions. Since the hydrographs of the
observed and simulated historical runoff were very similar
(the mean annual discharges were 700m*s~' and
696 m3>s~"), the selected climate models can be used for
future runoff simulation.

3.2. Changes of water balance components of
the Curonian Lagoon

The water balance components of the reference period are
analyzed in Table 1. The water balance income consists of the
following components: river inflow (Qg) — 22.1 km® year™
(from 15.4 to 30.0 km® year™"), inflow from the sea (Qgs) —
6.8 km> year™" (from 5.4 to 9.0 km® year~") and precipita-
tion (P) — 1.3 km>year™" (from 0.9 to 1.7 km? year™"). The
balance losses include outflow from the lagoon (Qc.) —
28.6 km® year~" (from 20.9 to 36.8 km> year ") and evapora-
tion (E) — 1.0 km® year™" (from 0.9 to 1.1 km? year™"). All of
these components have seasonal variation. The greatest
values of Qg and Q. are characteristic for spring (April),

Nemunas
From Druskininkai
to Nemajinai

Nemunas
to Dr inil i

Figure 4 The scheme of the Nemunas River hydrological model.



384 D. Jakimavicius et al./Oceanologia 60 (2018) 378—389
2000 ) —Obseer:d ------ Simulated
6000 Calibration Validation
» 5000
=
E4OOO
c9‘3000
2000
1000 )
5 +
5585585585 5855853585%8 353
$53535555555555555553555%
O N 0 00 O N M < n O N~ 0 o O - &N ™M < [T B =]
Q O B O N O O O O O O O O OO O O O O ©O O 9o
o 68 0 0 O ©O ©O ©O O O ©C
- - = = = = = =« - - - = - - N N NN N N
Figure5 Comparison of observed and simulated runoff of the Nemunas River in the periods of calibration (1986—1995) and validation

(1996—2005).

—— Observed runoff

=== Simulated historical runoff

— O MIN
NooOoy— N
— —

141

155

D M O OO MmN OO m
OCRECANMNRGCHDD N Mo
TN AN ANNANNNOMmmmm

365

Figure 6 Comparison of observed average runoff at the mouth of the Nemunas River in historical period (1986—2005) with simulated
historical runoff according to average data of three climate models (GFDL—CM3, HadGEM2—ES and NorESM1—M).

while the smallest ones are observed in summer (July). On
the contrary, Qgs is the smallest in spring (April) and the
largest at the end of autumn (November). E increases in
summer (July) and decreases in winter months, whereas P
decreases in spring and is the most intensive in the autumn
season.

Fig. 7 outlines that under four RCP scenarios, the compo-
nents of the lagoon water balance are not expected to
change significantly in the nearest future (2016—2035).
The analysis indicated that in this period, Qg and Q¢ aver-
aged by all RCPs should decrease by 6.8% and 2.1% respec-
tively, whereas Qgs, E and P should increase by 13.9%, 10.8%,
6.1% respectively in relation to the reference period (1986—
2005).

Considerably larger changes are projected in the far-
future period (2081—2100). Qg is going to decrease from
0.1% (RCP2.6) to 28.2% (RCP8.5), and will on average be
13.4% smaller than in the reference period. Qg values should
redistribute among the seasons. The greatest annual inflow
changes are projected in winter and spring. Qg in winter is
expected to be greater from 1.9% (RCP2.6) to 10.3%
(RCP8.5), while Qg in the spring season should get smaller
from 5.0% (RCP2.6) to 9.7% (RCP8.5) in comparison with the
reference period. Because of rising global sea level and
decreasing river inflow, the water exchange through the
Klaipéda Strait (Qc. and Qgs) is expected to change. Q¢
should decline from 30.2km* (RCP2.6) to 26.5km?

(RCP8.5), which, according to all four RCPs, constitutes an
average decrease of only 0.7% if compared to the reference
value of 1986—2005. Inflow from the sea (Qgs) is projected to
increase quite significantly (i.e. from 24.8% to 61.3%) due to
several reasons, including decreased river inflow (projected
to shrink from 0.1 to 28.2% according to different scenarios)
and rising sea level (expected to grow by 0.44—0.74 m from
2005). Inflow from the sea has seasonal patterns. The projec-
tions indicate that it will get smaller by 3.4% in winter and
greater by 4.5% in spring, on average, whereas in other
seasons it will remain almost the same. Depending on the
scenario, precipitation is expected to grow by 8.7—15.1%,
while evaporation is expected to increase by 14.9—41.1% in
comparison with the reference period amounts.

3.3. Changes of the Curonian Lagoon salinity

In the reference period, the average salinity of the Curonian
Lagoon at Juodkranté (S;) was 1.2 ppt. Its smallest values
were observed in spring (0.5 ppt), while the largest ones
were detected in autumn (1.9 ppt). The average annual
salinity data at Juodkranté demonstrates an upward trend
equal to 0.08 ppt over a decade. The comparison of S; values
and both Qr and Qgs values presented in Table 1 indicated
that S, at Juodkranté is directly proportional to inflow from
the sea and inversely proportional to river inflow. Based on
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Table 1 The water balance of the Curonian Lagoon in the reference period (1986—2005) (km? year™").
Balance component Month Annual
| Il 1] v \' Vi Vil VI IX X X Xl
Qr 2.4 2.2 3.0 3.2 1.8 1.2 1.1 1.1 1.1 1.4 1.7 1.9 22.1
Qss 0.6 0.4 0.4 0.2 0.4 0.6 0.5 0.6 0.6 0.8 0.9 0.9 6.8
P 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.1 1.3
Income 3.0 2.7 3.5 3.5 2.3 1.9 1.7 1.9 1.9 2.3 2.8 2.9 30.2
QcL 2.8 2.7 3.5 3.8 2.2 1.6 1.6 1.7 1.7 2.1 2.5 2.5 28.6
E 0.0 0.0 0.0 0.1 0.1 0.2 0.2 0.2 0.1 0.1 0.0 0.0 1.0
Losses 2.8 2.7 3.5 3.8 2.3 1.8 1.8 1.9 1.9 2.2 2.5 2.5 29.6
AV 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1
Error 0.3 0.0 0.0 -0.3 —0.1 0.1 —0.1 0.1 0.0 0.1 0.3 0.3 0.5

this dependence, Eq. (7) was created and used to estimate S,
in the selected future twenty-year period (2016—2035 and
2081-2100).

The projections revealed an increase of the lagoon water
salinity at Juodkranté (Fig. 8) which can be attributed to
changes of water exchange through the Klaipéda Strait and
the Nemunas inflow. In the nearest future, the projected
changes will probably be insignificant (up to 1.3 ppt, i.e. by
0.1 ppt larger than in the reference period) according to
RCP4.5 and RCP6.0 scenarios, whereas other scenarios indi-
cate a slightly greater increase of the average salinity values

(1.5 ppt), i.e. by 0.3 ppt larger than in 1986—2005. Fig. 8a
presents that a greater variation is possible in summer and
autumn. During these seasons, salinity is projected to be
larger than in the reference period, while a smaller variation
is expected during the rest of the seasons. In winter and
spring, salinity values will likely be similar to or somewhat
less than those in the past. At the end of the 21st century,
salinity changes are projected to be more significant and
grow depending on scenario severity (they can reach as
much as 2.6 ppt according to RCP8.5) (Fig. 8b). It is important
to mention that these changes would occur in case of a
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considerable decrease of the Nemunas inflow and rising sea
level.

3.4. Changes of water temperature of the
Curonian Lagoon

Fig. 9 outlines the water temperature of the Curonian
Lagoon. Its annual variation at Klaipéda differs from the
one at Juodkranté, Nida or Venté. The reason for such
phenomenon is the position of Klaipéda, i.e. it is located
at the junction of the sea and the lagoon. Since the volume of
the Baltic Sea is many times greater than the Curonian
Lagoon, its water warms up more gradually and cools down
slower. In the reference period, the average annual water
temperature was 8.8°C at Klaipéda, 9.1°C at Juodkranté,
9.2°C at Nida and 9.3°C at Venté. The average water tem-
perature of the entire Curonian Lagoon, calculated according
to Eq. (12) was 9.2°C, which is very similar to the measured
one at Nida. This variable had an upward trend in the period
of 1986—2005: it rose up by 0.7°C at Klaipéda, by 0.8°C at
Nida, by 0.9°C at Juodkranté and by 1.0°C at Venté. It was
estimated that the average annual water temperature of the
Curonian Lagoon rose at an average rate of 0.04 degrees per
year.

Projections of water temperature of the Curonian Lagoon
were performed using Eqs. (8)—(12) of four WGS and for two
selected future periods (Fig. 10). In the nearest future,
considerable differences among the projected water
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Projections of the Curonian Lagoon salinity (at Juodkranté) in: (a) 2016—2035, (b) 2081—2100.

temperature values according to the selected scenarios were
not identified; this variable is expected to grow by 1.7°C on
average (Fig. 10a). As usual, in the far-future period, the
projected changes are going to be more significant: the mean
annual water temperature may grow by at least 2.3°C
(according to RCP2.6) or even by 6.3°C (according to the
most severe RCP8.5 scenario) compared to the reference
period values. On average, the annual water temperature is
projected to be higher by 4.1°C than in the reference period:
it will rise by 2.3°C in winter, 4.2°C in spring, 5.0°C in summer
and 4.3°C in autumn. The warmer lagoon water is likely to
create unfavourable conditions for forming a permanent ice
cover in winter.

4. Discussion and conclusions

The performed analysis presented in this paper attempted to
cover the full complexity of the potential impact of climate
change on the Curonian Lagoon water balance components,
salinity and temperature. Projections were performed using
three global climate models and four RCP scenarios. Values of
the projected variables were compared with the ones in the
reference period of 1986—2005. The estimated water bal-
ance of the Curonian Lagoon (in 1986—2005) and projections
of the Nemunas inflow revealed that considerable variations
should be expected in the future. In all cases, the projected
changes are going to be much more significant in the second
period (2081—2100) than in the first one (2016—2035). In the
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Figure 9 Water temperature of the Curonian Lagoon in the reference period (1986—2005).
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Figure 10 Projections of water temperature of the Curonian Lagoon in: (a) 2016—2035, (b) 2081—2100.

nearest future, the Nemunas annual inflow may decline to
20.3 km? (RCP2.6). In the far-future period, it is expected to
decrease to 15.9 km® (RCP8.5), while in the reference period
it was 22.1 km®>. In the period of 2081—2100, considerable
seasonal redistribution of the Nemunas annual inflow is
expected. According to climate scenarios, the river inflow
will increase by an average of 6.9% in winter and 0.8% in
autumn, whereas it is expected to decrease by 7.1% in spring
and 0.5% in summer. Due to rising sea water level and smaller
amounts of river inflow, inflow from the sea annual input is
expected to increase up to 8.0 km? in the nearest future and
up to 11.0 km? in the far future according to RCP8.5 (the
scenario which projects the most drastic changes), while in
the past (1986—2005) it was 6.8 km>. According to RCP8.5,
the major changes of annual precipitation and evaporation
are likely to occur in the far-future period as well: evapora-
tion should intensify by 41.1%, while precipitation should
increase by 15.1%.

As inflow from the sea is expected to increase, the same
will happen to salinity values. In the nearest future, salinity
at Juodkranté is projected to reach 1.4 ppt on average (from
1.3 ppt by RCP2.6 to 1.5 ppt by RCP8.5). At the end of the
century, salinity will gain significantly higher values: from
1.4 ppt (RCP2.6) to 2.6 ppt (RCP8.5). On average, it is pro-
jected to reach 2.0 ppt, whereas the reference period value
was 1.2 ppt. If future changes projected by RCP8.5 scenario
come true, salinity would reach the reference values (2.6 ppt
according to Dailidiené and Davuliené, 2008) of the Curonian
Lagoon at Klaipéda (i.e. very close to the Baltic Sea). This
outcome is contrary to that of Vuorinen et al. (2015) who
found that unchanged salinity conditions at the end of the
21st century are possible as well.

In the reference period (1986—2005), water temperature
of the Curonian Lagoon grew by 0.04°C year~". These results
are in line with those of previous studies, indicating that the
warming trend of the mean surface water temperature in the
Curonian lagoons was 0.03°C year~' in the period of 1961—
2008 (Dailidiené et al., 2011). Similar temperature growth
tendencies were determined for the Baltic Sea as well. SST
averaged over the entire Baltic Sea increased at the rate of
0.05°C year™" (Stramska and Biatogrodzka, 2015). Smaller
seas and especially shallow lagoons are getting warmer much
faster than the global ocean temperature (0.02°C year™"
over the reference period) (Huang et al., 2015b).

This study shows that in the nearest future, the inflow
from the sea, evaporation, water temperature and salinity
are projected to increase more under the RCP2.6 scenario

than the rest of scenarios. These findings are in agreement
with other results (Westervelt et al., 2015). The most likely
explanation of this is the increase of meteorological para-
meters, such as air temperature and precipitation projected
according to the RCP2.6 scenario until the middle of the 21st
century, as well as the decrease of these variables that is
expected to occur in the second half of the century. In the
far-future period, the most significant changes of all inves-
tigated variables are expected according to the RCP 8.5 sce-
nario.

This study does not rule out the presence of other factors
that may have an influence on the state of the Curonian
Lagoon in the future. It is difficult to project anthropogenic
activities, such as land use changes in river catchments,
Klaipeda Strait permeability changes, etc., that may alter
the results of this study, creating a degree of additional
uncertainty. However, there is a strong possibility that in
the long term period (the end of 21st century), the projected
changes will have the estimated tendencies.
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1. Introduction

According to the alternative stable state theory, a given
system can remain in one of multiple possible states defined
by a specific composition of biocoenoses and habitat proper-
ties over ecologically-relevant timescales (Holling, 1973;
Scheffer and Carpenter, 2003; Scheffer et al., 2001). During
the persistence of a given state, a system of ecological
feedbacks develops, counteracting the shift into another
state. The transition of the ecosystem into another alter-
native state precedes exceeding ecosystem thresholds, and
usually requires the interference of a sufficiently strong
driver able to disturb the current balance, and as a conse-
quence lead to profound transformations of the entire sys-
tem. Transition states, considered unstable, can occur in
between. The theory has become an important framework
for understanding and managing both terrestrial ecosystems
(e.g. grass-dominated vs. shrub dominated), as well as aqua-
tic, freshwater, and marine ecosystems (e.g. clear-water vs.
turbid water, kelp forests vs. urchin dominance) (review in
Folke et al., 2004).

Ocean ecosystems naturally respond to environmental
stress very slowly, and the rate of the occurring processes
is distinguished by considerable inertia. Due to such char-
acteristics, the majority of regime shifts in oceans unfold
slowly and smooth transitions between equilibrium states are
easy to overlook or ignore (Hakanson and Lindgren, 2008;
Knowlton, 2004; Lyytimaki and Hildén, 2007; Petraitis and
Dudgeon, 2004). The stability of open zones of oceans con-
trasts with the dynamics of processes occurring in coastal
lagoons and estuaries. They are transitional zones where the
influences of the aquatic and terrestrial, as well as fresh-
water and marine environment clash (Perez-Ruzafa et al.,
2011). This is additionally combined with the destabilising
effect of human activity, usually strongly evident in these
areas. In such conditions, the risk of a shift from one state
into another is particularly high (Viaroli et al., 2008). There-
fore, it is important not only to define the current state of
lagoons, but also to determine the rate of changes and drivers
causing them, as well as the ecological thresholds exceeding
of which can result in a shift to a new state (Lyytimaki and
Hildén, 2007). The knowledge of such conditions can permit
management of resources preventing the transition into
another state, and therefore dramatic changes in the bio-
coenosis and the provision of ecosystem services to the
coastal communities (Hughes et al., 2013; Mollmann et al.,
2015). On the other hand, such knowledge can provide the
basis for programmes aimed at the management or restora-
tion of the degraded systems (Hakanson and Bryhn, 2008;
Jeppesen et al., 1994; Moss, 1994).

In spite of high interest in the stable states concept among
marine ecologists, attempts of its implementation aimed at
the explanation of phenomena observed in the lagoons and
estuaries of the Baltic Sea have been undertaken only in
several cases and in a limited scope (Dahlgren and Kautsky,
2004; Munkes, 2005; Rosqvist et al., 2010). This paper is the
first attempt of implementation of the theory in reference to
a Baltic lagoon, taking into consideration the majority of
trophic levels. It concerns the Vistula Lagoon, the second
largest and one of the most thoroughly investigated lagoons
in the region. The study is based on information included in

publications issued over the last 60 years. The objective of
the study was to organise knowledge available in the litera-
ture regarding the lagoon's ecosystem in order to provide the
basis for: i. defining the (current and past) state of the lagoon
in the context of the alternative state theory and regime
shifts, ii. analysing drivers and buffer mechanisms maintain-
ing a given state, with consideration of bottom-up and top-
down regulations, and iii. presenting chances for the
improvement of the ecological status of the lagoon, and
diagnosing potential threats to the ecosystem which can
undermine them. In the paper, alternative states correspond
to situations in which one of the groups of primary producers
is dominant, namely macrophytes (corresponding to macro-
phyte-dominated state) or phytoplankton (phytoplankton-
dominated state) (Scheffer and Carpenter, 2003; Scheffer
et al., 1993).

2. Material and methods

The Vistula Lagoon is located in the south-eastern part of the
Baltic Sea. It is a strongly elongated, N—S oriented water
body with a length of 91 km, width from 7 to 11 km, and
surface area of 838 km?. The eastern part of the lagoon with
an area of 328 km? is located on the Polish side (Fig. 1), and
the remaining part on the Russian side. To the north, it is
separated from the open sea by the Vistula Spit — a shallow
belt of sandy land with a width of 1—2 km and length of
approximately 50 km. Contact with marine waters occurs
through the Baltiysk Strait (the inlet length, width and depth:
2 km, 400 m and 10—12 m, respectively). The extensive sur-
face area of the lagoon contrasts with its low depth (mean
depth 2.5 m; max. depth 5.2 m).

The shoreline of the lagoon on the Polish side is weakly
developed. The only bay strongly extending into the land is
the Elblag Bay, located in the south-western part of the
lagoon, and fed by the Elblag River (Fig. 1). It has an area of
7.23 km?, and is very shallow (max. depth in the central
area of the bay usually not exceeding approximately
0.8 m).

The lagoon is fed by several rivers draining an area of
23,871 km?. In comparison to the lagoon's water surface area,
the drainage area is exceptionally large (Lomniewski, 1958).
More than half of the area is under agricultural use, and
approximately 25% is covered by forests. The total number of
residents in the lagoon's catchment slightly exceeds one
million. Industry is not extensively developed.

Until the end of the 19th century, the Vistula Lagoon was
nearly a freshwater basin supplied mainly by two rivers:
Vistula and Pregolya. In 1895, for the purpose of protection
of areas located at the mouth of the delta of the Vistula River
against flood, a new mouth of the river to the Baltic Sea was
dug. Moreover, a cascading system of four locks and weirs was
constructed on the Nogat River (a distributary channel of the
Vistula River) the main stream feeding the lagoon at the time
(Lomniewski, 1958). This reduced the inflow of waters from
the Vistula River to the lagoon 10 times, resulting in a gradual
increase in the salinity of the lagoon waters. Nowadays, the
highest salinity, reaching 6.5%o, is observed in the vicinity of
the Baltiysk inlet. It gradually decreases towards the east and
Western, reaching values close to zero at the mouths of the
largest rivers.



392 R. Kornijéw/Oceanologia 60 (2018) 390—404

19.20°E 19.35°E 19.50°E

19.65°E 19.80°E 19.95°E

Gdansk Bay

54.45°N

Krynica Morska

54.30°N

o,

.,
0
..
.,
o

*e,
.
.

Nogat River

™ Frombork

Figure 1
After Szarejko-tukasiewicz (1959), modified.

The water level in the lagoon is subject to considerable
fluctuations with an amplitude of up to 1.2 m, particularly
in the period of autumn-winter storms (Chubarenko et al.,
2012). They result from water exchange with the Baltic
Sea and strong winds. The large surface area of the lagoon
and its low depth favour continuous water mixing, and
therefore intensive sediment resuspension. Sediments on
the eastern and western ends of the lagoon and in its
central part at a depth from approximately 2 m are
muddy. Along the southern and northern shores, up to a
depth of approximately 1.5—2m, sandy fractions are
dominant, locally with a small admixture of fine loamy
fractions.

The lagoon is under the influence of both maritime and
continental climate, with air temperature that can attain
high annual amplitudes from —31°C to 36°C. The ice cover
usually persists for only several days in mild winters, and from
December until March in the coldest years.

Large scale research on the ecosystem of the Vistula
Lagoon commenced at the beginning of the 1950s. It parti-
cularly focused on the determination of the habitat and
food conditions of fish, and other issues related to fishery. In
addition, monitoring research was conducted by the state
environmental protection services. As a result, the lagoon
became one of the most thoroughly investigated Baltic
lagoons. The present paper focuses on the Polish part of
the lagoon. It is based on literature, particularly published
mostly after 2010, and concerning: physical—chemical
properties of waters and sediments, plankton, macro-
phytes, macroinvertebrates, fish and birds. In the case of
lack of publications from the period, older papers were
used, provided that information included in them is still
valid.

The Vistula Lagoon with marked oligohaline and mesohaline regions (Western and Middle basins, respectively).

For the purpose of the study, the lagoon was divided into
the Western and Middle basins (Fig. 1). The division was
performed based on criteria such as: salinity, exposure to
wind, nature of bottom sediments, and occurrence and dis-
tribution of vegetation.

3. Results
3.1. Nutrient load

Due to the large area of the catchment of the Vistula Lagoon
and predominance of its agricultural use, very high amounts
of nutrients are supplied to the lagoon every year. The total
load from drainage basin amounts to 16 g of nitrogen and
1.2 g m~2 of the surface area of the water body (Witek et al.,
2010). The performed balance of nutrients flow suggests that
the primary source of nitrogen and phosphorus for primary
producers is not the direct supply of nutrients from the
catchment, but the mineralisation of organic matter, occur-
ring in sediments and the water column, related to contin-
uous resuspension. As a result of the mineralisation, from
15 to 20% of nitrogen, and as much as 20—40% of phosphorus
contained in the sediments is released back to the water
(Witek et al., 2010). The spatial distribution of nutrients in
the lagoon is relatively even, with slightly increased values of
N concentrations in the Middle Basin (Table 1).

According to Witek et al. (2010), the limitation of primary
production with phosphorus occurs in spring, when phos-
phates are exhausted by phytoplankton, and nitrogen is still
available. In late spring and summer, nitrogen compounds
become the limiting factor, possibly favouring the develop-
ment of cyanobacteria.
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Table 1

Characteristics of the Western and Middle basins of the Vistula Lagoon. The physical—chemical data are the means + SD

(standard deviation) and ranges of monthly measurements at two sites located in the Western Basin and seven in the Middle Basin
from May to October 2013. Data provided by the Institute of Meteorology and Water Management National Research Institute,

Maritime Branch of Gdynia. SDD — Secchi disc depth.

Parameter Western Basin Middle Basin
Max. depth [m] 1-2 3—4
Wind exposure From low to medium High
Sediments Muddy, organic Sandy to ca. 1.5 m, deeper muddy
Salinity [%o] 1.1+0.3 2.6 +0.6
(0.3—1.8) (1.4-3.7)
Neot [mg 177 2.1+0.8 2.3+ 0.4
(1.5—4.5) (1.1-3.2)
Peor [mg 17"] 0.11 £ 0.04 0.10 = 0.04
(0.06—0.18) (0.05—0.19)
SDD [m] 0.49 +£0.20 0.39 +£0.15
(0.3—1.5) (0.2—0.7)
Chl.-a [ug ™" 48.27 +£22.9 54.3 +23.8
(13.0-93.2) (8.9—106.6)

3.2. Light availability

Water transparency measured by Secchi disc depth (SDD) is
slightly higher in the Western Basin than in the Middle one,
conversely as chlorophyll-a concentrations (Table 1). More
transparent water in the Western Basin was noticed earlier by
other authors (Plinski and Simm, 1978; Renk et al., 2001;
Ringer, 1959). Relatively low SDD values resulted not only
from the concentration of chlorophyll but also the presence
of abiotic resuspended particles.

The compensation point, determined by multiplying
values of SDD by the number 3 (Holmes, 1970), depending
on the analysed region of the lagoon, amounted from 117 to
147 cm. The upper range corresponds to a depth at which
charales were recorded in the Katy Bay (Western Basin)
in 2013 (Kornijow, 2018). Some macrophytes, however,

100% A
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Figure 2 Relative biomass of the main phytoplankton groups in
the Western and Middle basins. Mean values from the period
2010—2014, based on data collected by the Province Inspector-
ate of Environmental Protection in Elblag and the National
Marine Fisheries Research Institute (unpublished).

especially of the genus Potamogeton in the Western Basin,
grow at a depth of more than 2 m.

3.3. Communities

3.3.1. Phytoplankton

The phytoplankton of the lagoon is dominated by cyanobac-
teria, slightly more abundant in the Middle than in the
Western Basin (Fig. 2). In the latter, a higher contribution
is reached by diatoms and green algae. Cyanobacterial
blooms occur mostly in the summer period, particularly in
the Middle Basin (Dmitrieva and Semenova, 2012; Nawrocka
and Kobos, 2011). They include several species which can
produce cyanobacterial toxins (Rybicka, 2005).

3.3.2. Zooplankton

The structure of zooplankton abundance in both basins con-
siderably differs (Fig. 3). Cladocera are predominant in the
Western and Copepoda in the Middle Basin. Rotifera are
relatively more abundant in the Western Basin. Cladocera
include mostly numerous small (Bosmina longirostris, Chy-
dorus sphaericus, Ceriodaphnia sp.) and large filtrators (Dia-
phanosoma brachyurum and Daphnia sp.), as well as
predatory Leptodora kindtii. The most abundant Copepoda
species, considered as inefficient filtrators, are Eurytemora
affinis and Acartia tonsa. The highest contribution in the
abundance of Rotatoria is reached by small bodied omnivor-
ous taxa: Keratella cochlearis, Keratella cochlearis tecta and
Filinia longiseta (Grzyb, 2012; Paturej and Gutkowska, 2015;
Paturej et al., 2017).

3.3.3. Macrophytes

Emergent vegetation is well developed in both basins, form-
ing a belt with a width from several tens to several hundred
metres up to a depth of approximately 1 m (Fig. 4). Its higher
qualitative variability and cover occurs in the Western Basin
(Kornijow, 2018). Here, emergent vegetation occurs practi-
cally over the entire length of the shore (except for ports). In
some places it is composed of two lateral belts: internal,
including reed (Phragmites australis) and cattail (Typha
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in the Western and Middle basins.
After Paturej and Kruk (2011), modified.

angustipholia), and external, composed of lakeshore bulrush
(Schoenoplectus lacustris). The zone between the belts,
protected from wave action, with a width from several tens
to several hundred metres, includes patches of elodeids and
nymphaeids. Such a vegetation pattern, developed under the
influence of wave energy, is called large-lake phytolittoral.

In the Middle Basin, patches of emergent vegetation are
dominated by reed. They cover approximately 80% of the
shore (Pawlikowski and Kornijow, 2018). In places free from
reed, sandy beaches occur, developing the psammolittoral.

Submerged and floating-leaved vegetation is well devel-
oped only in the Western Basin, and especially in the Elblag

logia 60 (2018) 390—404

Bay located in its southern part (Kornijow, 2018). Approxi-
mately half of the bay's water surface is covered by carpets of
fringed water-lily (Nymphoides peltata) with an admixture of
yellow water-lily (Nuphar lutea) (Figs. 4 and 5). Under and
among them, elodeid assemblages occur, particularly com-
posed of: Eurasian water-milfoil (Myriophyllum spicatum),
rigit hornwort (Ceratophyllum demersum), Canadian pond-
weed (Elodea canadensis), horned pondweed (Zanichella
palustris) and curled pondweed (Potamogeton crispus). In
the remaining areas of the Western Basin, the occurrence of
variable submerged and floating-leaved assemblages is lim-
ited to a relatively narrow (dozen of metres) near-shore belt
(Gajewski, 2010).

In the Middle Basin, practically no nymphaeids occur, and
elodeids develop resistant to water motion and drying out
clusters of perfoliate pondweed (Potamogeton perfoliatus)
with an admixture of sago pondweed (P. pectinatus) with a
diameter from several to several hundred metres, growing up
to a depth of approximately 1.2 m (Figs. 5 and 6).

3.3.4. Macroinvertebrates

In both basins, in terms of density, benthos is dominated by
detritivorous Tubificinae and larvae of Chironomidae (Korni-
jow and Pawlikowski, 2015; Rychter and Jabtonska-Barna,
2018). Bivalve Dreissena polymorpha is locally encountered
on hard bottom. Invasive crabs Rhithropanopeus harrisii
prefer more saline Middle Basin and Eriocheir sinensis over-
grown areas, and mouths of rivers (Jabtonska-Barna et al.,
2013; Wéjcik-Fudalewska and Normant-Saremba, 2016). The
biomass structure is dominated by two alien species: bivalve
clam Rangia cuneata and polychaete Mareznelleria sp.
(Ezhova et al., 2005; Rychter and Jabtonska-Barna, 2018;
Warzocha et al., 2016). The nectobenthos of near-shore
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Figure 4 Distribution of emergent vegetation (1), and vegetation with dominance of submerged (2) and floating leaved (3)

macrophytes in the Vistula Lagoon.
According to Gajewski (2010).
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Figure 5

Poor vegetation in the southern part of the Middle Basin shore; monotonous belt of Phragmites australis and scattered

patches of Potamogeton perfoliatus, 2013.08.02 (to the left), and diverse and luxuriantly developed vegetation in the Elblag Bay
(Western Basin); extensive patches of Nymphoides peltata and Myriophyllum spicatum, 2012.07.27 (to the right).

shallow areas covered with vegetation, except for the least
saline parts of the Western Basin, includes abundant pre-
datory shrimp Palaemon elegans and filter feeder mysid
Neomysis integer.

3.3.5. Fish

The ichthyofauna of the lagoon is composed mostly of fresh-
water species (Nermer et al., 2011; Psuty and Wilkonska,
2009). Marine fish such as flounder (Platichthys flesus),
turbot (Scophthalmus maximus), and Atlantic herring (Clu-
pea harengus) occur in the lagoon periodically and mostly in
the Middle Basin. The former two practice irregular food
migrations. Herring arrives in spring (March—May) and
autumn (September—October) for spawning. In those peri-
ods, the fish may constitute approximately 80% of harvested
fish biomass.

Non-piscivores (except for herring) in the lagoon are
dominated by ruffe (Gymnocephalus cernua) and roach
(Rutilus rutilus) (Fig. 7). In the Western Basin, bleak
(Alburnus alburnus), European smelt (Osmerus operlanus)

and silver bream, and in the Middle Basin three-spined
stickleback (Gasterosteus aculeatus) are also abundant.
Greater differences between the two parts of the lagoon
occur in the dominance structure of piscivorous fish. An
evident division of influence is observed — pikeperch dom-
inates in the Middle, and perch in the Western Basin
(Fig. 7).

The percentage of piscivores in the total biomass of
planktivorous and predatory fish in the Western Basin
amounts to 31% throughout the year (Nermer et al., 2011).
In the Middle Basin, their percentage is similar (32%) with the
exception of spring and autumn when herring arrives for
spawning. Then the value is very low (2%).

3.3.6. Birds

The lagoon together with the adjacent wetlands overgrown by
reed beds and riparian forests, and river mouths constitute a
well-known refuge of water and wetland birds. The
most abundant herbivores include ducks (among others: Netta
rufina, Anas clypeata, Anas platyrhynchos, Anas querquedula,

Figure 6 Strong winds in the Middle Basin lead to extremely low or high water levels persisting from several hours to several days.
Their destructive force limits the possibilities of colonisation by macrophytes, 2013.07.10.
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and Aythya ferina), Canada goose (Branta canadensis), coot
(Fulica atra), and mute swan (Cygnus olor) (Goc and Mokwa,
2012). The highest numbers of birds, estimated for a total
from several to several tens thousand individuals, occur in
the Western Basin, particularly in the Elblag Bay and at
the mouth of the rivers. Predatory birds feeding on fish
particularly include white-tailed eagle Haliaeetus albicilla
the abundance of which including juvenile individuals is esti-
mated for 40—50 individuals, seagulls (Hydrocoloeus minutus),
terns (Chlidonias niger, C. hybridus), herons (Ardea cinerea,
Egretta alba, Botaurus stellaris, Ixobrychus minutus), grebes
(Podiceps cristatus) and cormorants (Phalacrocorax carbo).
The cormorant colony, one of the largest in Europe, is esti-
mated for approximately 11,000 couples (Goc and Mokwa,
2012).

4. Discussion
4.1. Alternative states and driving forces

The recorded differences in primary producers, and espe-
cially in the development of macrophyte communities
between designated parts of the lagoon allow for ascribing
a different alternative state to each of them (Table 2). The
Western Basin currently shows the features of the transition
state, the Elblag Bay located in its south part — the macro-
phyte-dominated state, and the Middle Basin — the phyto-
plankton-dominated state.

Only the Elblag Bay has retained its macrophyte-domi-
nated state until now. It is the most freshwater region,

Table 2 Characteristic features determining the alternative status of distinguished basins. EMV — emergent vegetation, SUV —

submerged vegetation, FLV — floating-leaved vegetation.

Parameter Western Basin (Elblag Bay) Western Basin (other area) Middle Basin

Status Macrophyte-dominated Transition state Phytoplankton-dominated

EMV A continuous belt, with A continuous or two parallel Intermittent monospecific belt
domination of: Phragmites belts composed mostly P. of P communis
communis, Schoenoplectus communis and S. lacustris
lacustris and Typha angustifolia

Suv Vast patches rich in species, From large patches (Nitellopsis Small or medium-sized
with domination of obtusa) (Bay Katy) to several scattered patches of P,
Ceratophyllum demersum and dozen metres belts of outside Perfoliatus and Stuckenia
Myriophyllum spicatum, emergent macrophytes (mostly pectinata
covering over 40% of bottom Potamogeton perfoliatus and C.
surface demersum

FLV Extensive beds, mostly of From extensive (Bay Katy) to Hardly present (N. lutea)

Phytoplankton

Transparency

Nymphoides peltata with
admixture of Nuphar lutea,
covering about 80% of water
surface

Elevated percentage of
diatoms, cyanobacterial blooms
occasional

From high to medium

small stands, mostly N. lutea

Elevated percentage of diatoms
and chlorophytes,
cyanobacterial blooms frequent
in summer

From medium to low

High percentage of
cyanobacteria, cyanobacterial
blooms frequent in summer

Low
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largely isolated from the influence of the main basin of the
lagoon. At least since the 1950s emergent vegetation has
surrounded the bay with a wide and almost continuous ring,
and nymphaeids and elodeids have covered more than half of
the bottom area (Plinski, 1995; Plinski et al., 1978, and own
observations). The macrophyte-dominated state in the bay is
maintained in spite of many years (1970—1990) of strong
nutrient supply by the Elblag River (Cieslinski, 2002), as well
as supply of faeces of thousands of individuals of waterfowl
(Goc and Mokwa, 2012). The vegetation is evidently not
impoverished as a result of herbivory by birds, frequently
considered as the cause of failure of restoration measures
(Phillips et al., 2016).

The literature data suggest that the present transition
state of the remaining area of the Western Basin has been
lasting since the early 1980s. Before, the area showed many
features of macrophyte-dominated state, similarly as the
Elblag Bay. Avery wide belt of emergent vegetation of several
hundred metres over km-long sections was divided by an open
water zone developing large-lake littoral. It was inhabited by
luxuriantly developed floating-leaved and submerged vege-
tation, including extensive meadows of various species of
charales (Plinski et al., 1978; Szarejko, 1955). The external
belt of helophytes is currently residual, and submerged
vegetation severely impoverished qualitatively has been
limited to an intermittent belt of approximately a dozen
metres wide on the external side of the emergent vegetation.

The shift of the prevailing area of the Western Basin from
the macrophyte-dominated to transition state probably
occurred as a consequence of interference from many
human interactions. For several decades the waters had
been supplied with domestic and industrial sewage. The
1970s was also a period of intensified application of mineral
fertilisers. As a consequence, the concentration of nutrients
in water gradually increased (Margonski and Horbowa, 2003;
Rozanska and Wiktor, 1978). This, however, did not lead to
more prosperous development of phytoplankton (Latata,
1978; Plinski and Simm, 1978; Renk et al., 2001; Witek
et al., 2010), probably due to bad light conditions caused
by resuspension and substantial dynamics of salinity and
water level fluctuations. Notice that the shift from the
macrophyte-dominated to phytoplankton-dominated state
did not occur in the Elblag Bay in spite of an approximate, or
even higher load of nutrients (Cieslinski, 2002). Therefore,
the shrinkage of macrophytes with gradually increasing
nutrient load, the mechanism suggested by some authors
(Dahlgren and Kautsky, 2004; Krause-Jensen et al., 2008;
Munkes, 2005), probably was not determined by excessive
development of algae.

Another concept assumes that the shift from one state to
another occurs as a result of the disturbance of the envir-
onment's resilience (defined as the magnitude of perturbation
that a system can absorb) caused by a strong external driver
(Holling, 1973). Based on such an assumption, the nutrients
are not the driver themselves, but they influence the thresh-
old for the actual drivers causing the switch (Folke et al.,
2004; Moss, 2007; Phillips et al., 2016). In the analysed case,
there must have been at least several such drivers with
combined and synergistic effects. The most important one
seems to be the effect of hydro-engineering dredging works,
conducted for several years in the first half of the 1980s along
the western shore of the lagoon. Their side effect is always

strong water turbidity, as well as release of nutrients and
pollutants from sediments over a considerably larger area
than that directly affected by such works. After conducting
the works, part of the phytolittoral with elodeid and nym-
phaeid assemblages disappeared (Chmara, 2012; Goc and
Mokwa, 2012). The negative effect of dredging works on
the vegetation is confirmed by the disappearance of the
extensive meadows of Nitellopsis obtuse in 2014 in the Katy
Bay. The works had been conducted one year before at the
mouth of the Elblag River and at the inlet to the Katy Bay. The
dredging must have affected not only plants, but also other
organisms. For example, its long-term negative effect on the
spawning grounds of pikeperch, and a strong decrease in its
abundance in the Vistula Lagoon was documented by Borowski
and Dabrowski (1998). This might have resulted in the weak-
ening of the cascade effect. Already before, in the 1950s and
1960s, the positive effect of predatory fish on the environ-
ment had been strongly limited due to the collapse of the
population of pike (Psuty-Lipska and Borowski, 2003).

Chemical compound tributyltin could have also contrib-
uted to the degradation of the vegetation. In the 1970s and
1980s it was commonly applied for the protection of nets
against invasive hydroid Cordylophora caspia almost through-
out the lagoon. Tributyltin proved to be harmful not only for
invertebrates and fish, but also for plants (Brooke et al.,
1986). Sayer et al. (2006) suggest that this compound may
promote the replacement of macrophytes by phytoplankton
through reducing populations of grazing organisms in water
bodies already affected by eutrophication.

Whereas shading by periphyton does not seem to be a
driver completely eliminating macrophytes, it undoubtedly
contributed to the worsening of the plants' condition. Wea-
kened plants could more easily yield to the pressure of
omnivorous/herbivorous invertebrates (Bakker et al.,
2016; Hidding et al., 2016). Next to crustaceans (Chinese
mitten crab E. sinensis, dwarf crab R. harrisii, and spiny-
cheek crayfish Orconectes limosus), they also include several
species of Amphipoda. The latter reach considerably smaller
sizes, but they inhabit plants in enormous numbers, so their
cumulative effect can be substantial (Kornijow, 1996).

The Western Basin currently remains in a transition state
balancing between the phyto- and macrophyte-dominated
state. Periodically, underwater meadows of elodeids and
charales develop over extensive areas, particularly in the
Katy Bay protected from wind. Further dredging works, how-
ever, lead to their repeated destruction. Each time, this
entails the loss of a chance, or at least long-term delay, of
gradual, progressing eastwards, improvement of water qual-
ity. The plants, and particularly charales, play an important
role in the restoration of degraded water bodies, influencing
sedimentation and nutrients concentration (Blindow et al.,
2014; Van den Berg and Coops, 1999). In addition macrophytes
stabilise and oxygenate sediments, and therefore limit inter-
nal supply of phosphorus compounds. Moreover, they compete
with phytoplankton for nutrients, have an allelopathic effect
on algae, and provide habitat structure limiting the strength
of the top-down effect of fish on zooplankton, controlling the
development of phytoplankton (e.g., Blindow et al., 2014;
Moss et al., 1996; Phillips et al., 2016).

The Middle Basin is phytoplankton-dominated, and has
remained as such for at least 60 years. Currently, similarly as
in the 1950s (Ringer, 1959), its bottom is overgrown by locally
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large-sized (several hundred metres in diameter), although
together not exceeding 5% of the littoral area, patches of P
perfoliatus, particularly along the southern shore. Beginning
from July, the surface of plants is covered by a thick layer of
periphyton. Its abundance can be explained by complete lack
of snails (unpublished), considered as the most efficient
grazers (Underwood, 1991). The time of the existence of
shaded elodeids and nymphaeids in the central part of the
lagoon was reduced, and currently lasts for approximately
three months (Pawlikowski and Kornijow, 2018). This is a
typical manifestation of excessive fertility of the water body,
called the “sandwich effect” (Sayer et al., 2010) due to the
fact that the period before the appearance of plants and
after their disappearance is characterised by strong devel-
opment of phytoplankton.

The tendency for higher than average concentrations of
phytoplankton in more saline Middle Basin can be related to
different dominance structure of filtering zooplankton,
higher predation pressure on zooplankton, and in conse-
quence lower grazing capacity than in the less saline western
part of the lagoon (Jeppesen et al., 1994; Moss, 1994). In
contrast to the Western Basin, in the Middle one, crustation
zooplankton does not include efficient filter-feeding clado-
cerans such as: Daphnia sp., Bosmina sp., and Ceriodaphnia
quadrangula. Instead, it is dominated by omnivorous E.
affinis and A. tonsa, prosperous in estuaries with highly
suspended particulate matter dominated by non-living par-
ticles (Richman et al., 1977; Tackx et al., 2003). In the
absence of Cladocera, efficient filtrators Rotatoria predomi-
nate, freed from food competition. Due to lack of elodeids,
water turbidity remains the only refuge for zooplankton
against fish predation (Horppila and Liljendahl-Nurminen,
2005). In addition to freshwater fish, stickleback G. aculeatus
and ziege Pelecus cultratus constitute permanent compo-
nents of the planktivorous ichthyofauna. In spring, zooplank-
ton is additionally strongly affected by Baltic herring C.
harengus (Dmitrieva and Semenova, 2012; Grzyb, 2012)
spawning in more saline regions of the lagoon (Nermer
et al., 2011). First, zooplankton is eaten by shoals of adult
fish, and then for at least approximately three months also by
their larvae and fry until they leave the lagoon. The larvae
reach very high densities, even up to more than one hundred
individuals per m® (Grzyb, 2012), and are able to remove
approximately 50% of zooplankton standing stock (Nau-
menko, 2009). This is probably the cause of the strong
decrease in the abundance of zooplankton observed in June
(Grzyb, 2012). In addition to planktivorous fish, in the more
saline Middle Basin in the open water zone, predatory cla-
docerans Cercopagis pengoi are occasionally abundant, and
in the littoral phytophilous crustaceans N. integer and P.
elegans. They may exert an additional top-down impact on
zooplankton (Jeppesen et al., 1994; Lehtiniemi and Goro-
khova, 2008; Lesutiene et al., 2014; Moss, 1994). In conse-
quence, higher cumulative predation by invertebrates and
fish may lead to low zooplankton/phytoplankton ratio, and
accelerate eutrophication processes.

The above discussion concerns the role of different drivers
in the transition from one state to another, or in the main-
tenance of the already existing one in the designated parts of
the Vistula Lagoon. It is also worth mentioning the top-down
causal factor common for the entire lagoon area, particularly
strong from the mid 1980s. That includes piscivorous birds,

including large white-tailed eagle and many smaller such as:
herons, seagulls, grebes, and in particular cormorants —
highly efficient predators, even in turbid waters (Gremillet
etal., 2012). They control the abundance of mainly small fish
such as: ruffe, roach, round goby, or stickleback (Stempnie-
wicz et al., 2003). It is estimated that only the cormorants
themselves eat from 1.2 to 2.1 tonnes of fish annually, a
biomass comparable to that harvested by fishermen (Korni-
jow, 2018). Whereas fishermen catch large and economically
valuable fish, cormorants mainly prey on small planktivorous
species. This may result in the cascading effect leading to
reduced pressure of small fish on zooplankton and an increase
in zooplankton grazing on phytoplankton. Remains of undi-
gested fish are not returned to water in the form of faeces.
They are deposited on land. Therefore, cormorants also
contribute to continuous export of nutrients from the aquatic
environment. There is at least one example of water quality
remarkably improved by the activity of cormorants (Leah
et al., 1980).

4.2. Implications for the theory

According to the alternative stable states theory, an ecosys-
tem can remain in one of the states in a broad range of
nutrient concentrations (Scheffer et al., 1993). The Vistula
Lagoon constitutes an interesting case in which at very
approximate nutrient concentrations, but under different
hydromorphological, hydrological, and anthropopressure
conditions, three different, alternative states developed
and co-existed in a single water body. Such a theoretical
possibility was earlier considered by Knowlton (2004). Drivers
considered to determine the distinguished alternative states
are listed in an arbitrarily accepted order (from the most to
the least important) in Table 3.

The dominant driver regulating the structure and processes
occurring in the lagoon seems to be wave exposure. Only
inconsiderable wave action, such as that in the sheltered
Elblag Bay, permits the existence of the macrophyte-domi-
nated state (Figs. 4 and 5). In the exposed central part of the
basin, where waves periodically reach a height of up to 1.5 m
(Chubarenko et al., 2012), such a state is very unlikely,
irrespective of the level of nutrient concentrations (Coops
et al., 1991). The destructive effect of wave action on macro-
phytes and other organisms is magnified by substantial water
level fluctuations reaching up to 1.2 m, which periodically
permit eroding of deeper located parts of the bottom (Fig. 6).
Moreover, wave energy causes resuspension which on the one
hand worsens the light conditions and constrains the re-estab-
lishment of macrophytes (Green and Coco, 2014; Lawson
et al., 2007), and on the other hand magnifies the internal
supply of nutrients (Sondergaard et al., 1992), stimulating the
development of phytoplankton and periphyton. The Vistula
Lagoon can be therefore included to typical coastal water
bodies, maintained first of all by physical constraint (Perez-
Ruzafa et al., 2011). Water salinity is the second in terms of
strength of effect. It determines the structure of biocoenoses,
including the contribution of filtrators and predators,
and indirectly affects the strength of top-down regulation
(Jeppesen et al., 1994; Moss, 1994). The next driver, third
in terms of “importance” are bottom-up regulations. They
influence the development of vegetation and associated biota
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Table 3 The major drivers at four-scale magnitude (low, medium, significant, high) of the distinguished states in particular areas of

the Vistula Lagoon.

Area
Status

Western Basin (including Elblag Bay)
Macrophyte-dominated/transition state

Middle Basin
Phytoplankton-dominated

Wind and wave exposure

Salinity

Bottom-up forces

Anthropogenic impact (fishery, toxins,

boating, pollution, hydro-engineering

works

Multi-level top-down regulations

Pressure of predators on zooplankton

Herbivory on elodeids/nymphaeids

From low to medium — shores protected
to the west

From low to medium — salinity < 2 PSU,
periodical inflow of more saline waters
from the east

From high (nutrient supply by bird faeces
in Elblag Bay) to medium — inflow of
nutrients from rivers, periodical
resuspension and internal supply of
phosphorus

From low (Elblag Bay as a reserve) to high
until the first half of the 2000s, currently
moderate

Significant — very abundant: piscivorous
birds, strong pikeperch and perch
population, effective grazers (Cladocera)

From low (refuge effect by vegetation
structure in Elblag Bay) to medium —

mainly freshwater fish

High — abundant: waterfowl, crayfish,
insect larvae, amphipods

High — unprotected shores, periodically
strong winds from the Baltic Sea, storms
High — salinity > 2—5 PSU

High — permanent resuspension and
internal supply of phosphorus compounds

High until the first half of the 2000s,
currently moderate

Medium — very abundant: piscivorous
birds, strong pikeperch and perch
population, numerous but ineffective
phytoplankton grazers (Copepoda,
Rotatoria)

High — freshwater and marine fish,
predatory crustaceans

Low — low density of waterfowl,
abundant: crayfish, insect larvae,

amphipods. No snails

particularly in regions of the lagoon protected from wind. A
similar conclusion was presented by Viaroli et al. (2008)
investigating the role of different drivers determining the
state of eutrophic Mediterranean coastal lagoons.

The importance of the drivers concerning trophic inter-
actions, summed up in Table 3 was discussed in Section 4.1.

4.3. Implications for management

The aforementioned drivers with proposed hierarchical order
of importance (Table 2) constitute a mutually supplementing
system determining the current state of particular regions of
the lagoon (Table 2). Their knowledge can be helpful in the
development of programmes concerning: restoration mea-
sures, environmental impact assessments, or sustainable
management of the lagoon's resources. The specification of
guidelines for the improvement of the ecological state for
particular areas of the Vistula Lagoon should consider not
only the presence of the aforementioned drivers, but also
conditions such as: the vast surface area of the lagoon,
shallowness of its basin and the related susceptibility to
resuspension, and already strengthened feedback mechan-
isms (among others: dominance of phytoplankton, high per-
centage of cyanobacteria, fine-grained stirred-up sediments
difficult to colonise by macrophytes, presence of hydrogen
sulphide in sediments as the effect of excessive concentra-
tion of organic matter, and high top-down pressure on zoo-
plankton). They can slow down the improvement processes or
even make them impossible. The above suggests the obvious
conclusion that the possibilities of improvement of ecological

conditions in the lagoon, including causing the shift from the
phytoplankton-dominated to macrophyte-dominated state,
are very limited. It is practically impossible to reduce the
strength of the first driver in the hierarchy, namely wave
exposure. The application of solutions aimed at limiting the
destructive effect of waves, proposed for lakes, e.g. deepen-
ing, wind reducing barriers, sand capping of the sediment,
changes in the water level, and alterations to the shoreline
profile (Penning et al., 2013) is hardly possible in the case of
the Vistula Lagoon due to its size. Therefore, it is worth
emphasising the role the reed rush in the lagoon plays in wave
attenuation and development of habitat conditions. The
wide belts of reed occurring on many sections of the Vistula
Lagoon, with a mean density of 70 stems m~2 4 18 SD, can
substantially modify water insolation, temperature, and
oxygenation, as well as the grain size and chemical composi-
tion of sediments (Pawlikowski and Kornijow, 2018). Near-
shore reed beds, similarly as submerged vegetation, are also
important for the protection of shores against erosion, and as
a filter for nutrients and organic material flushed from the
catchment (Berthold et al., 2018; Christianen et al., 2013;
Moller et al., 2011; Rupprecht et al., 2017). Due to this, all
human activities should be conducted in a way minimising the
impact on both aquatic and riparian vegetation.

According to English and Danish researchers (Jeppesen
et al., 1994; Moss, 1994), water quality can be considerably
improved by a reduction of salinity to a level below 2%o. It can
even lead to a switch from the phytoplankton to macrophyte-
dominated state. It may seem that the postulate of a
decrease in water salinity in the Vistula Lagoon is not feasible
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considering the scale of the undertaking. Examples of prac-
tical application of such a solution in coastal lagoons are
known, however. In the Ringkgbing Fjord on the western
coast of Denmark, water salinity is driven by sluice manage-
ment. Due to a small change in water salinity over a period of
two years, the ecosystem changed from a nutrient-driven
turbid green water to a grazing-controlled clear water
(Hakanson and Bryhn, 2008). Notice also that in the past,
human activity has already led to a substantial change in the
salinity of the Vistula Lagoon, unfortunately involving its
increase. This occurred over the last hundred years, after
the construction of locks and weirs in the early 20th century,
blocking the inflow of the Vistula River to the lagoon, and
redirecting the main river water masses directly to the Baltic
Sea. It is justified to claim that the reduction of the inflow of
waters from the Vistula River to the lagoon in the 20th
century saved the ecosystem from total degradation in the
period 1970s—1990s when the inflowing rivers were extre-
mely polluted and resembled sewers (Glasby and Szefer,
1998). The currently existing hydro-technical infrastructure
would probably permit a controlled increase in the supply of
freshwater to the lagoon and a decrease in salinity. The
analysis of the justification of such a solution, similarly as
the resulting far-reaching consequences, exceeds the the-
matic scope of this paper.

According to Jeppesen et al. (2007), measures other than
a decrease in salinity, including those leading to a change in
the dominance structure of fish and strengthening of the
cascade effect, are inefficient in the case of salinity exceed-
ing 2%o, and do not result in the improvement of water
quality. Consider, however, that sustaining the current pres-
sure of zooplankton on phytoplankton requires keeping the
abundance of planktivorous/omnivorous fish on a relatively
low level, possibly through the maintenance of numerous
stock of predatory fish with relevant age structure (Eriksson
et al., 2009; Sieben et al., 2011). In the case of the Vistula
Lagoon, this particularly concerns pikeperch and perch. Their
contribution in the total biomass of planktivorous and pre-
datory fish in the lagoon for most of the year amounts to
approximately 30%. It is assumed that effective top-down
pressure, which can translate into efficient phytoplankton
control by zooplankton through the cascade effect, requires
at least 50% share of predators in the fish biomass (Moss et al.,
1996). In the analysed case, also very strong pressure of
piscivorous birds needs to be taken into account, including
cormorants having a synergic effect on fish populations,
together with predatory fish.

Pikeperch, unlike pike, is a species well adapted to turbid
waters due to the specific eye structure and well developed
sense of smell (Sandstrom and Karas, 2002). Although perch is
a typically visual predator, well adapted to macrophyte
dominated habitats (Kornijow et al., 2016), it also thrives
in the lagoon, perhaps due to the fact that strongly increased
water turbidity only occurs periodically as a result of resus-
pension. Both of the species control the abundance of not
only small planktivorous fish, but also zooplanktivorous crus-
taceans N. integer and Palaemon elegance (unpublished).
Unfortunately, in spite of more than a threefold reduction of
the number of fishing vessels in the 2000s, and implementa-
tion of a number of restrictions concerning fishing gears and
catch limits, the population of both of the species has been
showing symptoms of overfishing over the recent years.

This is suggested by a relatively high contribution of indivi-
duals only from two or three age classes (age groups 3—5),
and low contribution of those with large sizes (Psuty and
Wilkonska, 2009). The situation is so serious it may lead to the
collapse of the populations of those species of key impor-
tance for the functioning of the lagoon. On the other hand, as
a result of lack of interest of fishermen (and shortage of large
pikeperch), the populations of cyprinid fish: roach and
bream, include numerous older individuals. At this stage of
life, they are benthivorous, and can intensify bioresuspension
(Tatrai et al., 1997). Moreover, they contribute to the spawn-
ing success of the population, and their planktivorous juve-
nile stages increase the feeding pressure on zooplankton. It is
therefore needed to limit and control the abundance of large
cyprinid fish which remain outside the feeding spectrum of
the currently dominating age groups of perch and pikeperch.
A solution could be a decrease in the fishing pressure on
pikeperch, and an increase in the size-limit. An increase in
the abundance of European catfish, present in the lagoon,
through fish stocking could be considered, too. The fish,
however, grows slowly and over a long period of time. In
the conditions of substantial fishing pressure, this largely
limits the chance of reaching sufficient sizes by a high number
of individuals to efficiently control the population of
large cyprinids. Meanwhile, next to fishermen, also white-
tailed eagles, numerous in the area, may play a substantial
role in controlling the abundance of large cyprinids (Ekblad
et al., 2016).

Considerable improvement of water quality and transfor-
mation of biocoenosis might occur independently from
human measures as a result of the bio-engineering activity
of the alien bivalve R. cuneata. This thermophilous clam
originating from the Gulf of Mexico has been present in the
Vistula Lagoon for approximately 8 years. It reaches a length
of 4—5 cm and shows fast rate of growth of even 20—25 mm in
the first year of life. As a non-selective filtrator, it feeds both
on phytoplankton and abioseston. Harsh winters lead to high
mortality of the clam population. However, it rapidly regen-
erates in the following years (Kornijow et al., 2018; Warzocha
et al., 2016), reaching abundances of up to 1000 ind. m~—2
The literature provides examples of positive effect of R.
cuneata on sediment stabilisation, limiting the development
of phytoplankton, and as a consequence improvement of
water transparency and reconstruction of elodeid assem-
blages (Cerco and Noel, 2010; Shaffer et al., 2009). Con-
sidering the relatively long time of water retention and small
depth of the Vistula Lagoon, the occurrence of a similar
effect can be presumed. This is suggested by the observation
in 2017 of the co-occurrence of very high density of Rangia in
the central part of the lagoon (mean: 1147 + 353 SD) and
exceptionally high Secchi disc depth values in August and
September (180 and 140 cm, respectively; own unpublished
data) as compared to the multiannual mean value amounting
to only approximately 40 cm.

Taking into consideration local hydromorphological and
hydrological factors, as well as the composition of biocoe-
noses, the Western Basin, most freshwater part of the Vistula
Lagoon seems to have the greatest chance for restoring the
macrophyte-dominated state. The process would probably be
already advanced if not for the dredging works conducted
every several years. Further hydro-technical works planned
for the period 2018—2022 can have a similar effect on the
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environment, but at a considerably greater scale of the
entire lagoon. They involve digging the canal through the
Vistula Spit, and construction of a waterway with a depth of
5 m, width from 60 to 100 m, and length, depending on the
finally arranged location, from 9 to 26 km in the western part
of the lagoon. The execution of the waterway itself, and its
further necessary periodical deepening (due to the shallow
character of the water body and susceptibility to resuspen-
sion) may lead to serious cascade of changes in the environ-
ment and food chain, resulting in complete degradation of
the ecosystem (Kornijow, 2018).

The phytoplankton-dominated state present in the major
area of the Vistula Lagoon does not mean that the situation
cannot become even worse. In the conditions of both the
macrophyte-dominated and  phytoplankton-dominated
states, a broad spectrum of habitat conditions can occur,
depending on among others the dominance structure of
primary producers (Moss et al., 1996). Consequences of
the phytoplankton-dominated state of extremely degraded
hypertrophic water bodies are various, and always trouble-
some. Chlorophyll-a concentrations can be even several
times higher than in the Vistula Lagoon. High concentrations
of cyanobacterial toxins are maintained throughout the year,
constituting a threat to the wildlife and people. The species
diversity of biocoenoses is strongly reduced. The fish stock is
limited to several economically useless species, and the smell
of decomposing algae extends many kilometres around the
water body. Such situations are encountered in hypertrophic
lakes and lagoons (Pawlik-Skowronska et al., 2008; Witek
et al., 2010). In spite of remaining in the phytoplankton-
dominated state over the majority of its area, the Vistula
Lagoon still shows features of a eutrophic and not hyper-
trophic water body (Margonski and Horbowa, 2003; Nawrocka
and Kobos, 2011; Witek et al., 2010), and it can remain this
way under the condition of sustainable use of its resources
and conducting pro-ecological investment policy, if not con-
sidering the possibilities of improvement of the state of the
lagoon, at least aiming at not increasing the current envir-
onmental threats.
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KEYWORDS Summary Quantifying the burial of organic carbon (OC) and inorganic carbon (IC) species in
Spitsbergen; marine sediments contribute to a better understanding of carbon cycle. This is especially
Carbon deposition; important in the Arctic, where carbon deposition is relatively high and expected to change with
Pore water; climate warming. This study aimed to quantify the burial rates of OC and IC in the sediments of
Dissolved carbon two high-latitude fjords — Hornsund and Kongsfjorden (European Arctic). Comparison of the
species; results from three methods quantifying carbon burial in marine sediments was carried out.

Return flux; Sediment cores, pore water, and over-bottom water samples were analyzed for OC and IC. The
Carbon accumulation; burial rates were established by considering: carbon deposition to sediments minus carbon return
Sedimentary carbon flux, carbon deposited to sediments 80—100 years ago and carbon deposited to sediments

recently. The radiolead method was employed for sediment dating. Carbon return flux was
obtained using dissolved carbon species concentrations in pore water and over-bottom water.

Sediment linear and mass accumulation rates in the fjords were 0.12—0.20 cmy~ ' and 1160—
2330gm 2y~ ". The OC burial rates were 19.3—30.3g0Cm 2y~ " in Hornsund and 5.7—
10.0g0C m~2y~" in Kongsfjorden. IC burial was taken as equal to IC deposition and ranged
from 10.7 to 20.8 gIC m~2y~" in Hornsund and 19.4—45.7 gIC m~2y~" in Kongsfjorden. The
“return flux” model seems most appropriate for carbon burial rate studies. The data demon-
strated that OC burial dominates in Hornsund, while in Kongsfjorden, IC burial is more important.
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1. Introduction

Carbon dioxide is a trace component of the atmosphere that
has a major role in the greenhouse effect (IPCC, 2013). As
carbon dioxide is an important component of carbon cycling,
the quantification of sinks, sources, and fluxes that influence
its concentration in the atmosphere is important, especially
in the context of future CO, concentrations in the atmo-
sphere and predictions of future climate.

Marine sediments constitute the most important long-
term sink of carbon worldwide, while Arctic sediments pre-
serve much of the deposited carbon (Smith et al., 2015). This
is apparently facilitated by large loads of carbon delivered
from land (Smeaton et al., 2016) and integrated in a short
time period primary production (Stein and Macdonald, 2004),
which supports organic carbon (OC) and inorganic carbon (IC)
deposition to sediments (Koziorowska et al., 2017). It has
recently been postulated that the sediments of the high-
latitude fjords serve as a sink of OC to an extent that greatly
exceeds the fjords' contribution to the Arctic area (Smith
et al., 2015). Moreover, recent reports indicate that high
loads of IC (carbon in carbonates) are deposited in fjords
sediments (Smeaton et al., 2016), while significant part of
the loads can be attributed to biogenic carbonates (Kozior-
owska et al., 2017).

Both OC and IC species that originate either from primary
production or are delivered from land are readily deposited
to the bottom sediments (Teske et al., 2011). The former are
intensively mineralized in the water column and at the
sediment—water interface (Holding et al., 2017; Teske
et al., 2011), where the redox conditions determine the
efficiency of mineralization and biogenic element exchange
between sediments and the overlying water (Ingall et al.,
2005; Jorgensen et al., 2005). The load of biogenic carbo-
nates originating from numerous carbonate-secreting organ-
isms, such as coccolithophores, barnacles, echinoids, and
bivalves, reaches the sediments and is largely unaffected
when buried there (Andruleit et al., 1996; Freiwald, 1998).

Recently, a major effort has been directed toward estab-
lishing the rate of OC deposition and its burial in surface
sediments (Smeaton et al., 2016; Smith et al., 2015). To
calculate OC burial in sediments, most often, the product of
the sediment mass accumulation rate (MAR) and the concen-
tration of OC in sediments have been used. OC mineralization
in sediments has been either neglected or estimated based on
the difference between contemporary and preindustrial OC
delivery to surface sediments (Kulinski et al., 2014; Zaborska
et al., 2016); in practice, the OC load in a sediment layer
deposited 80—100 years ago is taken as equal to the burial
rate. The former approach (ignoring mineralization) is valid
for short-term carbon preservation in sediments, while the
latter is subject to uncertainties caused by the unspecified
effects of glacier surges and the primary production changes
caused by the recent warming of the Arctic. Due to the global
warming, and, in the consequence, substantially increased
primary production (Arrigo et al., 2008; Fernandez-Mendez
et al., 2015), the surface sediments have been enriched with
autochthonous labile OC that is eventually mineralized and/
or decomposed, while the dissolved IC (DIC) and dissolved OC
(DOC) species resulting from those processes return to the
seawater overlying the sediments.

The problem concerning quantifying burial rates in view of
the recent increase of OC in marine surface sediments has
been resolved by measuring the return flux of OC and IC
species from sediments to the overlying seawater (Arndt
et al., 2013; Kulinski and Pempkowiak, 2012; Winogradow
and Pempkowiak, 2018). The actual burial of carbon is
obtained by subtracting the carbon return flux from the
carbon deposition to sediments. Burial of carbonates is much
easier to quantify, as they do not undergo any microbial
processes in the surface sediments. The only way to reduce
the concentration of carbonates in sediments would involve a
significant pH decrease; pH, although low, is relatively con-
stant in pore waters (Mucci et al., 2000). Despite the straight-
forward measurement technique, the sedimentary carbonate
deposition and burial in sediments of the Arctic fjords have
seldom been quantified (Freiwald, 1998; Koziorowska et al.,
2017; Smeaton et al., 2016). Thus, the burial of both OC and
IC in the fjords' sediments remains to be assessed.

The purpose of this study was to quantify the OC and IC
burial rates in the subsurface sediments of the two high-
latitude fjords — Hornsund and Kongsfjorden — localized on
the western shores of Spitsbergen, the main island of the
Svalbard archipelago, European Arctic. OC and IC concentra-
tions were measured in the subsequent layers of sediment
cores collected at two sampling stations along each fjord
axis, in pore water separated from the surface core layers
and seawater overlying sediments. Carbon deposition was
equal to the product of the sediment MAR and carbon con-
centration in sediments. The sediment accumulation rate
(SAR) and age of the sediment layers, required for assessing
carbon deposition, were obtained using the 2'°Pb method,
which was validated with the distribution of '3’Cs. The return
fluxes of both DOC and DIC were calculated as diffusion flows
from pore water of the uppermost sediment layer to water
overlying sediments using Fick’s first law of diffusion. The
carbon burial rates were calculated based on all three avail-
able approaches, as follows: (I) the difference between
carbon deposition to sediments and the carbon return flux;
(Il) carbon deposited to sediments approximately 80—100
years ago, as this is considered enough time for mineraliza-
tion of the labile OC in sediments (for further calculations,
we took samples from about 1930 AD); and (lll) carbon
deposited to sediments recently.

2. Study area

The study was carried out in Hornsund and Kongsfjorden on
the west coast of Spitsbergen. Hornsund is the southernmost
fjord; it is a medium-sized fjord characterized by a complex
coastline including 14 tidewater glaciers entering it directly.
The fjord is influenced by two main current systems. The
first, the coastal Sarkapp Current, carries less saline and cold
Arctic-type waters, while the other, the West Spitsbergen
Current (WSC), carries relatively warm and saline Atlantic
water (Piechura et al., 2001; Swerpel, 1985). In Hornsund,
however, the influence of WSC is less pronounced, due to
strong pressure from waters of the Sgrkapp Current. The SARs
vary significantly, with a decreasing trend toward the mouth
of the fjord. In the inner part (Brepollen), the rate is about
0.7 cm y~ ' (Szczucinski et al., 2006; Zaborska et al., 2016); in
the central part, it ranges from 0.2 cm y~' (Pawtowska et al.,
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2017; Zaborska et al., 2016, 2017) to 0.5 cm y~' (Szczucinski
etal., 2006); and it is 0.17 cm y~ " in the outer part (Zaborska
et al., 2017). The sediments are mainly composed of sandy
mud in the inner part (close to the glacier fronts) and mud in
the outer part of the fjord (Gorlich, 1986). The highest con-
centration of sedimentary OC is about 20 mg g~ at the inner-
most part of the fjord and 14mgg™" at the fjord mouth
(Koziorowska et al., 2016; Zaborska et al., 2016). Hornsund is
characterized by a relatively high primary production — from
120t0220 g C m~2y~ ' (Piwosz et al., 2009; Smota et al., 2017).

Kongsfjorden is a relatively small fjord with a wide open-
ing to the open ocean. The area is divided into two parts by a
sill — an outer part strongly affected by the WSC and an inner
part under the influence of five tidewater glaciers (Prominska
et al., 2017). Due to the large supply of mineral material with
freshwater from melting glaciers in the inner part, the SARs
differ significantly along the fjord axis. In the inner part, the
SAR is estimated at 6—8 cm y~ ' (Elverhoi et al., 1983); in the
central part, SARs of 0.1cmy~' (Elverhoi et al., 1983),
0.20cmy~" (Koziorowska et al., 2017), 0.24cmy~" (Kulinski
et al., 2014), and 0.38—0.41 cm y’1 (Zaborska et al., 2016)
have been reported; and in the outer part of the fjord, the rate
ranges from 0.04 cm y~"' (Elverhoi et al., 1983) to 0.13 cmy ™’
(Koziorowska et al., 2017; Kulinski et al., 2014). Large differ-
ences in the reported SAR values arise from the different
distances of sampling stations from the glacier front. Surface
sediments are dominated by silt fractions (Bijoy Nandan et al.,
2016), silts, and silty clays (Zaborska et al., 2006), while below
a water depth of 30—40 m, sediments are composed of fairly
uniform mud (Wtodarska-Kowalczuk and Pearson, 2004). The
total carbon (TC) concentration is relatively constant across
the fjord, as it ranges between 30 and 40 mg g~ (Bijoy Nandan
etal., 2016; Koziorowska et al., 2017). The amount of OC in the
surface sediments increases along the fjord axis from less than
1mgg " close to the glacier front to over 20mg g~ at the
fjord mouth (Bijoy Nandan et al., 2016; Kedra et al., 2010;
Koziorowska et al., 2017; Kulinski et al., 2014; Wtodarska-
Kowalczuk and Pearson, 2004). Primary production is much
lower than it is in Hornsund, as it ranges between
20gCm 2y~ " (Piwosz et al., 2009) and 50 gCm~2y~" (Hop
et al., 2002).

3. Experimental
3.1. Sampling and general flow of analyses

Sediment cores were collected using a Nemisto gravity corer
at two stations in each fjord (H1, H2 in Hornsund and Kb1, Kb2
in Kongsfjorden), located in the outer and central parts of the
fjords (Fig. 1). Locations of sampling stations were carefully
selected to reduce the impact of land — namely a direct
discharge of freshwater and mineral material, and conse-
quently, a rapid and/or irregular accumulation of sediments.

At each sampling station, a sediment core with undis-
turbed overlying bottom water was collected and prepared
for the analyses, as shown in Fig. 2. Briefly, bottom water
overlying the sediment was sampled for DIC and DOC analyses
5 cm above the sediment surface. Following this, the core
was sliced into 10-mm-thick layers, and the obtained sedi-
ment samples were frozen (—20°C). In the laboratory, sedi-
ment samples were centrifuged (15 min, 5000G), and pore

water from the uppermost layers was used for DIC and DOC
measurements. The moisture-deprived sediment samples
were used for analyses of OC and IC concentrations and
219pb and '37Cs activity concentrations. All the analyses were
carried out in the Marine Biogeochemistry Laboratory of the
Institute of Oceanology of the Polish Academy of Sciences, in
Sopot, using the methods described concisely below. In the
case of Kongsfjorden, the same stations were sampled pre-
viously by Koziorowska et al. (2017) for studies related to
sediment accumulation rates, OC and IC provenience.

3.2. 2'°pb and "37Cs activity concentrations
analyses

Measurements of 2'°Pb activity concentration were per-
formed following the procedure developed by Flynn (1968)
and adopted by Pempkowiak (1991) and Zaborska et al.
(2007). Here, 200 mg of dry and homogenous material was
spiked with a 2°°Po chemical yield tracer with known activity
and digested using 12 M hydrofluoric acid (3 mL) and con-
centrated perchloric acid (2 mL). Isotopes of polonium were
spontaneously deposited on a silver disk. After deposition,
the disks were analyzed for 2'°Po and 2°°Po in a multichannel
analyzer (Canberra, United States) equipped with a Si/Li
detector. The activity concentrations of 2'°Po in the sediment
samples were calculated based on chemical recovery by
comparing the measured and spiked activities of 2°°Po. Qual-
ity control was based on measurements of blanks and stan-
dards (IAEA-300 and IAEA-326) and spiked samples to verify
the chemical recovery and the efficiency of detection.

The '¥Cs activity concentrations were measured in a -
spectrometer (Canberra, United States) equipped with a
high-purity Ge detector. Sediment samples were packed in
a vessel of standard geometry (65 mm ¢ x 10 mm) and
counted for at least 24 h. The counting error was lower
than 10%. Calibration of the counter was performed based
on the reference materials obtained from IAEA (IAEA-300
and |AEA-385).

3.2.1. Linear sediment accumulation rates [cmy ']
Linear SARs were determined from profiles of excess 2'°Pb
activity concentration (*'%Pbey = *"°Pbrotat — 2*°Pbsypported) Vs-
porosity-corrected sediment depth. The rates were calculated
from the sections of profiles with exponential decreases in
210pp vs. sediment depth (Zaborska et al., 2007).

3.2.2. Sediment mass accumulation rates [gm 2y~ "]
Sediment MARs were determined from the activity concen-
trations of the 2'%Pb., profiles after earlier transformation of
the linear depth in sediments to the “mass” depth using the
consecutive layers' specific mass and linear depth in sedi-
ments (Robbins, 1978; Zaborska et al., 2008).

3.3. Total carbon (TC), organic carbon (OC), and
inorganic carbon (IC) analyses in sediment
samples

The analyses of TC and OC concentrations were performed
using an Elemental Analyzer Flash EA 1112 Series combined
with a Delta V Advantage (Thermo Electron Corp., Germany)
isotopic ratio mass spectrometer (IRMS). Measurements were
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Figure 1

performed according to the method described by Kulinski
etal. (2014). Briefly, about 30 mg (10-ug accuracy) of freeze-
dried and homogenized sediments were weighed into silver
capsules. For OC concentration measurements, samples were
acidified with 2 M hydrochloric acid to remove carbonates
and dried at 60°C for 24 h (the procedure was repeated until a
constant sample weight was achieved). The OC and IC mea-
surements were calibrated against certified reference mate-
rials consisting of environmental samples (marine sediments;
FluBsediment) provided by HEKAtech GmbH (Germany). The
precisions of the TC and OC measurements, given as relative

Sediment core
was collected and
sliced into 1 cm
thick layers and
frozen (-20°C).

In the laboratory,
thawed samples
were centrifuged
(15 min, 5,000G).

Sampling station

80°N

78°N

Locations of sampling stations in the Hornsund and the Kongsfjorden.

standard deviations, were better than +1.6% and +1.4%
(n=5), respectively. Concentrations of IC were measured
as differences between TC and OC concentrations.

3.4. Dissolved inorganic carbon (DIC), dissolved
organic carbon (DOC), and light absorption
spectra analyses in water samples

The DIC and DOC concentrations were measured in a TOC-L
analyzer (Shimadzu Corp., Japan). The DOC analyses were
conducted using a high-temperature (680°C) oxidation

Decanted and filtered through the pre-
combusted glass fibre filters to 20 ml glass
vials and conserved with 50 pl of concentrated
HCL for DOC measurements

Pore water

(uppermost layer) \ J

Decanted to 20 ml glass vials and conserved
with 50 pl of saturated HgCl, for DIC
measurements.
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sediment homogenized measurements;

OC and IC analyses
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sampled from the
ambient overlying

water in core (5 \

Filtered through the pre-combusted glass
fibre filters to 20 ml glass vials and
conserved with 50 pl of concentrated HCl
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cm above the
sediment surface)

\.

Stored at 20 ml glass vials and conserved
with 50 pl of saturated HgCl, for DIC
measurements

Figure 2 Flowchart of the analyses.
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method and Pt catalyst. Quality control consisted of the
regular analysis of blanks, as well as accuracy and precision
checks based on comparisons with the reference material —
North Atlantic water obtained from the Hansell Laboratory
(recovery: 95%, precision characterized by relative standard
deviation [RSD]: +0.8%; n = 5). The DIC concentrations were
measured using a method based on sample acidification and
detection of the evolving CO, in a nondispersive infrared
(NDIR) detector. The accuracy and precision were based on
the analyses of the reference material — natural seawater
obtained from the Marine Physical Laboratory, University of
California, San Diego (recovery: 98.5%, RSD: +1.3%; n=5).
To assess quality of organic matter (OM) dissolved in the
pore water, absorption spectra of pore water in the visible
(Vis) and ultraviolet (UV) spectrum range were recorded with
a UV—Vis Spectrophotometer (Hitachi, Japan) in the range of
200—800 nm. The measurements were performed in a 10-
mm-length quartz cuvette against distilled water.

3.5. Calculations

3.5.1. Carbon deposition to sediments

Carbon deposition to sediments was calculated as a product
of sediment MAR and OC and/or IC concentrations in the
subsequent sediment layers.

3.5.2. Carbon return flux

Diffusion of dissolved carbon species from sediments into the
over-bottom seawater was estimated based on Fick's first law
of diffusion (Ullman and Aller, 1982):

J= *@‘Dsed'g7

where J is the diffusion flux of DIC or DOC [pg cm™257"], ¢ is
the porosity of the sediment (%), Dseq is the sediment diffu-
sion coefficient DIC or DOC [cm? s~'], and Ac/Ax is the DIC or
DOC concentration gradient between pore water of the
surface-most sediment layer and seawater overlying sedi-
ments [ug cm~3/cm].

The sediment diffusion coefficients derived from the
literature were 6.32 x 10°®cm?s~" for DIC (Martin and
McCorkle, 1993) and 1.22 x 10~® cm? s~ for DOC (Holcombe
et al., 2001).

3.5.3. Carbon burial rate
Three approaches were used to establish the carbon burial
rate (Cgrg; 11; 1)) in bottom sediments, as follows:

I. OC Cggr(y Was determined as the difference between the
OC accumulation in the surface-most sediments and the
sum of return fluxes of both DIC and DOC; for IC, we
assumed that its accumulation was equal to burial;

. Cgrqi) Was taken as the IC and OC accumulated in sediments
of the approximately 80—100-year-old core layer (for
further calculations, we took samples from about
1930 AD; depending on the SAR, the layer is found at a
depth of 15—30 cm below the sediment water interface);
this approach assumes that after this time from deposition,
carbon no longer undergoes quantitative changes; and

lll. Cgraiy Was taken as carbon deposition to the surface-
most sediment layer.

4. Results
4.1. Sediment dating

The linear SAR at station H1 was 0.12cmy~", while it was
0.19cmy " at station H2. At the sediment depths of 15—
16 cm and 17—18 cm, respectively, the activity concentration
of 2'%Pby reached the values assigned to the supported
radiolead (Fig. 3). The linear SAR obtained in this study was in
the range reported previously by Pawtowska et al. (2017). The
vertical profiles of 2'°Pb indicated that the uppermost 6 cm of
sediments in the outer part of the fjord and the uppermost
5cm in the fjord central part were mixed. The respective
values for Kongsfjorden were 0.13 cmy~" at station Kb1 and
0.20cmy~" at station Kb2, representing faster sedimenta-
tion. These rates were in the range reported by Elverhoi et al.
(1983) and Kulinski et al. (2014). The SAR results were also
positively validated by radiocesium measurements. The depth
of the '*’Cs appearance in the cores layers dated to about
1950 AD was taken as a proof that sediment mass accumula-
tion rates are sufficiently accurate. The measured '*7Cs
activity concentrations ranged from <0.1 to 6.4Bqkg™"
and were comparable to results reported previously by
Zaborska (2017) (Fig. 3). The MAR calculation in Hornsund
indicated that 1310 g, at station H1, and 2330 g, at station H2,
of sedimentary material is annually deposited in every square
meter of this region of the fjord. In the case of Kongsfjorden,
the sediment MAR results amounted to 1160 g m~2y~" in the
outer part of the fjord and 1950 g m~2y~ ' in the central part.
The differences of mass SAR in the fjords indicate different
loads of the suspended matter reaching the sea floor, and they
can, most likely, be assigned to different levels of proximity
to, and activity of, glaciers.

4.2. Carbon concentrations in sediments, pore
water, and over-bottom water

4.2.1. Sedimentary carbon concentrations

The OC concentrations in sediments ranged between
5.0mgg " and 19.0mgg™"' (0.5% and 1.9%, respectively;
Fig. 4a) — values close to the concentrations previously
reported for sediments of the Svalbard fjords (Koziorowska
et al., 2016; Kulinski et al., 2014; Szczucinski et al., 2009;
Winkelmann and Knies, 2005; Zaborska et al., 2006). There
were no significant differences between the two stations in
Hornsund. However, in Kongsfjorden, the Kb2 station was
characterized by significantly lower sedimentary OC concen-
trations. All vertical profiles, especially those from the
central parts of the fjords, indicated increasing OC concen-
trations in the upper sections of the cores.

There were significant differences between fjords con-
cerning IC concentrations. These were lower in Hornsund
(8.0-13.8mgg™") and higher in Kongsfjorden (16.8—
29.5mg g~"; Fig. 4b; Koziorowska et al., 2017).

4.2.2. DIC and DOC concentrations

DOC concentrations in pore water of the surface sediment
layers varied between 84.0 and 243.8 mg L' (Table 1). DOC
concentrations differed significantly between the fjords: the
lowest were measured at station H1, while the highest were
found at Kb2. The obtained results are much higher than
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Figure 3  Vertical profiles of 2'°Pb,, (scale — upper X-axis) and '*’Cs (scale — lower X-axis) activity concentrations plotted against

depth below sediment-water interface.

those reported previously in high latitude marine sediments
— Hulth et al. (1996) reported a range of 5—100 mg L™, while
Mucci et al. (2000) results were 5—30 mg L~". DIC concentra-
tions were much lower than those of DOC, as they varied in
the range of 26.5—37.5mgL™" in Kongsfjorden and 30.2—
32.3 mg L' in Hornsund (Table 1). Concentrations measured
in the Svalbard fjords in this study are close to the concen-
trations previously measured in the pore water of Arctic
sediments, for example, 22—38 mgL~" (Glud et al., 1998).

4.3. Accumulation rates of organic (OCxr) and
inorganic (ICsr) carbon

The results of sediment MARs were lower in the central parts
of the fjords (1310 and 1160gm2y~"' in Hornsund and
Kongsfjorden, respectively) than at the mouth of the fjords
(2330 and 1950gm~2y~"). The combination of MAR
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distribution and OC concentration profiles caused OC,r
to be different along the Hornsund axis; it ranged from
20.6 to 24.3g0Cm2y~' at H1 and from 32.4 to
40.5g0Cm 2y~ " at H2. In Kongsfjorden, despite differ-
ences in these two features (MARs and OC concentrations),
OCar Was quite similar and ranged from 15.4 to
20.8g0Cm 2y 'atKb1andfrom9.7t020.3g0Cm 2y
at Kb2 (Fig. 5a). These values are in the range of previously
reported results for the Svalbard fjords (Kulinski et al.,
2014; Winkelmann and Knies, 2005; Zaborska et al., 2016).

The ICyr results differed significantly between the fjords
and sampling stations; higher loads of IC were accumulated in
Kongsfjorden sediments (19.4—23.0g1C m~2y~" and 41.4—
57.5g1C m~2y~" at Kb1 and Kb2, respectively) and lower in
Hornsund (10.7—13.1 and 20.8—32.1gICm~2y~" at H1 and
H2, respectively; Fig. 5b). Significant variations in the carbon
accumulation rates could also be observed in the vertical
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Figure 4 Sedimentary organic carbon (OC) (a) and sedimentary inorganic carbon (IC) (b) versus depth in the investigated sediment

cores.



K. Koziorowska et al./Oceanologia 60 (2018) 405—418 411

Table 1 Concentrations of dissolved organic carbon (DOC)
and dissolved inorganic carbon (DIC) in pore water of the
surface-most sediment layer and seawater overlying sedi-
ments in the investigated cores.

Stations  Pore water [mg L™"] Sea water [mg L]
DOC DIC DOC DIC

H1 84.0 30.2 1.9 25.4

H2 192.6 32.3 0.8 25.2

Kb1 231.3 26.5 1.1 25.3

Kb2 243.8 37.5 25.4

profiles. Both OC,r and ICg showed larger variations in the
sampling stations located in the central parts of the fjords
(H2 and Kb2) than these in the fjords' mouths.

It is characteristic for OCxg to increase toward the sediment
surface, while ICxr decreases. The stations located in the outer
parts of the fjords (H1 and Kb1) were characterized by a
relatively constant amount of deposited carbon over the last
century. This was not the case for the central parts in the two
fjords. This indicates a much higher dynamics of processes in
the central regions than in the open parts of the fjords.

4.4. Carbon return flux (Cgg)

Carbon return flux from bottom sediments to the water
column was determined as the amount of carbon species
diffusing from sediment pore water to the over-bottom sea-
water based on Fick's first law of diffusion. The porosity was
equal to 0.76—0.81 and these are typical values for muddy
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sediments (Robbins, 1978). The obtained Cgf results were in
the range of 5.0—10.2 g m~2y~" in Hornsund (stations H1 and
H2) and 10.9—-14.6 gm2y~ " in Kongsfjorden (stations Kb1
and Kb2; Table 2). The results showed that lower contribution
in the TC return flux had DIC, only 3-24% (0.3—
3.0gm 2y~ "). More significant were the OC return fluxes,
which were 3.8gm™2y~ ' and 8.6 gm~2y~" at stations H1
andH2and 10.6 gm 2y 'and 11.6 g m~ 2y~ at stations Kb1
and Kb2, respectively. This is contrary to findings from the
Baltic Sea, where the DIC return flux predominates (Kulinski
and Pempkowiak, 2012).

4.5. Carbon burial in sediments (CgR)

4.5.1. Cgr() based on deposition and return flux

The OC burial rates are presented in Tables 3 and 4. The
values differed significantly for both fjords, as they were in
the range of 19.3—30.3g OC m~2y~" in Hornsund and 5.7—
10.0 g OC m~2 y~" in Kongsfjorden (Table 3). In addition, the
ICgr( varied in both fjords and stations (10.7 g IC m2 y’1,
20.8gICm 2y ",19.4gICm 2y " and45.7gICm 2y 'at
H1, H2, Kb1, and Kb2, respectively).

Despite differences in the MARs and both OC and IC con-
centrations, the values of Cgggy, defined as the sum of the
organic and inorganic fractions buried in the outer and central
parts of both fjords, were surprisingly similar. They were 29.4—
30.0gm~ 2y~ at the outer parts and 51.1-51.4gm 2y~ " in
the central parts of the investigated fjords (Table 3).

4.5.2. Cgrqiy based on the concentrations in
subsurface sediments
The OC burial rate, determined by multiplying MAR by the OC

concentration in sediment layers accumulated about
b ICAR [g m 2y
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2015
|
1975 A
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Figure 5 Vertical profiles of organic (OCxr) () and inorganic (ICsr) (b) carbon accumulation rates in the investigated sediment cores

plotted against the sediment layer deposition.
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Table 2 Results of porosity, diffusion flux (J) of dissolved organic carbon (DOC) and dissolved inorganic carbon (DIC), carbon return

flux (CRF).

Station Porosity Jooc [gm~2y "] Joic [gm 2y '] Crr [gm 2y ']
H1 0.78 3.8 1.2 5.05

H2 0.76 8.6 1.6 10.2

Kb1 0.78 10.6 0.3 10.9

Kb2 0.81 11.6 3.0 14.6

Table 3  Results of the mass accumulation rate (MAR), organic carbon accumulation rate (OCagr), carbon return flux (Cgg), organic

carbon burial rate (OCgg(;), efficiency of OCggr(), inorganic carbon burial rate (ICgg;)), and total carbon burial rate (TCggg)) in the

investigated cores.

Station MAR OCAR CRF OCBR“) Efﬁciency ICBR(I) TCBR(|)
[gm 2y ] [gm 2y ] lgm2y ] gm2y'] of OCgrq) [%] [gm 2y ] lgm2y ]
H1 1310 24.3 5.0 19.3 79.5 10.7 30.0
H2 2330 40.5 10.2 30.3 74.7 20.8 51.1
Kb1 1160 20.8 10.9 10.0 47.8 19.4 29.4
Kb2 1950 20.3 14.6 5.7 27.9 45.7 51.4

Table 4 Burial rates of total carbon (TC), organic carbon (OC) and inorganic carbon (IC) in the investigated sediments assessed by
methods: | (carbon deposition minus carbon return flux), Il (carbon deposition in the sediment layer dated 1930 AD), and Il

(contemporary carbon deposition).

Station OCer [gm 2y '] ICer [gm 2y '] TCer [gm 2y ']

| ] ] | ] ] | Il 1
H1 19.3 22.1 24.3 10.7 11.7 10.7 30.0 33.8 35.0
H2 30.3 33.4 40.5 20.8 23.4 20.8 51.1 56.8 61.3
Kb1 10.0 16.1 20.8 19.4 21.7 19.4 29.4 37.8 40.2
Kb2 5.7 10.6 20.3 45.7 55.8 45.7 51.4 66.4 66.0

1930 AD, ranged from 22.1 to 33.4g OC m~2y~" in Hornsund
and 10.6 to 16.1 gOC m~2y~" in Kongsfjorden. The results
differ from those obtained using carbon return flux (method I,
see Section 4.5.1), as they are slightly higher in Hornsund and
significantly higher in Kongsfjorden. In the case of ICgg(, the
obtained results were higher than those calculated using
methods | and Ill. In Hornsund, the values varied from
11.7 to 23.4g1Cm 2y, while they were in the range
of 21.7-55.8 gIC m2y~" in Kongsfjorden. The values of
TCgray (sum of 1Cgr(1y and OCgr(i1)) Were comparable in the
outer and central parts of both fjords and varied between
33.8 and 37.8gm 2y~ in the outer parts and 56.8 and
66.4 g m~2y~'in the central parts of Hornsund and Kongsf-
jorden, respectively.

4.5.3. Cgrany based on the contemporary carbon
deposition

The results of OCgrqny, assessed as carbon deposition at the
top-most sediment layers, were 24.3—40.5g0C m 2y~ ' in
Hornsund and 20.3—20.8g0Cm 2y~' in Kongsfjorden.
These values are larger than the results obtained using the
two methods described above (methods | and Il, see Sections
4.5.1 and 4.5.2), especially at station Kb2 in Kongsfjorden,
where the return flux was the highest. The results are also

larger than the OC burial rate obtained by Zaborska et al.
(2016) and Kulinski et al. (2014). In the case of ICgrq), the
obtained results were the same as those calculated using
method I. This is due to the assumption that sedimentary IC is
stable and not subject to removal processes. The values of
TCgrqiy Were higher than those calculated using methods |
and Il as they varied from 35.0 to 61.3 g m~2 y~ " in Hornsund
and 40.2 to 66.0 g m~2 y~ ' in Kongsfjorden. The results of the
0C, IC, and TC burial rates obtained using the three methods
are presented in Table 4.

4.6. Absorption spectra in the visible (Vis) and
ultraviolet (UV) ranges

Absorption spectra of pore waters from the surface-most
sediment layers (0—1 cm) from Kongsfjorden are presented
in Fig. 6. In the 260—300 nm range, a clear absorption peak
can be seen (Fig. 6a). The shapes of the absorption spectra
resemble those of humic substances (Schnitzer and Khan,
1972), including those recorded for humic substances from
marine sediments (Pempkowiak and Szponar, 1993).

Based on the measured pore water absorbances and mass
absorption coefficients (MAC) of the aquatic humic acids sepa-
rated from seawater (4.3 and 7.8cm?mg~" at wavelengths
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260 and 300 nm; Stouermer and Harvey, 1974), it was calcu-
lated that concentration of humic substances in pore water
range from 12 to 32mgL~" at station Kb1 and from 11 to
22 mg L~" at Kb2. As no MACs for humic substances from the
fjords', or even Arctic, pore waters are available, the reported
humic substances concentration ranges should be regarded as
preliminary. However even these preliminary calculations sug-
gest that humic substances can play an important role in the
DOC return flux from sediments.

Unfortunately, corresponding pore water samples from
Hornsund were lost during transportation.

5. Discussion

Studies suggest that climate warming, and consequently, the
reduction of sea ice in summer together with an increase of
the annual availability of light, may cause an expansion of the
area favorable for phytoplankton growth and may enhance
the pelagic primary production in the Arctic (Fernandez-
Mendez et al., 2015). Arrigo et al. (2008) reported that
annual primary production in the Arctic Ocean in 2007 was
23% higher than in 1998—2002, therefore an export of parti-
culate OC is likely to have increased (Lalande et al., 2009).

Assessment of the consequences of those processes for
both historical and present-day equilibriums is under way
(Cochrane et al., 2009; Renaud et al., 2007, 2008). Due to the
influence of warm Atlantic waters, Kongsfjorden can be
considered a “warm fjord,” while Hornsund is a “cold”
one; thus, the different intensities of the processes in the
two fjords may represent possible effects of the climate
change in the Arctic.

5.1. Efficiency of carbon burial in bottom
sediments

The terms OC deposition rate and OC burial rate are often
used interchangeably (St-Onge and Hillaire-Marcel, 2001),
but these are terms that describe two separate phenomena,
as a fraction of the deposited OM is mineralized. To establish
the OC burial rate, it is necessary to determine the amount of
OC deposited to sediments and subtract from it the amount of
carbon that is mineralized and/or hydrolyzed in surface
sediments and diffuses back to seawater overlying sedi-
ments, as a dissolved carbon species return flux.

Absorbance

220 240

260
Wavelength [nm]

280 300 320 340

Absorbance

1413

It is worth emphasizing that there are different
approaches to determining the OC burial rate in sediments.
St-Onge and Hillaire-Marcel (2001) identified carbon burial as
equal to carbon deposition to sediments, while Kulinski et al.
(2014) and Zaborska et al. (2016) defined burial as a deposi-
tion in subsurface sediments (e.g. deposition in the sediment
layer dated as about 80—100 years old — the time believed to
be long enough for mineralization of the labile OC in sedi-
ments). The former approach is valid for short-term carbon
preservation in sediments, while the latter considers miner-
alization and hydrolysis but is subject to possible serious
errors caused by an unspecified effect of glacier surges
and the primary production changes caused by the recent
climate warming. Recently, the burial rate has been defined
as a difference between the carbon deposited to sediments
and the return flux of dissolved carbon species from sedi-
ments to the overlying water (Kulinski and Pempkowiak,
2012). Thus, the comparison of carbon burial rates from
different publications and calculated in different ways must
be treated with caution. The burial rates are likely sensitive
and susceptible to environmental changes related to global
alterations, such as a decrease in ice cover, increase in
freshwater supplies, or changes in the functioning of fjords’
ecosystems (Westawski et al., 2017).

In this study, carbon burial rates were evaluated using
three different approaches, as described above. The data
presented in Table 4 demonstrate that the values obtained by
the three methods are often comparable. The biggest differ-
ences in the obtained values were seen in the case of the OC
burial rate (especially in sampling stations from Kongsfjor-
den), probably due to a much higher dynamics of the pro-
cesses associated with OC (mineralization and/or hydrolysis)
in surface sediments than with IC. In addition, methods Il and
lll are vulnerable to OC concentration changes caused by
factors other than sedimentary OM mineralization, such as
inflow changes of the mineral material and/or fluctuation of
OM deposition to sediments. Therefore, we think that the
most accurate calculations are those using the carbon return
flux method (1), and below, we only discuss and interpret the
data calculated using the first method.

Substantial differences of OCgg(j) are characteristic of the
study area. Differences in the OCgg() in Hornsund and Kongsf-
jorden may be due to the different intensities of primary
production in the two areas — which is much higher in
Hornsund and lower in Kongsfjorden (Hop et al., 2002; Piwosz

530
Wavelength [nm]

580 630 680 730

— Kb1 —— Kb2

Figure 6

Absorption spectra of pore-water from the top-most sediment layers: (a) ultraviolet (UV), (b) visible (Vis).
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et al., 2009). Another reason for this may be the provenience
of OM. Zaborska et al. (2016) reported that sediments in
Hornsund contain twice as much terrestrial carbon as Kongsf-
jorden sediments. Furthermore, Koziorowska et al. (2016)
estimated that 69—75% of sedimentary OM in the central and
outer parts of Hornsund is of terrestrial origin. This high
contribution of land-derived OM in Hornsund sediments
(Koziorowska et al., 2016) is especially important, if its high
resistance to mineralization is taken into account (Antonio
et al., 2010). Consequently, the mineralization rate in Horn-
sund sediments is lower (low carbon return flux), and the
efficiency of OCggr(y is higher. This suggests that it is not only
the quantity of OM deposited into sediments that influences
the OC burial rate, but also the OM source (marine vs.
terrestrial). Thus, the efficiency of carbon burial rates is
different in the investigated fjords; higher values were found
in Hornsund — 79.5% at H1 and 74.7% at H2 — while lower
rates were observed in Kongsfjorden — 47.8% at Kb1 and
27.9% at Kb2 (Table 3). In addition, the difference in OCggy),
between the fjords may be due to other environmental
conditions, like: water depth, water temperature, activity
of benthic organisms, and/or oxygen availability (Prominska
et al., 2017). Interestingly, lower burial efficiencies and
higher return fluxes were found at stations located in the
central parts of both fjords. This may confirm the hypothesis
that the observed increase of OC,r toward the sediment
surface in the vertical profiles at stations H2 and Kb2 is
caused by an increasing contribution of labile OM.

The IC burial rates were calculated by assuming that the
amount of IC deposited to the sediments is equal to its burial
rate, as carbonates can be removed from sediments only due
to a pH decrease, and the pH, although low, is relatively
constant in near bottom waters (Mucci et al., 2000). The
lower IC concentrations in Hornsund indicate a low carbonate
supply from the mainland and/or small in situ production by
calcareous organisms. In Kongsfjorden, high IC concentra-
tions in the central part (Kb2) are likely the effect of land-
derived carbonates supplied by glaciers that, when moving,
scratch the land surface rich in limestone in that region. The
problem has already been discussed in detail by Koziorowska
etal. (2017). In Hornsund, the differences of TCggr(y between
stations are caused mainly by different MARs, while in Kongsf-
jorden, the differences are due to both different MARs and
different IC concentrations.

To conclude, OC burial dominates in the Hornsund sedi-
ments, while IC burial is more intensive in Kongsfjorden.

5.2. Carbon burial — the global perspective

As scarce reports on IC deposition to fjord sediments are
available, in this section, just the OC burial rate established
by considering the return flux is compared (OCgg()). The
obtained results are comparable, yet not identical, to those
reported earlier in the Svalbard region (Kulinski et al., 2014;
Winkelmann and Knies, 2005; Zaborska et al., 2016) (Table 5).
Minor differences in OCgg;) are likely due to slightly different
location of the sampling stations — closer or farther from the
shore and/or glacier front; however, the general pattern is
similar, with higher OC burial rate values in Hornsund than in
Kongsfjorden. For other Arctic regions, variation of OC burial is
more visible; in the cases of the Barents Sea (Carroll et al.,
2008), Young Sund in the Greenland Sea (Rysgaard and Nielsen,

2006), and Gulf of St. Lawrence (Silverberg et al., 2000), the
OC burial rates are comparable to those for Kongsfjorden
reported in this study. The results from glaciated and non-
glaciated fjords in Southeast Alaska (Cui et al., 2016) and the
Saguenay Fjord, Canada (St-Onge and Hillaire-Marcel, 2001)
were characterized by much higher and more varied rates
(13—-1113g0Cm~2y~"). In other regions (mid-latitude
fjords), the OC burial rate was slightly lower due to the
smaller MAR (Knudson et al., 2011; Muller, 2001; Muzuka and
Hillaire-Marcel, 1999; Pickrill, 1993; Smeaton et al., 2016;
Smith et al., 2015), as MARs strongly influence the amount of
carbon deposited to the seafloor. Most of the Patagonia
(Chile) fjords are characterized by OCr and OCgp in similar
ranges to those measured in the frame of the present study.
For example, the Jacaf Fjord (OCar=33.4—40.8gm 2y ';
OCgg = 21.0—25.7 g m~2y~") is characterized by rates similar
to those in Hornsund, while the OCgg in the Aisén Fjord
(OCar = 10.5-20.7 gm 2y 1, OCgr=6.6—13.1gm 2y ")
resembles Kongsfjorden in this respect (Sepulveda et al., 2011).

Reported carbon burial rates often lack definitions. In
addition, the methodology used to calculate the rates is
not included or lacking detail; thus, direct comparisons of
data originating from recent reports may be misleading.
Nevertheless, it may be concluded that the OCgg values in
the Svalbard fjords sediments vary in the range of 5—
40gm2y~". The actual rate depends on the number of
glaciers and their activity in the watershed, proximity of
sampling locations to glacier fronts, water depth, and inten-
sity of both primary production and OM mineralization.

5.3. Sources of DIC and DOC in pore water

It is generally accepted that DIC in bottom waters is com-
posed of carbon dioxide and bicarbonate ions. Carbon dioxide
is produced during OM mineralization. Then, it reacts with
carbonates, giving bicarbonate ions. The relatively small
concentrations of DIC measured in the pore water of the
studied fjords indicate that mineralization processes in the
sediments are weak. In contrast, the DOC concentrations
measured in pore water of the studied area sediments are
larger than the DOC concentrations in the pore water of the
Baltic sediments by nearly an order of magnitude (Kulinski
and Pempkowiak, 2012). A plausible explanation for this is
that the dissolved organic substances originate as products of
sedimentary OM hydrolysis and/or desorption from the solid
phase. It is further argued that the dissolved organic sub-
stances released from sediments are refractory in nature.
The absorption curves of pore water, presented in Fig. 6,
can be interpreted as resulting from the presence of dis-
solved fulvic acids — the water-soluble fraction of humic
substances. Thus, such high concentrations of DOC in pore
waters may be explained by, for example, the presence of
large amounts of fulvic substances, which are relatively
resistant to biological degradation (Schnitzer, 1991). Both
humic acids and fulvic acids are refractory, as they result
from a prolonged biochemical stabilization. This explanation
agrees well with the previously mentioned high contribution
of the land-derived OM in the Hornsund sediments (Kozior-
owska et al., 2016). This fraction of sedimentary OM is
apparently brought to sediments as a part of soil particles.
Thus, it is possible that dissolved organic substances present
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Table 5 Sediment accumulation rate (SAR), mass accumulation rate (MAR), organic carbon accumulation rate (OCxg), OC burial
rate (OCgr) and OCgp efficiency in this study compared with global fjords.

Region SAR MAR OCar OCgr OCgr Reference
[emy™]  [gm?y '] [gm?y "] [gm?y"] efficiency [%]
Svalbard
Kongsfjorden 0.13—0.20 1160—1950 20.3—20.8 5.7—10.0 28—48 This study
0.13—0.23 1350—3200 16.6—16.8 9—13 54—69° Kulinski et al. (2014)
0.38—0.41 5491—6279 29.5-35.3 15.4-15.9 45-53° Zaborska et al. (2016)
Hornsund 0.12—0.19 1310—2330 24.3—40.5 19.3-30.3 75-79 This study
0.22—-0.24 2916—3299 38-—42 35.5-38.6 84-98° Zaborska et al. (2016)
Storfjorden 0.18 570—-2240 11—46 — — Winkelmann and Knies
(2005)
Arctic region
Barents Sea 0.03—-0.4 320-650 = 3.7-8.5 5—74 Carroll et al. (2008)
Young Sund (Greenland Sea) 0.04-0.23 -— — 7.2 — Rysgaard and Nielsen
(2006)
Glaciated fiord (SE Alaska) — 90,000— — 30—-1113 — Cui et al. (2016)
3,300,000
Non-glaciated fiord (SE Alaska) — — — 13—82 — Cui et al. (2016)
Saguenay fjord (Canada) 0.2—-1.5 — 24—291 24—291 — St-Onge and Hillaire-
Marcel (2001)
Gulf of St. Lawrence (Canada) 0.08 ~285 — 5.5—6.4 3.5¢ Silverberg et al. (2000)
Gulf of St. Lawrence (Canada) 1.0—1.5 — 0.7-2.5 — — Muzuka and Hillaire-
Marcel (1999)
Labrador Sea 0.2-2.8 — 0.02—1.5 — — Muzuka and Hillaire-
Marcel (1999)
Other regions
Nordasvannet fjord (Norway) 0.04—0.22 44.6—261.5 1.9—19.5 — — Muller (2001)
Loch Sunart (Scotland) 0.02-0.09 -— 3.0-32.1 1.9-25.7° - Smeaton et al. (2016)
Patagonia fjords (Chile) 0.14-0.47 -— 1.9-40.8 1.2-34.8 63 Sepulveda et al. (2011)
Fiorland (New Zeland) 0.06—0.38 51—1140 2.3-23.2 1.8—18.6° — Smith et al. (2015),

Knudson et al. (2011),
Pickrill (1993)

Share of primary production buried in sediments.

in pore water are fulvic acids — products of desorption and/or
hydrolyzation of terrestrial OM brought to the fjord sedi-
ments as a suspension, as well as residues of the autochtho-
nous OM mineralization and humification.

5.4. Future challenges

This research quantified OC and IC burial in bottom sediments
of two high Arctic fjords, Hornsund and Kongsfjorden, which
differ significantly in terms of their hydrological features,
activity, and number of surrounding glaciers, as well as
primary production. At the same time, this study organized
the knowledge on the meaning of carbon burial. It clearly
defined carbon burial as the difference between carbon
deposition and carbon return flux. This is especially important
for quantifying burial of OC that undergoes mineralization,
decomposition, and/or hydrolysis during early diagenesis.
Since it was shown that Arctic fjords are important regions
in the global carbon cycle (Smith et al., 2015), quantification
of carbon burial in sediments of these regions is of key

Difference in OC concentration between the surface layer and deepest layer.
Burial rate calculated assuming a burial efficiency of 63% (Sepulveda et al., 2011).
Burial rate calculated assuming a burial efficiency of 80% (Berner, 1980).

importance. There are different environmental conse-
quences of burial for different carbon species (organic vs.
inorganic) and origins (marine vs. terrestrial). Thus, it is
important for the accurate quantification of carbon burial
performed in this study to be followed by detailed study on
the provenience of both IC and OC. It is well known that burial
of marine OC, as the last link of the biological pump, con-
tributes significantly to the reduction of atmospheric CO,. In
the case of terrestrial OC burial, carbon only changes the
location from the terrestrial (soils) to the marine (sedi-
ments). Supply, transformations, and burial of carbonates,
depending on their sources, may generate contrary mechan-
isms. The discharge of carbonates from land may lead to their
partial dissolution in seawater, and consequently, to an
increase in total alkalinity. This increases the uptake or
lowers emission of CO, from/to the atmosphere. In contrast,
the formation of biogenic carbonates reduces alkalinity and
leads to the opposite effects.

It is not clear how to distinguish between terrestrial and
biogenic IC. Recently an effort to do this for Kongsfjorden
sediments was carried out by Koziorowska et al. (2017). In the
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case of the organic fraction ratio of carbon stable isotopes
represent a tool commonly used for distinguishing between
marine and terrigenous sources. However, numerous studies
report limitations of this method for high latitudes (Bourgeois
et al., 2016; Kulinski et al., 2014; Kumar et al., 2016). Thus,
separate quantification of marine and terrestrial OC and IC
burial is still a challenge for high Arctic regions.

6. Conclusions

In this study, surface sediments of two high-latitude Arctic
fjords, Hornsund and Kongsfjorden, were assessed as a sink of
both IC and OC. The burial rate of carbon was taken as a
measure of the actual carbon sink. Moreover, comparison of
the results from three methods quantifying carbon burial in
marine sediments was carried out.

The OCgg(, differed significantly in the two investigated
fjords, as it equaled 19.3—30.3 g OC m~2y~ " in Hornsund and
5.7—10.0 g OC m~ 2y~ in Kongsfjorden. This was accompa-
nied with a higher efficiency of OC burial in Hornsund (75—
80%) than in Kongsfjorden (30—50%). The higher carbon burial
efficiency in the former indicates that more OC reaching
sediments is permanently buried in sediments, a feature
attributed to the higher contribution of land-delivered OM
there. The burial rate of IC was much smaller in Hornsund and
much higher in Kongsfjorden than OC burial was, a feature
attributed to both varying SARs and concentrations of car-
bonates in sediments. The latter reason may result from the
larger activity of calciferous organisms and spread of carbo-
nates in the Kongsfjorden catchment area than in Hornsund.
The study showed that the values obtained by the three
tested methods in separate cores may differ and/or be
comparable. On the other hand, by definition, just the return
flux' method simultaneously takes into account processes
that likely affect carbon concentration in sediments: diffu-
sion, mineralization and/or hydrolysis, while it is not vulner-
able to OC concentration changes caused by e.g. dynamics of
mineral material and/or OC deposition to sediments.

The DOC occurrence in pore water was attributed to
hydrolysis and the desorption of biochemically refractory,
possibly high-molecular substances, from sediment mineral
particles. The absorption spectra indicated that the organic
substances released from sediments are likely fulvic acids.
This implies that organic substances are delivered to sedi-
ments and accumulated in the sediments already as refrac-
tory carbon species adsorbed to mineral particles.
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KEYWORDS Summary Thered Noctilucascintillans bloom was observed off Cochinin the South Eastern Arabian
Noctiluca scintillans; Sea (SEAS), affecting a very large area during July—August 2016. The surface water samples from the
Phytoplankton bloom region were collected to study the physical, biological and light absorption characteristics. The
absorption coefficient; bloom affects the food chain by their voracious predation on the species of both first and second
Upwelling; trophic levels. The N. scintillans cell density during the bloom was estimated at 4.73 x 10° cells ™", In
Oil sardine; the phytoplankton absorption coefficient spectra, the accessory pigments displayed peaks in the 488—
South Eastern Arabian 558 nm regions, which represent the characteristic carotenoid pigment (red colored pigment) for the
Sea (SEAS) bloom of red Noctiluca. Signature of the coastal upwelling was found from the salinity and tem-

perature distribution, which was measured prior to the bloom occurrence. From the sea surface
temperature (SST), it is also confirmed the presence of fresh water from the Cochin estuary. Increased
productivity near coastal region, along with episodic events of strengthening of the upwelling, favors
the proliferation of smaller diatoms. The plankton succession from smaller diatoms to larger diatoms
and dinoflagellates, favors the proliferation of the red Noctiluca. The occurrence of blooms of red
N. scintillans, which feed on phytoplankton, mainly diatoms, and other dinoflagellates, could be a
threat to larvae of oil sardine during the upwelling period, and may negatively impact on the
commercially important fishery of oil sardine, in this region.
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Noctiluca scintillans (Macartney) Kofoid & Swezy 1921, a
marine planktonic dinoflagellate, is one of the most impor-
tant and abundant red tide organisms. It has a worldwide
distribution and occurs in two forms. Red Noctiluca is hetero-
trophic and acts as a microzooplankton grazer in the food
web. Green Noctiluca contains the photosynthetic symbiont
Pedinomonas noctilucae (Subrahmanyan) Sweeney, 1976
(Prasinophyte), also feeds on other plankton. Red Noctiluca
occurs over a wide temperature range from 10 to 25°C and at
salinities higher than 28 psu. It is particularly abundant in
high productivity areas such as upwelling or eutrophic areas
where diatoms dominate, since they are its preferred food
source. Green Noctiluca is restricted to a temperature range
of 25—30°C and occurs mainly in tropical waters of the south-
east Asia, Bay of Bengal (east coast of India), eastern,
western and northern Arabian Sea and Red Sea (Baliarsingh
et al., 2016; Gomes et al., 2014; Harrison et al., 2011;
Turkoglu, 2013). The red N. scintillans lacks symbiotic asso-
ciation with diatoms and its red color is due to the grazing of
diatoms, which contains carotenoids (Balch and Haxo, 1984).
The red N. scintillans blooms affects the food chain by their
voracious predation on the species of both first and second
trophic level (Baliarsingh et al., 2016; Padmakumar et al.,
2016). Blooms of N. scintillans have been linked to massive
mortality of fish and marine invertebrates. Although this
species does not produce toxin, it has been found to accu-
mulate toxic levels of ammonia, acting as killing agent in
blooms and deteriorating the water quality (Sahayak et al.,
2005). Identification of phytoplankton types on the basis of
absorption spectra is a challenge for the Harmful Algal Bloom
(HAB) monitoring. This study is an approach to improve the
knowledge of the optical characteristics of important HAB
species in South Eastern Arabian Sea (SEAS) and to provide
information on the possible effect on the fishery.

The coastal waters of SEAS were largely influenced by
freshwater discharge and seasonally reversing monsoon. The
summer (southwest) monsoon extends from June to Septem-
ber whereas the winter (northeast) monsoon extends from
November to February. The upwelling process, supported by
the southerly current observed along the coastal waters
during the southwest monsoon, results in maximum primary
production (Habeebrehman et al., 2008; Joshi and Rao,
2012). A seasonal hypoxia arises due to increased oxygen
demand for mineralization of organic matter following high
surface production (Gupta et al., 2016). The Cochin back-
water is the largest estuarine system of the southwest coast
of India, and receives 1.04 x 10° m* of industrial and 260 m?
of domestic wastes per day without treatment (Gupta et al.,
2009). During southwest monsoon, the hydrographic para-
meters are significantly influenced by strong freshwater
influx (Srinivas and Dineshkumar, 2006).

The surface water samples were collected onboard INS
Sagardhwani on 21st July at the CTD stations and on 2nd
August 2016, a representative water sample from the bloom
patches were also collected to estimate the Chlorophyll a
(Chl-a) concentration. For this, the collected samples were
filtered through 25 mm Whatman GF/F filter under low
vacuum (100—1000 ml based on the concentration visually
seen from the filter paper) and extracted with 90% acetone
and analysis were done by using Turner Designed 10AU
Fluorometer. Also surface water samples from the bloom
region were collected for the measurements absorption

characteristics. The light absorption coefficient of phyto-
plankton [aph())] was measured using a quantitative glass fiber
filter technique (QFT) and standard procedures (Hoepffner
and Sathyendranath, 1993; Shaju et al., 2015; Vijayan and
Somayajula, 2014). In brief, surface water samples collected
were filtered through 25 mm Whatman GF/F filter under low
vacuum and the filtrate measured against a blank filter using
a Shimadzu UV-VIS spectrophotometer attached to an inte-
grating sphere following the protocol of Mitchell (1990). The
wavelength scan was done from 300 nm to 750 nm with the
resolution of 1 nm before and after rinsing the filter paper
with warm methanol for one hour to determine the detrital
absorption (Kishino et al., 1985). For each of the measured
spectra, the optical density obtained at 750 nm was sub-
tracted from that of all other wavelengths. Optical density of
the total suspended matter was corrected for the pathlength
amplification (B effect) and converted into light absorption
coefficients by the total particulate matter [ap(1)] (m~") and
detritus matter [ad(»)] (m™"), i.e. before and after extrac-
tion with methanol, respectively (Cleveland and Weidemann,
1993; Kyewalyanga et al., 1998). The plankton absorption
component [aph())] was derived as a difference between the
particulate and detritus absorptions of the total particulate
matter by subtraction ad(x) from ap(x) (Bricaud et al., 2004;
Kishino et al., 1985). Samples were also collected from the
bloom area to identify the phytoplankton composition.
Inverted microscope (Leica Generic DMIL) with phase con-
trast was used to estimate the phytoplankton diversity and
abundance using standard identification keys (Tomas, 1997).
In this study, light absorption characteristics of red tide were
analyzed based on the pigments in the bloom samples by the
decomposition of phytoplankton absorption coefficient spec-
tra using the 4th derivative analysis (Shaju et al., 2015). The
fourth derivative of aph(i) was calculated by applying the
41 point fourth degree polynomial smoothing and then by
differentiation using the Savitzky—Golay method (Savitzky
and Golay, 1964). The polynomial smoothing was applied
because differentiation tends to amplify the effects of high
frequency noise in the spectra (Aguirre-Goméz et al., 2001).
The procedure was carried out using the Origin 8.0 scientific
analysis software. Peaks in the fourth derivative curves were
selected using the peak finder tool in the software. The
physical conditions prevailing in the area were measured
using the conductivity temperature depth (CTD) profiler
Idronaut Ocean Seven 320 plus system on 21st July
2016. Microwave+infra-red (IR) Optimally Interpolated (Ol)
Sea Surface Temperature (SST) data obtained by Remote
Sensing Systems sponsored by National Oceanographic Part-
nership Program (NOPP) and the NASA Earth Science Physical
Oceanography Program, available at www.remss.com/
measurements/sea-surface-temperature were also used in
this study.

Reddish discoloration of coastal waters off Cochin, at
09°48'N and 76°03’E, was observed from the vessel MV Pra-
shikshani on 28th July 2016 and subsequently, on 2nd August,
from INS Sagardhwani (Fig. 1). The species causing the bloom
was identified as the N. scintillans (Macartney) Kofoid and
Swezy, 1921 (Fig. 2a), which is a heterotrophic dinoflagellate
and one of the abundant “red tide” organisms in the tropical,
subtropical, temperate coastal waters (Sriwoon et al., 2008)
and upwelling regions (Dela-Cruz et al., 2008). The red
patches of the bloom (Fig. 2b) were observed in a vast area
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Figure 1 Map of the study area showing the hydrographic
stations (dotted points) sampled one week before the first
observation of the bloom (A — indicates bloom observation on
28th July 2016 onboard MV Prashikshani, B — indicates bloom
observation on 2nd August 2016 onboard INS Sagardwani).

extending from 09°55’ to 09°57'N and 75°59’ to 76°03'E. The
red N. scintillans blooms were last reported in the coastal
waters of SEAS in 2004 and 2008 (Baliarsingh et al., 2016;
Joseph et al., 2008; Padmakumar et al., 2016) whereas the
green N. scintillans blooms were regularly reported in the
coastal regions of the northern Arabian Sea (Baliarsingh
et al., 2016; Gomes et al., 2014). This study attempts the
bio-optical characterization of N. scintillans bloom in the
SEAS and discusses its possible impacts on the food web and
sardine fishery of the region.

The water column salinity and temperature distribution
along 10°N, prior to the bloom occurrence is given in Fig. 3a
and b and it has shown signature of coastal upwelling from
the up sloping of salinity and temperature contours. A low
saline patch was observed near the coast in the upper few
meters in the salinity distribution, which would have been
generated due to the freshwater influx from the estuary
(Jyothibabu et al., 2006; Madhupratap, 1987). This cold less
saline surface water from Cochin estuary normally carries
high nutrients that help in the increased productivity during
summer monsoon near the coast. Prior to the bloom initia-
tion, Chl-a concentration varied from 0.28 to 0.42 mg m—3
with an average value of 0.34 & 0.05 mg m~3 in the offshore
region and from 0.55 to 4.16 mg m > with an average con-
centration of 1.47 + 1.37 mg m~ in the near coastal waters
off Cochin. This increased productivity and episodic events of
low SST visible from the time series SST (Fig. 4). The effect of
intense upwelling as evidenced from data distribution along
the near coastal region, favors the proliferation of smaller
diatoms (Sahayak et al., 2005). The plankton succession from
smaller diatoms to larger diatoms and dinoflagellates, favors
the proliferation of red Noctiluca bloom.

Figure 2 Bloom of red Noctiluca scintillans as (a) microscopic picture of the Noctiluca scintillans, a line indicates the 200 wm length

(b) large patches extending to the vast area.
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Figure 3
INS Sagardwani on 21st July 2016.

The density of N. scintillans was found to be
4.73 x 10° cells I" and the measured Chl-a concentration
varied from 0.73 to 1.47 mg m~3 in the bloom region. This is
comparable to the bloom event of the southeastern Black Sea
on April 2011 with cell number ranges between 1.1 x 10% to
6.81 x 10° cell =" (Kopuz et al., 2014) and Sea of Maramara
with cell density of 2.20 x 10°cell ™! (Turkoglu, 2013).
Other phytoplankton species in the bloom area were Cera-
tium sp., Rhizosolenia sp., Porocentrum sp., Thalassiosira
sp., Nitzchia sp. and Dinophysis sp. The percentage composi-
tion of N. scintillans, diatoms and other dinoflagellates in the
bloom waters were 72.67%, 10.92% and 16.32% respectively.
A very low species diversity and abundance of other dino-
flagellates and diatoms were observed. The diatom, Thalas-
siosira sp. was notable, since it is considered to be the most
preferred prey species of the red N. scintillans (Baliarsingh
et al., 2016; Sahayak et al., 2005).

A representation of the measured phytoplankton absorp-
tion coefficient spectra [aph(1)] from the water samples
collected from the bloom and its fourth derivative are given
in Fig. 5. Absorption maxima for the pigment Chl-a in the
phytoplankton absorption spectrum were found around
wavelengths of 444 and 676 nm, while accessory pigments
displayed their absorption peaks in the 488—558 nm regions,
which represents characteristic carotenoid (red pigment) for
the red Noctiluca bloom. The optical measurements from the
Belgian coastal waters during a red Noctiluca bloom event on
2015 also showed the same results with a maximum absorp-
tion at 488 nm which corresponds to the carotenoids (Astor-
eca et al., 2005). Karabashev and Evdoshenko (2016)
identified that the high content of accessory pigments makes
inequalities in remote sensing reflectance (R.s). It was also

LEG310°NI oainity [PSU]
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Longitude depth section of (a) temperature (°C) and (b) salinity (psu) along 10°N in the off Cochin region measured onboard

found that R(488) < R.s(531) and R(488) < Rs(469).
Absorption and reflectance values and effect of R,s deficit
due to accessory pigments and their relations give indication
of the bloom for the ocean color application and products.

The accessory pigment carotenoid showed an absorption
peak at 488 nm and sharper decrease from 528 nm to 580 nm
which matches with the earlier reports (Van Mol et al., 2007).
The small peaks in the 560—619 nm regions could be
accounted for the degradation products and Chl-
c. Carotenoids, particularly fucoxanthin peaks, could be
identified in the 528 nm region in the derivative spectra.
The diadinoxanthin and carotene peaks were identified at
488, 528 nm. Phycoerythrobilin peak was observed at
558 nm. Smaller peaks were observed in the 590 nm and also
at 615, 619, 635 and 647 nm. The shape and magnitude of the
phytoplankton absorption spectrum reflect the pigment com-
position and its concentrations related to the phytoplankton
class. The phytoplankton absorption spectrum modifies the
remote sensing reflectance and contributes to the satellite
detection of the bloom. Green N. scintillans bloom has been
identified through remote sensing reflectance spectra, in the
northern Arabian Sea (Dwivedi et al., 2016) and in coastal
waters of the northeast coast of India (Baliarsingh et al.,
2016). But no studies have been reported on the red N.
scintillans bloom absorption spectral characteristics in the
SEAS. Karabashev and Evdoshenko (2016) also identified that
a better spectral resolution made it possible to distinguish
the second shortwave remote sensing reflectance (R,s) mini-
mum at 488 nm for the cyanobacterial bloom of 2005 in the
Baltic Sea and this can be applied to the Noctiluca bloom. The
absorption peak identified from the phytoplankton absorp-
tion coefficient spectra between 488 and 558 nm regions
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Figure 4 Hovmoller diagram of Sea Surface Temperature (SST) Microwave+Infrared (MW+IR) (°C) from 8th July to 18th August
2016 during the month of bloom period over 10°N latitude.
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Figure5 Phytoplankton absorption coefficient spectrumin the
visible wavelength of the Noctiluca scintillans bloom sample
(blue dotted line) and the spectra showing the 4th derivative of
the phytoplankton absorption coefficient (red smooth line)
against wavelength (nm).

along with the red region can be used for the specific
identification of red N. scintillans bloom.

Frequent occurrence of dianoflagellate blooms affects the
fishery resources (Boalch, 1984; Sanseverino et al., 2016).
Central Marine Fisheries Research Institute (CMFRI), India,
reported a drastic decline in the catch of oil sardine along
southwest coast (CMFRI Newsletter, 2015; CMFRI News,
2016), ascribed to the impact of climatic change and related
ecosystem changes. The occurrence of blooms of red N.
scintillans, which graze on phytoplankton, mainly diatoms,
and other dinoflagellates, becomes a threat to the food
availability of larvae, juveniles and adults of the oil sar-
dine as they also prefer the smaller phytoplanktons during
the upwelling period (Padmakumar et al., 2016; Umani et al.,
2004) thus would be making it as one of the major reasons for
the decline in the oil sardine catch. According to CMFRI
(CMFRI Newsletter, 2015; CMFRI News, 2016), the fall in oil
sardine catch cause revenue loss to the tune of USD 30 mil-
lion. The monitoring of Harmful Algal Blooms (HABs) using
satellite observations and their early detection still have
constraints due to difficulties in identifying phytoplankton
functional types. This paper identifies the characteristic
pigment of red N. scintillans in an upwelling region by optical
measurements, which allows the synoptic monitoring of the
bloom through satellite platform. Considering the high eco-
nomic and ecological impacts in the coastal region, more
studies on the plankton community structure, physical pro-
cesses and monitoring of algal bloom using remote sensing
would be needed.
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KEYWORDS Summary Etmopterus spinax is a deep-sea shark species that inhabits the northeast Atlantic
Etmopterus spinax; and the western Mediterranean Sea. Skagerrak and Kattegat are reported to be part of the
Anisakis simplex; distribution of the species, but it has never been noted in the southern Baltic. Lacking any
Pomeranian Bay; commercial value and commonly discarded in trawl and longline fisheries, E. spinax has been
Southern Baltic Sea; poorly studied. We reported on the first record of one specimen of E. spinax caught in the
Inflow from the North Pomeranian Bay on October 13, 2016 at a depth of 10 m. It was a female measuring 42.7 cm in
Sea total length. The morphological examination of the specimen was supported with COIl barcode

analysis, whereas species assighment to the population of origin was conducted based on a control
region (CR) sequence of mtDNA. COI and CR sequence searches against GeneBank confirmed its
identity as E. spinax and revealed that the specimen shared identical haplotypes with fish from
populations in the Azores, Rockall Trough, and west of Ireland in the northeast Atlantic. The
stomach contents, parasitic fauna, and hepatosomatic index of the individual were also exam-
ined. Only one L3 larval Anisakis simplex nematode specimen was collected from the stomach
lumen of the shark. The specimen could have arrived in the Pomeranian Bay along with an inflow
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from the North Sea. In December 2014, a strong Major Baltic Inflow brought large amounts of
water into the Baltic Sea, followed by some inflows of moderate intensity.

© 2018 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

The velvet belly lanternshark, Etmopterus spinax (L., 1758),
is a deep-sea bioluminescent squaloid shark (Claes and Mal-
lefet, 2009) found predominantly in the northeast Atlantic,
the western Mediterranean Sea and in deep waters off south-
ern Africa (south of Senegal) at depths of 70—2000 m and
most abundantly at 200—500 m (Compagno et al., 2005).
According to McEachran and Branstetter (1984), it occurs
rarely in the North Sea and is absent from the Baltic; how-
ever, Bergstad et al. (2003) report that this species is a
characteristic member of the Skagerrak deep-water fish
assemblage at depths of 300—700 m, while Compagno
(1984) report Skagerrak and Kattegat to be part of the
distribution of the species. E. spinax is a non-commercial
species that is caught only as by-catch in bottom trawls
fishing for Nephrops norvegicus (L. 1758) and Pandalus bor-
ealis Krgyer, 1838 in the Skagerrak and Kattegat by Swedish
fishermen. All specimens are probably discarded, which lim-
its the data that is available. It has never been recorded in
logbooks. However, in Swedish waters, bottom-trawls are
required to have a selective grid that should help to reduce
by-catch of E. spinax (Coelho et al., 2009).

Data from the Mediterranean Sea and the eastern central
and south Atlantic indicate that the species is caught rela-
tively commonly in scientific trawl surveys, and since there is
no evidence that the population has declined there, its IUCN
Red List status is least concern (LC) (Coelho et al., 2009).
However, the over-exploitation of shelf fish stocks has trig-
gered many fisheries to exploit marine resources at ever
greater ocean depths (Morato et al., 2006), and this species
is considered vulnerable to over-fishing because of its late
maturity (Coelho and Erzini, 2008). Furthermore, the repro-
ductive cycle in E. spinax has been suggested to last from two
to three years before viviparous parturition, which suggests
this species has low fecundity. Occurring frequently as by-
catch in deep-water fisheries landing crustaceans and tele-
osts, the species is exposed to relatively high levels of
mortality (Porcu et al., 2014). Therefore, lacking any com-
mercial value and commonly discarded in trawl and longline
fisheries, E. spinax has been poorly studied (Coelho and
Erzini, 2008).

According to Klimpel and Palm (2002), parasitological
studies on deep-water chondrichthyans from the northeast-
ern Atlantic are scarce. To date, no parasitic investigations of
this species have been done in the Baltic Sea area.

The aim of the study was to present the first record of E.
spinax in the Pomeranian Bay, which is the first time it has
been noted in the southern Baltic, as well as to assign its
population of origin through genetic studies. Additionally,
the stomach contents, parasitic fauna, and hepatosomatic
index were examined.

One specimen of the deep-water shark E. spinax was
caught in the Pomeranian Bay (western Baltic; 54°04'80"N

14°44'00"E) on October 13, 2016, at a depth of 10 m with a
cod gillnet (110 mm mesh size).

The Pomeranian Bay (Arkona Basin) is a large, shallow
basin off the Polish and German coasts, no more than 30 m
deep. It is a highly dynamic environment and is one of the
most important ecological areas in the southwestern Baltic
Sea. Salinity does not deviate from that prevailing in south-
ern Baltic surface waters (7 psu) (Czugata and Wozniczka,
2010).

Sixteen diagnostic metric characters were studied,
according to McEachran and Branstetter (1984) and Com-
pagno et al. (2005), to the nearest mm. Weight was measured
to the nearest 0.1 g.

Material for the genetic study consisted of muscle tissue
fragments collected during morphological examinations of
E. spinax. DNA was isolated using the peqGOLD Tissue DNA
Mini Kit (PegLab, Germany) following the manufacturer's
instructions. Qualitative and quantitative assessment of the
isolates was conducted by separation on 1.5% agarose gel
and spectrophotometric assays using NanoDrop 2000
(Thermo Scientific). In order to confirm the morphological
identification of the specimen, a PCR assay was performed
based on the mitochondrial DNA (mtDNA) marker cyto-
chrome oxidase subunit 1 (COIl). COIl sequences were ampli-
fied based on FishF2_t1 and FishR2_t1 primers according to
the method described by Ivanova et al. (2007). Additionally,
ElasmoCR15642 and ElasmoCR16638 primers were used to
amplify the control region (CR) of mtDNA, and these were
used to assign the specimen to populations identified in a
paper published by Stonero et al. (2003). Both PCR reac-
tions were prepared based on GoTaq™ G2 Flexi DNA Poly-
merase (Promega) and subjected to a heating-cooling
treatment using a thermal cycler GeneAmp PCR system
9700 thermocycler (Applied Biosystems). The results of
amplification were assessed by separating the samples on
1.5% agarose gel. The COl and CR PCR products were
bidirectionally sequenced using Genomed (Warsaw, Poland)
and assembled with Geneious 8.1.6 (Kearse et al., 2012).
Then the GeneBank database was searched BALST for
matches.

The stomach content was also examined, and the hepa-
tosomatic index (HSI) (%), which is the ratio between liver
weight and fish weight, was calculated as follows:

Lw
HSI = 100x W
where LW — liver weight (g) and W — fish wet weight (g).

The parasitological examination focused on the skin,
vitreous humor, eye lens, mouth, buccal and nasal cavities,
gills, gastrointestinal tract, kidney, peritoneum, and mus-
cles. The nematode was isolated and transferred to glycerin
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Figure 1

Figure 2  Age validation of Etmopterus spinax female collected
in the Pomeranian Bay.

to increase transparency. Vertebrae for age determination
were removed from the specimen examined from the cervical
regions. First, a thin section through the center of the
centrum was prepared, then it was stained with hematoxylin
and eosin, embedded in a hard epoxy and mounted onto a
microscope slide (Campana, 2014). The age was determined
under the microscope Motic BA 210 (at 100x magnification).

The E. spinax specimen examined was a female 42.7 cmin
total length TL (Fig. 1) and 311.6 g in weight (gutted weight
was 229.5 g). The fish specimen was ten years old (Fig. 2).

Head length (HL) was 21.17% of TL. The snout of the
individual examined was long (47.49% of HL). The nostrils
were located about midway from the snout tip to the eye
(slightly closer to the eye — 54.35%). The eye diameter was
long (25.43% of HL), but it was not longer than the distance
from the snout tip to the eye (28.34%). The mouth width
(43.55% of HL) was slightly less than snout length (47.49% of
HL). The spiracle was above and behind the eye (Fig. 3). The
gill openings were similar in size to the spiracle (7.06% of HL
each), and they were less than one-third of eye length. The
interdorsal space was short (21.47% of TL) and was much
shorter than the pectoral-pelvic fin distance (34.15%). The
bases of dorsal fins D, and D; were 8.16% and 5.19% of TL,
while the heights of D, and D, were 7.71% and 5.65% of TL,
respectively. Similarly, the spine in D, was higher than that in
D, (6.40% and 4.27% of TL, respectively). The distance from
the pelvic insertions to the ventral caudal origin was slightly

The specimen studied from the Pomeranian Bay.

longer than that from the tip of the snout to the first gill
openings (20.96% and 17.55%, respectively). The morpholo-
gical characters of the specimen described in this work
correspond to data reported in McEachran and Branstetter
(1984) and Compagno et al. (2005), with the exception of the
eye diameter dimension, which in the current study was not
longer than the distance from the snout tip to the eye.

BLAST analysis of the COI barcode confirmed the identity
of the collected specimen as E. spinax, and the barcode for
this species was previously submitted to GenBank (i.e.,
KJ128486.1). Specimen assignment to the population of
origin based on the 913 bp sequence of CR revealed that,
according to work published by Gubili et al. (2016), the E.
spinax specimen collected in the Baltic Sea shared identical
sequences (haplotypes) with fish collected in the north
Atlantic, from the Azores (KX494600.1, KX494606.1,
KX494607.1, KX494608.1), the Rockall Trough (KX494695.1,
KX494680.1), and west of Ireland (KX494644.1, KX494637.1,
KX494634.1).

Velvet belly lanternsharks from these populations had
significantly negative Fu's Fs values, but only that from Ire-
land also exhibited a unimodal distribution, suggesting popu-
lation expansion for the CR. It is interesting that the
haplotype identified in the specimen examined was not
described in regions that are geographically adjacent (i.e.,
Norway or the North Sea), but in Atlantic basins. One of the
reasons for this could be the small sample size of Norwegian
sample collection or the lower level of haplotype diversity of
the North Sea samples. The results presented by Gubili et al.
(2016) demonstrating high levels of connectivity and gene-
flow in this species across the northeast Atlantic suggest
similar events among populations from the eastern North
Sea and the Baltic Sea.

Previous genetic work has produced little evidence of
population structure in members of deep-water shark groups
with gene-flow occurring at all but the largest oceanic dis-
tances assessed, which supports the generally held paradigm
of high connectivity and low population structure in marine
species (Ward et al., 1994). Recently, the study by Gubili
et al. (2016) demonstrated high levels of gene-flow in
E. spinax across the northeast Atlantic, adding to a relatively
limited literature examining the population genetics and
phylo-geography of potentially vulnerable deep-sea sharks.
Furthermore, the significant population sub-division
observed between Atlantic and Mediterranean lanternsharks
highlights the potentially significant role of bathymetry as a
barrier to connectivity, with important implications for fish-
eries management.
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Figure 3

The diet of E. spinax has been analyzed as follows:
crustaceans 74.8%, fishes 16.9%, cephalopods 6.9%, poly-
chaetes 0.9%, and others 0.5% (Cecchi et al., 2004). In this
work, the stomach of the specimen studied was empty, and
only one nematode Anisakis simplex (Rudolphi, 1809) L3 larva
from the stomach lumen was identified. The larvae of this
nematode occur in marine fish (mainly in herring, mackerel,
and cod-like families), in which they migrate from the sto-
mach to the body cavity and locate in the intestine, as well as
on the peritoneum and under the liver and gonad capsules.
The larva found in E. spinax specimen was dead, hence its
presence in the empty stomach.

The larvae of A. simplex in this host was first identified by
Klimpel and Palm (2002) in specimens from the Norwegian
Deep. In addition to internal parasites such as the nematode
larvae of two species (A. simplex) and Hysterothylacium
aduncum (Rudolphi, 1802) and three species of tapeworms,
they found two monogenean species that are ectoparasites.
A. simplex and H. aduncum are listed in the Baltic Proper (in
the Gulf of Finland, the Gulf of Gdansk, and the Pomeranian
Bay; Ungeretal., 2014). It isworth mentioning that nematodes
exhibit great flexibility with regard to environmental changes.
No ectoparasites were found in the specimen examined; how-
ever, since they are more sensitive to environmental changes,
they could have died while their host was in the low-saline
waters of the Baltic Proper. It is not known how long the
specimen was in Baltic Sea waters, or whether the nematode
infection occurred in the Baltic Sea, because there was no prey
in the stomach. The infection could have occurred in the North
Sea by swallowing the larva along with its first intermediate
host, such as marine planktonic copepods (euphausiids), or it
could have occurred in the Baltic Sea via teleosts as inter-
mediate or paratenic hosts (Klimpel and Palm, 2002).

The HSI presented in this work is in agreement with Porcu
et al. (2014). According to their work, the liver of E. spinax is
relatively small at 11.5% and 10.3% of total body weight in
females and males, respectively (11.07% in the present
study). HSI values are higher in mature females, but it
decreases during pregnancy, and a slight increase is observed
in spent females.

The specimen of E. spinax studied in this work was found
in the Pomeranian Bay trapped in a cod gillnet at a depth of

Head of the specimen studied, with the spiracle above the eye.

10 m. The velvet belly lanternshark, however, is usually
found on, near, or well above the substrate from 70 to
2000 m, although mostly between depths of 200 and 500 m
(Compagno, 1984). In the northeast Atlantic, E. spinax has
been caught at depths of 400—1000 m (Merrett et al.,
1991). It is known to segregate by size into different depths
with large, mature females found at the greatest depths
(Gibson et al., 2006). In general, smaller (<30 cm) indivi-
duals tend to occur at depths of less than 500 m, while
mature individuals are found at moderate depths (500—
600 m) (Coelho et al., 2009). This may suggest that these
mature sharks are being affected more by commercial
deep-water fisheries than other life stages of E. spinax that
are found in shallower waters. The female E. spinax exam-
ined in this study can be considered large, because speci-
mens of this species rarely exceed 45 cm (Compagno, 1984).
The age determined of specimen examined (ten years) is
in agreement with Gennari and Scacco (2007) from the
Tyrrhenian Sea (ten years old females were of 37.5—
42.0cm TL) and in Coelho and Erzini (2008) from the
waters off Portuguese coast (ten years old females were
of 41.1cm TL).

The specimen collected could have arrived in the Pomer-
anian Bay along with an inflow from the North Sea. In
December 2014, a strong Major Baltic Inflow (MBI), classified
as a rare, very strong event, brought large amounts of saline
water into the Baltic Sea (Naumann et al., 2016). In Novem-
ber 2015, a series of twelve low-pressure cells crossed the
Baltic Sea. During the winter of 2015—2016, again two MBIs of
moderate intensity followed the previous one. In this warm
winter, only one phase of cold continental weather conditions
triggered an outflow at the beginning of January. Afterward,
warm maritime weather continued again with storms at the
end of January and the beginning of February. In September
2016, a baroclinic inflow was observed at the Darss Sill
(Naumann et al., 2016).

A better understanding of the biology, ecology, popu-
lation structure, and migratory activity of deep-water
chondrichthyans is needed to make reliable predictions
on the long-term effects of fishing and to ensure that these
species are sustainably managed in the future (Cunha et al.,
2012).
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