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KEYWORDS Summary Interactions between the atmosphere and the ocean determine boundary conditions for
Drag coefficient; physical and biogeochemical processes in adjacent boundary layers, and the ocean surface is a
European Arctic; complex interface where all air-sea fluxes take place and is a crucial valuable for ocean circulation
North Atlantic; and the ecosystem. We have chosen to study the differences between the relevant or most commonly
Parameterizations used parameterizations for drag coefficient (Cp) for the momentum transfer values, especially in the

North Atlantic (NA) and the European Arctic (EA), using them together with realistic wind field. We
studied monthly mean values of air-sea momentum flux resulting from the choice of different drag
coefficient parameterizations, adapted them to momentum flux (wind stress) calculations using wind
fields, sea-ice masks, as well as integrating procedures. We compared the resulting spreads in
momentum flux to global values and values in the tropics, an area of prevailing low winds. We found
that the spread of results stemming from the choice of drag coefficient parameterization was 14% in
the Arctic, the NA and globally, but it was higher (19%) in the tropics. On monthly time scales, the
differences were larger at up to 29% in the NA and 36% in the EA (in months of low winds) and even 50%
locally (the area west of Spitsbergen). Comparing the values of drag coefficient from chosen
parameterizations, it showed that momentum fluxes were largest for all months, in both regions
with low and high winds, when the Cp values increased linearly with wind speed.
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1. Introduction

The surface of the ocean is a complex boundary layer through
which all air-sea fluxes of mass, momentum and energy take
place. Determining the nature and consequences of
exchanges between the atmosphere and the ocean is one
of the greatest challenges in climate and sea studies, as well
as ocean modelling and prediction. In this article we focus
mainly on the surface momentum flux by which the atmo-
spheric winds drive oceanic currents (so that the ocean acts
as a sink for atmospheric momentum), which determine
current system and sea state conditions and are most com-
monly parameterized using bulk aerodynamic formulae. Our
goal is to evaluate how much the average monthly and annual
momentum transfer values depend on the choice of non-
dimensional drag coefficient (Cp), using the actual wind field
from the North Atlantic (NA) and the European Arctic (EA),
and demonstrate existing differences as a result of the
formula used.

The ocean surface mixed layer is a region where kinematic
forcing affects the exchange of horizontal momentum and
controls transport from the surface to depths (Bigdeli et al.,
2017; Gerbi et al., 2008). Any attempt to properly model the
momentum flux from one fluid to another as the drag force
per unit area at the sea surface (surface shear stress, t) takes
into account other physical processes responsible for gener-
ating turbulence such as boundary stress, boundary buoyancy
flux, and wave breaking (Rieder et al., 1994; Toba et al.,
2001). Fluxes across the sea surface usually depend nonli-
nearly on the relevant atmospheric or oceanic parameters.
Over the past fifty years, as the collection of flux data has
increased, many empirical formulas have been developed to
express the ocean surface momentum flux as a relationship
between Cp, wind speed (U;o), and surface roughness (zo)
(Andreas et al., 2012; Bunker, 1976; Donelan et al., 1997;
Garratt, 1977; Kukulka et al., 2007; Large and Pond, 1981;
Trenberth et al., 1989; Wu, 1969, 1982; Yelland and Taylor,
1996). These formulas can be divided into two groups. One
group of theories gives the Cp at level zin terms of wind speed
and possibly one or more sea-state parameters (for example,
Enriquez and Friehe, 1997; Geernaert et al., 1987; Yelland
and Taylor, 1996), while the second group provides formulas
for roughness length z in terms of atmospheric and sea-state
parameters (for example, Andreas et al., 2012 (further
referred to as A12), Donelan et al., 1997; Wu, 1969).

As the exchange of air-sea momentum is difficult to
measure directly over the ocean, meteorologist and oceano-
graphers often rely on bulk formulas first parameterized by
Taylor (1916), that relate the fluxes to averaged wind speed
through transfer coefficients:

T = pCpU2, (1)

where t is the momentum flux of surface stress, p is air
density, Cp, is the non-dimensional drag coefficient appro-
priate for z height, and U, is the average wind speed at some
reference height z above the sea. Cp, is commonly identified
as Cpnio or Cpip Which is neutral-stability, 10-m drag coeffi-
cient (Toba et al., 2001), defined as:

T (w)z 2
pU%() Uto ’

~

Conio =

where u, is friction velocity. Alternatively, the neutrally
stratified momentum flux can be determined from the loga-
rithmic profile, thus Eq. (1) can be expressed as:

2
K

Conto = {m} ; (3)
where z, [m] is the aerodynamic roughness length, which is
the height, above the surface to define the measure of drag
at which wind speed extrapolates to 0 on the logarithmic
wind profile (Andreas et al., 2012), and « is von Karman
constant (« = 0.4).

At the same time, we can define the value of friction
velocity by the following equation:

T = pul. 4
Comparison with bulk formula (1) leads to the equation:
Uz = CD10U%()- (5)

Some of the first studies (Garratt, 1977; Wu, 1969, 1982)
focused on the relationship between wind stress and sea
surface roughness, as proposed by Charnock (1955), and they
formulated (for winds below 15ms~') the logarithmic
dependence of the stress coefficient on wind velocity (mea-
sured at a certain height) and the von Karman constant.
Currently common parameterizations of the drag coefficient
are a linear function of 10 m wind speed (Uio), and the
parameters in the equation are determined empirically by
fitting observational data to a curve. The general form is
expressed as (Guan and Xie, 2004):

Cp10° = (a+ bUyp). (6)

In this work our focus is on the average flux values using
seven different drag coefficient parameterizations (Table 1),
chosen for their importance for the history of the field out of
many published within the last half century (Bryant and
Akbar, 2016).

All of the parameterizations are generated from the
vertical wind profile, but they differ in the formulas used.
Two of the parameterizations which we chosen are formu-
lated as power-law of the relationship between Cp and U;q
(Eq. (7) and (13) in Table 1), three are formulated as linear-
law (Egs. (8)—(10) and (12) in Table 1), and one as constant
value of the relationship (Eq. (11) in Table 1). All the above
studies propose different parameterizations (see Fig. 1) for
the drag coefficient and the function of wind speed, which
reflects the difficulties in simultaneously measuring at high
sea stress (or friction velocity) and wind speed.

Wu (1969) compiled data from 12 laboratory studies and
30 oceanic observations, formulated power-law (for breezes
and light winds) and linear-law (for strong winds) relation-
ships between the wind-stress coefficient (C,) and wind
velocity (Uqo) at a certain height z at various sea states. In
his study, he used roughness Reynolds numbers to character-
ize the boundary layer flow conditions, and he assumed
that the sea surface is aerodynamically smooth in the
range of Ujp<3m s, transient at wind speed
3ms ' <Ujp<7ms™ !, and aerodynamically rough at
strong winds U;o > 7 ms~"'. He also showed that the wind-
stress coefficient and surface roughness increase with wind
speed at light winds (U;o < 15 ms~') and is constant at high
winds (Ujo > 15ms~") with aerodynamically rough flow.
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Table 1

293

Neutral drag coefficient values over the ocean taken from the recent literature for a reference height of 10 m: Cp,¢ is the

drag coefficient dependent on surface roughness, Cpy10 is the expression of neutral-stability (10-m drag coefficient), U;q is the mean
wind speed measured at 10 m above the mean sea surface, Ujgy is the 10-m neutral-stability wind speed, and a and b are

proportionality constant.

Eq. no. Source Wind speed range [m s~ "] Cone10) (x10%)

7 Wu (1969) 1-15 0.5U9%7

8 Garratt (1977) 4-21 0.75 + 0.067U4o

9 Wu (1982) >1 0.8 + 0.065U¢

10 Yelland and Taylor (1996) 3—-6 0.29 +3;1+ 72.7

U Ul

6—26 0.60 + 0.070U10N

11 NCEP/NCAR Everywhere 1.3

12 Large and Yeager (2004) Everywhere 2.7 0142 + 0.076Us0x

Uion
13 Andreas et al. (2012) Everywhere

2 2
u, ) b )
=a(1+-=-U
( U1ON> ( a 1N

a=0.0583, b=-0.243

Garratt (1977), who assessed the 10 m neutral drag coeffi-
cient (Cpn10) based on 17 publications, confirmed the pre-
vious relationship and simultaneously suggested a linear form
of this relationship for light wind. Wu (1980) proposed the
linear-law formula for all wind velocities and later (Wu, 1982)
extended this even to hurricane wind speeds. Yelland and
Taylor (1996) presented results obtained from three cruises
using the inertial dissipation method in the Southern Ocean
and indicate that using the linear-law relationship between
the drag coefficient and wind speed (for U;g > 6ms™") is
better than using u, with U;g. The NCEP/NCAR reanalysis
(Kalnay et al., 1996) uses a constant drag coefficient of
1.3 x 1073 while, for example, the Community Climate
System Model version 3 (Collins et al., 2006) uses a single
mathematical formula proposed by Large and Yeager (2004)

for all wind speeds. Andreas et al. (2012) based on available
datasets, friction velocity coefficient versus neutral-stability
wind speed at 10 m, and sea surface roughness tested the
approach proposed by Foreman and Emeis (2010) for friction
velocity in order to find the best fit for parameters
a=0.0583 and b= -0.243. They justify their choice by
demonstrating that u. vs. Usony has smaller experimental
uncertainty than Cpy1g, and that one expression of Cpnio
for all wind speeds overstates and overestimates results in
low and high winds (Figs. 7 and 8 in A12).

In this paper we investigate how the relevant or most
commonly used parameterizations for drag coefficient (Cp)
affect value of momentum transfer values, especially in the
North Atlantic and the European Arctic. Our task was to
demonstrate how big differences can be as a result of the

Cp parameterizations

<
it wst_Wu1969
T wst_Garratt1977
o5 wst_Wu1982
wst_NCEP
wst_YellandTaylor1996
e wst_LargeYeager2004
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Figure 1
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The drag coefficient parameterization used in the study (Eqs. (7)—(13) in Table 1) as a function of wind speed U;o [m s~ '].
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formula used. As is widely known, the exact equation that
describes the connection between the drag coefficient and
wind speed depends on the author (Geernaert, 1990). Our
intention here is not to re-invent or formulate a new drag
parameterization for the NA or the EA, but to revisit the
existing definition of drag parameterization, and, using satel-
lite data, to investigate how existing formulas represent the
environment in the North Atlantic Ocean. We concentrated
on wind speed parameterizations, because wind speed is a
parameter that is available in every atmospheric circulation
model. Therefore, it is used in all air-sea flux parameteriza-
tions, and presently it is used even when sea state provides a
closer physical coupling to the drag coefficient (for review
see Geernaert et al., 1986).

2. Material and methods

We calculated monthly and annual mean momentum fluxes
using a set of software processing tools called the FluxEngine
(Shutler et al., 2016), which was created as part of the
OceanFlux Greenhouse Gases project funded by the European
Space Agency (ESA). Since the toolbox, for now, is designed to
calculate only air-sea gas fluxes but it does contain the
necessary datasets for other fluxes, we made minor changes
in the source code by adding parameterizations for the air-
sea drag relationship. For the calculations, we used Earth
Observation (EQ) U;o for 1992—2010 from the GlobWave
project (http://globwave.ifremer.fr/). GlobWave produced
a 20-year time series of global coverage multi-sensor cross-
calibrated wave and wind data, which are publicly available
via the Ifremer/CERSAT cloud. Satellite scatterometer
derived wind fields are at present believed to be at least
equally as good as wind products from reanalyses (see, for

YEAR

84°N,7

40°W

20°W

example, Dukhovskoy et al., 2017) for the area of our interest
in the present study. The scatterometer derived wind values
are calibrated to the U,on, and, therefore, are fit for use with
the neutral-stability drag coefficient (Chelton and Freilich,
2005). All data came in netCDF-4 format. The output datais a
compilation file that contains data layers, and process indi-
cator layers. The data layers within each output file, which
are part of the FluxEngine, include statistics of the input
datasets (e.g., variance of wind speed, percentage of ice
cover), while the process indicator layers include fixed masks
as land, open ocean, coastal classification, and ice.

All analyses using the global data contained in the Flux-
Engine software create a gridded (1° x 1°) product. The NA
was defined as all sea areas in the Atlantic sector north of
30°N, and the EA subset was those sea areas north of 64°N
(Fig. 2). We also defined the subset of the EA east of Svalbard
(“West Svalbard” between 76° and 80°N and 10° to 16°E),
because it is a region that is studied intensively by multiple,
annual oceanographic ship deployments (including that of
the r/v Oceania, the ship of the institution the authors are
affiliated with). FluxEngine treats areas with sea-ice pre-
sence in a way that is compatible with Liipkes et al. (2012)
multiplying the water drag coefficient by the ice-free frac-
tion of each grid element. We also define “tropical ocean” as
all areas within the Tropics (23°S to 23°N) in order to test the
hypothesis that the new A12 parameterization will produce
significantly lower wind stress values in the region.

3. Results and discussion

Some of the parameterizations used were limited to a
restricted wind speed domain. We used them for all the
global wind speed data to avoid data gaps for winds that

11

10

4
[ms]

OO

Figure 2 Annual mean wind speed Uy [m s~ '] in the study area — the North Atlantic and the European Arctic (north of the red line).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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were too high or too low for a given parameterization (Fig. 1).
Results from those calculation are available online under
the link in Ocean Science Discussion https://www.
ocean-sci-discuss.net/0s-2018-61/.

Since wind velocity was used to estimate Cp, Fig. 1 shows a
wide range of empirical formulas and Fig. 2 shows annual
mean wind speed U;o [ms~'] in the NA and the EA. The
differences between the parameterizations are distinct
(Fig. 1). The Cp values from the parameterizations 7—9
(Table 1) increased linearly with wind speed while the results
from the parameterizations 10, 12, 13 (Table 1) decreased at
low winds speed (for U;o < 10 m s~ ). Despite many measure-
ments, the drag coefficient still has wide variability at low
and moderate wind speeds. Our results showed that at lower
wind values (<10 ms™") the differences between the drag
coefficient parameterizations are greater than at higher
speeds (>10m s~ ") and the most outlier results are those
obtained from the power law parameterization of A12. The
lower the wind speed, the higher the uncertainty are, and at
low winds it is uncertainty by a factor of 0.5—1.5 depending
on the formula used, while at moderate winds it is uncer-
tainty by a factor of 1.5—2.0 (Fig. 1). At a wind value of about
15ms~', the results from Egs. (8), (9) and (13) (Table 1)
overlapped providing the same values for the drag coefficient
parameterizations. Additionally, we compared directly the
results of the two parameterizations for the drag air-sea
relation that uses different dependencies (Fig. 1). For this
estimation we chose the two most-recent parameterizations
(Egs. (12) and (13) in Table 1) that showed the lowest values

Andreas et al., 2012

and change seasonally depending on the area used. As a
result, these months with weak winds have significantly
lower momentum flux values, which could be the effect of
statistically weaker wind in ocean areas having stable winds
with waves travelling in the same direction as the wind at
similar speeds. Comparison showed that the A12 parameter-
ization demonstrates almost zero sea surface drag for winds
in the range of 3=5ms~", which is compensated for by a
certain surplus value for strong winds. The small drag coeffi-
cient values facilitate what Grachev and Fairall (2001)
describe as the transfer of momentum from the ocean to
the atmosphere at wind speeds of 2—4 ms~', which corre-
spond to the negative drag coefficient value. Such events
require specific meteorologist conditions, but this strongly
suggests that the average Cp value for similar wind speeds
could be close to zero. The annual mean wind speed in the NA
is 10ms™', and in the EA it is 8.5ms™" (Fig. 2).

Fig. 3 presents maps of the mean boreal winter DJF and
summer JJA momentum fluxes for the chosen Cp parameter-
izations (Wu, 1969 and A12 — the ones with the largest and
smallest Cp values). The supplementary materials contain
complete maps of annual and seasonal means for all the
parameterizations. The zones of the strongest winds are in
the extra-tropics in the winter hemisphere (southern for JJA
and northern for DJF). The older Wu (1969) parameterization
produces higher wind stress values than A12 in both regions
with high and low winds and Cj, values are consistently higher
for all wind speeds except the lowest ones (which, after
multiplying by U?, produced negligible differences in wind

c)

Wu, 1969 INm?)

Figure 3  Maps of momentum flux [N m~2] across the sea surface (wind stress) for boreal winters (a and c) and summers (b and d) for
Wu (1969) and A12 drag coefficient parameterizations (the two parameterizations with the highest and lowest average values,

respectively).


https://www.ocean-sci-discuss.net/os-2018-61/
https://www.ocean-sci-discuss.net/os-2018-61/

296 1. Wrébel-Niedzwiecka et al./Oceanologia 61 (2019) 291—299

Global ocean mean momentum flux
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Figure 4 Monthly average momentum flux values [N m~2] for (a) global ocean, (b) North Atlantic, (c) European Arctic, and (d)

tropical ocean. The regions are defined in the text.

stress for the lowest winds). The average monthly values for
each of the studied areas are shown in Fig. 4. For global data
(Fig. 4a), not much seasonal change is noted, because the
strongest winds are in fall and winter, but these seasons are

the opposite in the northern and southern hemispheres. The
parameterization with the largest momentum flux values for
all months is that of Wu (1969), the linear one, while the two
parameterizations with the lowest values are the sinusoidal

Table 2  Area average annual mean values of momentum flux (wind stress) [N m~2] for all the studied regions and parameteriza-
tions. In each column the percentage values are normalized to A12, the parameterization that produced the smallest average flux

values.
Global North Atlantic Arctic W. Spitsbergen Tropics
Wu (1969) 0.322 0.330 0.375 0.360 0.261
(114%) (114%) (114%) (114%) (119%)
Garratt (1977) 0.307 0.316 0.358 0.344 0.251
(109%) (109%) (109%) (110%) (115%)
Wu (1982) 0.311 0.320 0.363 0.349 0.255
(110%) (110%) (110%) (111%) (117%)
NCEP/NCAR 0.303 0.312 0.353 0.341 0.258
(107%) (107%) (107%) (108%) (118%)
Yelland and Taylor (1996) 0.297 0.306 0.348 0.335 0.245
(105%) (105%) (106%) (107%) (112%)
Large and Yeager (2004) 0.285 0.293 0.333 0.320 0.236
(101%) (101%) (101%) (102%) (108%)
Andreas et al. (2012) 0.283 0.290 0.329 0.314 0.219
(100%) (100%) (100%) (100%) (100%)
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ones (A12; Large and Yeager, 2004). For the NA (Fig. 4b), much
more pronounced seasonal wind changes, the situation is
more complicated. With high winter winds, the A12 parame-
terization is no longer the one that produces the smallest wind
stress (it is actually in the middle of the seven). However, for
low summer winds, it is the lowermost outlier. Actually, in
summer, the constant Cp value used by the NCEP/NCAR
reanalysis produces the highest wind stress values in the
NA. The situation is similar for the EA (a subset of the NA),
the wind stress values of which are shown in Fig. 4c, and for
the WS area (not shown). In the Arctic summer, A12 produces
the least wind stresses, while all the other parameterizations

look very similar qualitatively (even more so in the Arctic than
in the whole NA). Because the A12 parameterization behaves
so distinctly differently with low winds, we also show seasonal
results for the tropical ocean (Fig. 4d). The seasonal changes
are subdued for the whole tropical ocean with the slight
domination of the Southern Hemisphere (the strongest
winds are during the boreal summer) with generally lower
momentum transfer values (monthly averages in the range of
0.2—0.3 N m~2 compared to 0.2—0.4 Nm~2 for the NA and
0.2—0.5 N m~2 for the Arctic). The sequence of values for the
parameterization is similar to that of the global ocean, but
there are differences. Here the NCEP/NCAR constant

a) Arctic mean momentum flux [N m'z]

wst_Andreas2012

wst_LargeYeager2004

wst_YellandTaylor1996

wst_NCEP

wst_Wu1982

wst_Garratt1977

wst_Wu1969

b)

wst_Andreas2012

wst_LargeYeager2004

wst_YellandTaylor1996

wst_NCEP

wst_Wu1982

wst_Garratt1977

wst_Wu1969

0.00 0.05 0.10

0.15 0.20 0.25

Figure 5 Area annual average momentum flux values for (a) European Arctic and (b) Tropical ocean. The vertical solid line is the
average of all seven parameterization and the dashed lines are standard deviations for the presented values. Global and the North
Atlantic results are not shown because the relative values for different parameterizations are very similar (see Table 2), scaling almost

identically between the basins.
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parameterization is the second highest (instead of Wu, 1982
for the global ocean) while, unlike in the case of the global
ocean, A12 produces visibly lower values than does the Large
and Yeager (2004) parameterization.

Table 2 and Fig. 5 present the annual average air-sea
momentum flux values (in N m~2) for all the regions studied
and all the parameterizations. The results show that the
annual North Atlantic momentum fluxes, depending on the
formula used, varies from —0.290Nm~2 for A12 to
0.333Nm~2 for Wu (1969). In the case of global annual
average, the values are —0.283 and 0.322, respectively.
Table 2 shows also the same data “normalized” to the A12
data (presented as percentages of A12, which produced the
lowest values for each region), which allows us to visualize
the relative differences. A surprising result is the annual
ratios of the parameterizations values for the global, the
NA, and the Arctic regions (Fig. 4 shows that this is not true on
monthly scales). The spread of the momentum flux results is
14% in all three regions, and even flux values themselves are
larger in the NA than globally and larger in the Arctic than in
the whole of the NA basin. In the NA region with winds
stronger than average for world ocean, the formula giving
highest momentum transfer results are the ones with highest
values for strong winds, with exception of Andreas et al.
(2012) which is lower due to its low values for lower winds
speeds. The smaller WS region, with winds that are, on
average, weaker than those of the whole Arctic (but stronger
than those of the whole NA), had slightly different ratios of
the resultant fluxes. For the tropical ocean, which is included
for comparison because of its weaker winds, the spread in
momentum flux values on an annual scale is 19%. The spreads
are even larger on monthly scales (not shown). The differ-
ence between A12 and Wu (1969) and NCEP/NCAR (the two
parameterizations producing the largest fluxes on monthly
scales) are 27% and 29% for the NA (in July), 31% and 36% for
the Arctic (in June), 42% and 51% for the WS region (in July),
and 23% and 22% for the tropical ocean (in April), respec-
tively. Seasonality in the tropics is weak, therefore, the
smallest monthly difference of 16% (July) is larger than
the difference for the global data in any month (the global
differences between the parameterizations have practically
no seasonality). On the other hand, the smallest monthly
differences between the parameterizations in the NA, the
Arctic, and the WS regions are all 7%, in the month of the
strongest winds (January).

Because the value of momentum flux is important for
ocean circulation, its correct calculation in coupled models
is very important, especially in the Arctic, where cold halo-
cline stratification depends on the amount of mixing (Fer,
2009). We show that with the parameterization used in
modelling, such as the NCEP/NCAR constant parameteriza-
tion and Large and Yeager (2004), production stress results
differ by about 5%, on average (both in the Arctic and
globally), and the whole range of parameterizations leads
to results that differ, on average, by 14% (more in low wind
areas) and much more on monthly scales. One aspect that
needs more research is the fact that the newest parameter-
ization, A12, produces less momentum flux than all the
previous ones, especially in lower winds (which, by the
way, continues the trend of decreasing values throughout
the history of the formulas discussed). The A12 parameter-
ization is based on the largest set of measurements of friction

velocity as a function of wind speed and utilizes the recently
discovered fact that b in equation (6) is not negligible. It also
fits the observations that developed swell at low wind velo-
city has celerity which leads to zero or even negative momen-
tum transfer (Grachev and Fairall, 2001). Therefore, the
significantly lower A12 results for the tropical ocean (the
trade wind region) and months of low winds elsewhere could
mean that most momentum transfer calculations are over-
estimated. This matter needs further study, preferably with
new empirical datasets. Based on our results, we still do not
know which one of the parameterizations can be recom-
mended as the most suitable for the NA and the EU study.
Further investigation of the differences in the parameteriza-
tion of the exchange coefficient in the various algorithm
would help in resolving this problem.

4. Conclusions

In the present work, we assessed how the choice of para-
meterization affects the momentum fluxes when calculated
on an ocean. This allows constraining of the uncertainty
caused by the parameterization choice.

Despite many measurements, the drag coefficient still has
wide variability at low and moderate wind speeds. The lower
the wind speed, the higher the uncertainty are, and at low
winds it is uncertainty by a factor of 0.5—1.5 depending on
the formula used, while at moderate winds it is uncertainty
by a factor of 1.5—2.0 (Fig. 1). The annual mean wind speed
in the NAis 10ms™", and in the EU it is 8.5ms".

We showed that the choice of drag coefficient parameter-
ization can lead to significant differences in resultant
momentum flux (or wind stress) values. Comparing the values
of momentum flux across the sea surface from the power law
parameterization, it showed that in both regions with low
and high winds, the parameterizations specified for all wind
speeds (Eq. (13) in Table 1) has lower values of wind stress
than the parameterizations specified for light winds (Eq. (7)
in Table 1). In the Arctic, the NA, and globally the differences
between the wind stress, depending on formula used, are 14%
and they are higher in low winds areas and can be much larger
on monthly scales, up to 29% in the NA and 36% in the EA (in
months of low winds), and even 50% locally in the area west of
Spitsbergen. For months that have the highest average winds,
the percentage differences are smaller (about 7% every-
where), but because the absolute value of the flux are largest
for high winds, this 7% discrepancy is also important for air-
sea momentum flux values.
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Summary The internally generated variability in the climate system, which is unrelated to
any external factors, can be conceptualized as “noise”. This noise is a constitutive element of
high-dimensional nonlinear models of such systems. In a three-layer nested simulation, which
is forced by climatological (periodic) atmospheric forcing and includes an (almost) global model,
a West-Pacific model, and South China Sea (SCS) model, we demonstrate that such “noise” builds
also ocean models. They generate variability by themselves without an external forcing. The

“noise” generation intensifies with higher resolution, which favors macroturbulence.

© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The climate system is a high-dimensional macroturbulent
system, which features many nonlinear processes. Based on
the concept of the “stochastic climate model” (Hasselmann,
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1976) the trajectory of the climate system can be described
as that of an inert system subject to internally generated
variations, which may be conceptualized as “noise”. Here,
we use the term “noise” to refer to variability which cannot be
traced back to external “drivers”. Instead, the variability is
generated internally.

The net-effect of very many degrees of freedom interact-
ing through many non-linearities is the creation of variability,
which is well described by the mathematical construct of
random processes. If this variability is really stochastic, or, in
other words: if God is really rolling a dice, is irrelevant, as we
cannot disentangle the high-dimensional dynamics, but we
find that the description as stochastic noise is doing the job.

Since macro-turbulence is an inherent part of the
dynamics of the climate system then such “noise” should
be present also in such models. Without such “noise”, the
climate system will be incompletely described and may lack

0078-3234/© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier Sp. z 0.0. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 1
South China Sea (SCS) model.

significant features. Therefore, the recognition of the
“noise” is helpful for scientists to explore the climate
dynamics and modeling.

“Noise” represents for certain issues a nuisance (hiding
real effects, as for instance when deriving eddy statistics
from satellite data) but is also constitutive for the dynamical
properties of the climate system (von Storch et al., 2001).
“Noise”, i.e., unprovoked, internal variability, has significant
implications for issues like “detection and attribution of
climate change” (Hasselmann, 1993) and for numerical
experimentation with climate models (Chervin and Schnei-
der, 1976; Weisse et al., 2000).

Since the nonlinear high-dimensional ocean system is part
of the climate system, we suggest that the ocean system
should also generate significant “noise”, which is unrelated
to any external factors (atmospheric forcing, lateral bound-
ary conditions, and so on). Moreover, since “noise” takes
place in climate models describing macro-turbulence, we
suggest that the formation of “noise” in the ocean model may
intensify with ocean model resolution increasing.

Some may find our suggestion about noise in ocean models
almost trivial; indeed, in the framework of the stochastic
climate model, it is mostly so. However, most climate mode-
lers hardly know about the stochastic climate model, and
it seems that many climate scientists are not aware of this
unprovoked variability. There seem to be quarter in the
climate science community, where efforts are made to find
“explanations” for whatever what appears as not normal, but
which may be simply the effect of this internal variability.

In the present study, we use a three-layer nested numer-
ical simulation, which is subject to climatological atmo-
spheric forcing, to test our hypothesis. The concerned
region in this study is the South China Sea (SCS). The existing
and intensity of “noise” in the SCS will be discussed in the
framework of this three-layer nested simulation. The model
resolutions change from coarse to fine, so the “noise” gen-
eration is conditioned by different model resolution.

The present paper is organized as follows. A brief intro-
duction the simulation setup is given in Section 2. The results
of the simulation and “noise” in the simulation are presented
in Section 3. Conclusions are summarized in Section 4.

The subject of this paper is not finding out how well the
simulations of the dynamics of the SCS are reproducing
observed features. Such studies have been plentiful (e.g.,

T ) T
120°W 60°W

The regions of the three-layer nested simulation, which includes an (almost) global model, a West-Pacific model, and a

Table 1 Spatial averages of the daily BS variances and SSH
variances in the SCS simulated by the three models.

SSH variance [m?]

Global WP SCS

BS variance [Sv?]

Global WP SCS

Model

Spring  0.5539 0.6141 1.1015 0.0004 0.0004 0.0005
Summer 1.0083 1.3374 2.2178 0.0010 0.0010 0.0012
Autumn  0.4382 0.6262 1.1739 0.0004 0.0004 0.0005
Winter  1.1281 1.3245 1.6055 0.0010 0.0009 0.0011

Wang et al., 2006; Zhang and von Storch, 2016), but the issue
dealt with here is merely the conceptual issue of “noise”
generation.

2. Simulation setup

The ocean model used in this study is the Hybrid Coordinate
Ocean Model (HYCOM). The HYCOM used in this study is a
primitive equation ocean general circulation model. Its ver-
tical coordinates are isopycnic in the open, stratified ocean,
but smoothly change to z coordinates in the weakly stratified
upper-ocean mixed layer, and change to terrain-following
sigma coordinate in shallow water regions, and back to
z-level coordinates in very shallow water (Bleck, 2002).
The vertical mixing schemes chosen in this paper is the
K-Profile Parameterization (KPP) scheme (Large et al.,
1994). The KPP scheme provides mixing throughout the water
column with an abrupt but smooth transition between the
vigorous mixing in the surface boundary and the relatively
weak diapycnal mixing in the ocean interior.

A three-layer nested numerical simulation in HYCOM is
performed, with an almost global model (60°S—54°N,
180°W—180°E) with 1° grid resolution, an embedded
West-Pacific (WP) model (6°S—48°N, 95°E—146°E) with 0.2°
grid resolution, an embedded South China Sea (SCS) model
(4°N—24°N, 98.4°E—124.4°E) with 0.04° grid resolution. The
different integration regions are shown in Fig. 1.

The global model starts from the state of zero velocity and
is run 50 model years. After 25 model years, the global model
reaches a (cyclo) stationary state. The fields of last 25 model
years in the global model are taken as the boundary forcing
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fields for the WP model. The fields in the 26th year of the
global model are taken as the initial state of the WP model,
which is run for 25 years. After 2 model years, the WP model
trajectory becomes stationary. The fields of last 23 model
years in the WP model are taken as the boundary forcing
fields for the SCS model. The fields in the 3rd year of the WP
model are taken as the initial state of the SCS model, and the
SCS model is run 23 model years. After 2 model years, the SCS
model reaches stationary.

The nested simulation is exposed to periodic climatological
atmospheric forcing, with a fixed annual cycle, and without
weather variability. The atmospheric forcing, including the net
shortwave longwave radiation, precipitation, air relative
humidity, air temperature, sea surface temperature, and wind
speed, are all from the monthly Comprehensive Ocean-Atmo-
sphere Data Set (COADS) climatology with 1 grid resolution.

The daily average data of the last 21 year in these three
models are used to study the “noise”. The barotropic stream-
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Figure 2 The spatial distributions of logarithm of daily variances of BS (top) and SSH (bottom) in the SCS simulated for summer and
winter by the global model (a, d; g, j), the WP model (b, e; h, k) and the SCS model (c, f; i, |).
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Figure 3 The annual number of eddy tracks in the W

function (BS) and sea surface height (SSH) simulated by these
three models are discussed in this study.

3. Results

3.1. The amount of variability of BS and SSH in
these three models

We measure the amount of variability by the variances of
daily values at each grid point. The variance is calculated by
subtracting the annual and semi-annual cycle. The annual
and semi-annual cycle are fitted from the full-time series by
harmonic analysis.

Table 1 lists variances of daily BS and SSH averaged across
the SCS. The BS variances in the WP model are increased
compared to the global model, and even larger variances can
be found in the SCS model. The SSH variances in the WP model
are approximately equal to that in the global model, and
slightly larger variances are found in the SCS model.

The maps in Fig. 2 show the spatial distributions of the
logarithm of BS variances and SSH variances in the SCS in two

20°N 1

16°N 1

12°N

8°N 1

(o]

105°E 108°E 111°E 114°E 117°E 120°E

14 16 22

Year

P simulation (blue bar) and in the SCS simulation (red bar).

seasons (summer and winter monsoon) simulated by these
three models (global, WP, and SCS). From the global model to
the SCS model, with the model resolution increasing, the BS
variances in the whole SCS strongly increase. In terms of SSH
the changes are regionally different: While in the northern
SCS, an increase from the global model to the SCS model is
emerging, in the southern SCS, the differences are small. We
suggest that the higher resolution model generates more or
more intense eddies, which leads to intensified variability on
all time scales (Hasselmann, 1976).

For comparing the eddies in the WP model and SCS model,
we employed an eddy detection and tracking algorithm to
search all eddies in the SCS. In order to compare, the SSH of
the SCS model is interpolated from 0.04° resolution to 0.2°
resolution. This algorithm only relies on the discrete SSHA
(Zhang and von Storch, 2018). The potential eddy points are
determined by the SSHA extrema in a moving 5 x 5 grid box
according to the suggestion of Faghmous et al. (2015), with a
relative intensity >5mm. The relative intensity (Rl) is
defined by the absolute SSHA difference of the extrema
and the mean SSHA of the other 24 neighbors in the box.
The eddy centers at the consecutive time steps that are
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Figure 4 The total number of eddy occurrence for the 21 model years in the WP model (a) and SCS model (b). The units are the
numbers of the eddy. The black lines indicate the 200 m isobaths.
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Figure 5 The first leading EOF patterns (in Sv) (a—f) and associated standardized principal component (PC1) (g—l) of the summer and
of winter mean BS in the SCS. The PC2 (m—r) and PC3 (s—x) of BS in the SCS in summer and winter are from the three-layer nested
simulation. The numbers in the bottom left corner of (a—f) indicate the percentages of variance described by the first leading EOF.
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Figure 6 The first leading EOF patterns of SSH (in m) (a—f) and associated standardized principal component (PC1) (g—l) of SSH in the
SCS in summer and winter from the three-layer nested simulation. The PC2 (m—r) and PC3 (s—x) of SSH in the SCS in summer and winter
are from the three-layer nested simulation. The numbers in the bottom left corner of (a—f) indicate the percentages of variance
described by the first leading EOF.
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Table 2 Cumulative percentages of variance described by the first three EOFs of BS (left) and SSH (right) in the SCS.

BS SSH

Global model WP model SCS model Global model WP model SCS model
Spring 84.5 81.3 56.6 85.7 80.9 57.8
Summer 74.3 75.3 53.3 90.5 67.7 52.8
Autumn 82.2 64.7 54.1 90.8 68.2 67.0
Winter 76.5 721 48.9 80.8 77.8 63.2

connected if their distance is < 25 km (considering the eddy
traveling speed < 25 km per day) and the Rl difference
is < 1.5 times of the Rl in the previous time step. For the
eddy tracks, the eddy should be tracked over at least 30 days.

Fig. 3 shows that the annual eddy track numbers gener-
ated by the WP model are in all years smaller than those
found in the SCS model. The eddy tracks numbers are com-
parable to those found by Chen et al. (2011) in satellite data.

Fig. 4 shows the distribution of eddy occurrence for the
21 model years in the WP model and the SCS model, according
to which the SCS model generates more eddies in the SCS,
especially in the northern SCS.

We conclude that, since the atmosphere forcing of these
three models is the same without any weather or interannual-
variability, this increased variability in higher resolution
models is internally generated by models.

3.2. Dominant modes of BS and SSH in these
three models

Empirical Orthogonal Functions (EOF) decompose the time
series of fields. A few orthogonal modes capture the main
variability (Lorenz, 1956; von Storch and Zwiers, 1999). We
apply the EOF decomposition to the BS and SSH fields in the
South China Sea. The EOFs have been normalized so that the
standard deviation of the time coefficients (principal com-
ponent, PC) is 1 — so that the different intensity of the EOFs is
given by the patterns.

Figs. 5 and 6 show the first leading EOF patterns and
associated standardized principal component (PC) for BS
and SSH, respectively. All the PCs of BS and SSH in these
three models appear stationary. The variability is not due to
trends, which may be indicative for equilibrating from an
initial state. Since the forcing in these three models is
periodic and “without weather”, these variations must be
caused by internal dynamics, likely in the spirit of the
“stochastic climate model”.

Table 2 lists the sum of percentages of variance described
by the first three EOFs for BS and SSH, respectively. We find
that the leading EOFs of BS in the global model represent a
higher percentage of cumulative variance than that in the WP
model, and the leading EOFs of BS in the WP model explain
the higher percentage of cumulative variance than that in the
SCS model. From the global model to the SCS model, with
model resolution increasing, the percentages of the sum of
variances represented by the first three EOFs for BS decrease
(except for summer).

The situations with of SSH are similar to that of BS, except
for winter: The first leading EOF of SSH in the global model
explains a lower percentage of variance than that in the WP

model (Fig. 6). We speculate that, because the resolution in
the global model is too coarse, the Kuroshio invasion path in
the global model is farther west and much broader than that
in reality and in the WP and SCS simulations — which is
reflected by a very strong first leading EOF (Fig. 6). There-
fore, the variability in the northern SCS in the global model is
exaggerated compared to both the WP and SCS model.

We conclude that higher resolution models generate more
“noise” so that a smaller percentage of the overall variability
is represented by the dominant EOFs in the higher resolution
models.

4. Conclusion

Basing on a three-layer nested simulation, which is forced by
periodic climatological atmospheric forcing, featuring a glo-
bal model, a West-Pacific model and South China Sea model,
we find that high-dimensional nonlinear-systems like ocean
dynamics generate variability by itself without an external
forcing, and that “noise” generations are stronger in models
with higher resolution, which favors the building of macro-
turbulence. Here “noise” is meant as variability which
emerges in an “unprovoked” manner, i.e., which is unrelated
to external drivers, and is not deterministically related to
initial conditions.

It is important to note that we are not referring to low-
dimensional non-linear systems which may generate beauti-
ful attractors and other phenomena, but high-dimensional
systems, whose variability maybe described by stochastic
processes.

Ocean models can generate “noise” by internal nonlinear
or stochastic dynamics, in the spirit of the “stochastic cli-
mate model”. From the global model to the SCS model, with
model resolution increasing, the “noise” generation
increase. The higher resolution models can internally gen-
erate variability, which is absent in the lower resolution
models. Because that higher resolution models generate
more “noise”, a smaller percentage of the overall variability
is represented by dominant EOFs in the higher resolution
models. The higher resolution models generate more
“noise”, which can motivate the generation of eddies in
the ocean. This is important for scientists who study eddies
in ocean models.

“Noise” may in some cases be a nuisance, but in dynamical
simulations, it is a constitutive element of the dynamics of the
system, which makes the dynamics richer, but creates the need
of statistical efforts for determining if a change is beyond the
range of internal variations. This becomes a significant issue
when studying the effects of climate change or numerical
experiments on the effect of formulating processes in models.
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So far, this practice is not widely recognized in ocean sciences
(but, see for instance Leroux et al., 2018), even if this mechan-
ism is an almost trivial consequence of the concept of the
stochastic climate model. In atmospheric sciences this is well-
known, which may be related to the fact that atmospheric
eddies have been part of the dynamics in most quasi-realistic
atmospheric models, while global ocean models have for long
operated with coarse resolution, without eddies but strong
numerical viscosity and diffusion so that the late Ernst Maier—
Reimer joked that older ocean models would be filled with
mustard and not with water.

Another factor, which may limit the role of such internal
variability in coastal seas, is the presence of tides, which acts
as a kind of viscosity, erasing quickly and efficiently the
emergence of non-forced long-living anomalies.
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KEYWORDS Summary The seasonal patterns of the denitrifiers (denitrifying bacteria) in the sediment of
Abundance; Daya Bay, southern China, were examined using quantitative PCR and high-throughput MiSeq
Community structure; sequencing methods in spring, summer and winter. The abundance and diversity of nirS-encoding
nirS-encoding denitrifiers were much higher than that of nirk-encoding denitrifiers, indicating that the former
denitrifiers; probably dominated the denitrification processes in sediments of Daya Bay. The average
nirk-encoding abundance and diversity of nirS-encoding denitrifiers were much higher in spring than that in
denitrifiers; summer and winter, on the other hand, the abundance of nirk-encoding denitrifiers showed the
Sediment; opposite pattern. The species composition of nirS-encoding denitrifiers community in spring
Daya Bay differed significantly from that in summer and winter, whereas, no significant difference existed

between summer and winter. The dominant environmental drivers for the diversity of community
species were NO,~, NO3~ and DO concentrations. The abundances of dominant genera of nirS-
encoding denitrifiers, Accumulibacter sp. and Cuprizvidus sp., were significantly higher in
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summer and winter than that in spring, and were negatively correlated with NO,~, NO; ™, and DO
concentrations (p < 0.05). In contrast, the abundances of Azoarcus sp. and Halomonas sp., were
highest in spring, and were positively correlated with NO;~ and NO,™ content (p < 0.05). For
nirk-encoding denitrifiers, a significant difference in community composition was observed
between spring and winter. No obvious correlation was found between community composition
of nirkK-encoding denitrifiers and environmental parameters.

© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Agricultural and other anthropogenic activities, e.g., mar-
iculture, result in increasing nitrogen load to freshwater and
marine systems, causing eutrophication problems. There-
fore, denitrification that removed “excess” N from the water
bodies plays an important role in alleviating eutrophication
(Abell et al., 2013; Bowen et al., 2014). Based on the con-
sequences of denitrification reactions, the nitrate was con-
sequently catalyzed by four kinds of enzymes, i.e., nitrate
reductase which was encoded by napA or narG genes, nitrite
reductase encoded by nirS or nirK genes, nitric oxide reduc-
tase encoded by norB or norZ genes, and nitrous oxide
reductase encoded by nosZ gene (Shrewsbury et al., 2016).
Among of them, the nitrite reductase which catalyzing the
reaction that leads to the formation of gaseous nitrogen
(nitric oxide) through nitrite, is the rate-limiting enzyme
for the denitrification processes (Baker et al., 2015; Chen
et al., 2013).

Nitrite reductase encoded either by nirK or nirS
are evolutionarily distinct but functionally equivalent
(Glockner et al., 1993; Shrewsbury et al., 2016). Therefore,
the bacteria which have either nirS or nirk gene are often
considered to be denitrifying bacteria and are found in a
variety of environments, including marine, estuarine, wet-
land and bay (Braker et al., 2000; Gao et al., 2016; Lee and
Francis, 2016; Li et al., 2017a). Previous studies reported
that the abundance and distribution of denitrifying bacteria
in sediments could be affected by various environmental
factors, including temperature, dissolved oxygen (DO), dis-
solved inorganic nitrogen (DIN, e.g., NO3~, NO,~ and NH,")
and organic matter content in sediments (Gao et al., 2016;
Huang et al., 2011; Li et al., 2017a; Reyna et al., 2010).
Reasonably, there were markedly spatial and temporal var-
iations in denitrifiers community profiles, e.g., the species
diversity and abundance (Gao et al., 2016; Yang et al.,
2015a).

Daya Bay, located in the northwestern part of the South
China Sea, is a typical subtropical bay with an area of
approximately 600 km?. Approximately 60% of the water in
the Bay is less than 10 m deep, and most of its water
originates from the South China Sea and three small rivers
(Ni et al., 2015; Wang et al., 2006). The rapid expanding of
coastal aquaculture and industries increased nitrogen load-
ing to the bay, which contributed to various environmental
issues in Daya Bay, such as eutrophication, annual algal
blooms, and hypoxia (Song et al., 2009). In recent years,
many studies have been carried out to address the ecological

and anthropogenic factors contributing to these effects
(Jiang et al., 2016; Ma et al., 2014; Wu et al., 2016,
2017a). Microorganisms associated with nitrogen cycle play
important role in the cycling and removal of nitrogen from
coastal waters. However, information on the distribution
profiles of nirk- and nirS-encoding denitrifiers, and the major
environmental drivers are still very limited.

In this study, quantitative polymerase chain reaction
(gPCR) and high-throughput MiSeq sequencing were used
to examine the seasonal patterns and environmental drivers
of denitrifying bacteria in sediments from Daya Bay. The
objectives were: (1) to investigate the seasonal patterns
of the nirS- and nirK-denitrifying bacteria inhabiting the
sediment of Daya Bay, and (2) to examine the key environ-
mental factors which determine the spatial-temporal het-
erogeneities of nirS- and nirK-denitrifying bacterial
community in Daya Bay. We hope to provide useful informa-
tion to further understand the responses of denitrifying
bacteria communities to environmental factors.

2. Material and methods
2.1. Study area and sample collection

Surface sediments were collected using an Ekman-Birge type
bottom sampler in winter (December 2015), spring (March
2016), and summer (August 2016) from four stations, i.e., D1,
D2, D3 and D4, in Daya Bay, Southern China (Fig. 1). Sediment
samples were gently placed on a white enamel tray
(30 cm x 60 cm), the top 2 cm sediment was collected using
a stainless steel ruler. For each sampling station, triplicate
samples of surface sediment were collected, mixed and
homogenized. Each sediment sample was further divided
into two parts: one was stored at —80°C for DNA extraction
and another one was stored at —20°C for sedimentary che-
mical parameters analyses.

2.2. Physiological and chemical parameters
analyses

At each sampling station, temperature, pH, salinity and DO
of overlying water were measured with a multiprobe sonde
(Yellow Springs Instrument Co., Dayton, OH, USA). Moisture
content (MC), total nitrogen (TN), sulfide, total organic
carbon (TOC), nitrate (NO3™), nitrite (NO,~) and ammonia
(NH,") of sediment were measured in laboratory. Sediment
samples (about 2 g) were weighed and then reweighed after


http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/

310 R. Shi et al./Oceanologia 61 (2019) 308—320

22. 85
22. 8-
Guangdong
22. 75
22.7-

22. 65—

22. 6

114. 85E

22. 5+ =
The South China Sea
22.45 | T I . T T T T
114.5 114.55 114.6 114.65 114.7 114.75 114.8
Figure 1 Sediment sampling stations in Daya Bay, Southern China.

dried at 60°C to a constant weight. The differences in
weights were defined as moisture content. In addition,
TOC were detected according to the method described in
Yang et al. (2015b). TN was measured using potassium
persulfate oxidation method. Sediment samples (about
0.1 g) that had already been dried at 60°C were dissolved
in 25 ml oxidant solutions (NaOH:K,S,0g =0.15M:0.15 M)
after homogenizing and grounding to fine powder. Aliquots
of the samples were then heated for 1h at 124°C and
centrifuged at 3000 x g for 10 min. 2 ml of the separated
supernatants were diluted with ultrapure water to 25 ml to
manually determine TN with a spectrophotometer (Shanghai
Precision Science Instrument Co. Ltd., Shanghai, China)
according to marine monitoring specifications (GB/T
12763.4-2007, 2007).

Sediment samples (10 g) mixed with KCl solution (2 M,
40 ml) were shaken with an oscillator for 1 h (200—300 rpm)
(Keeney and Nelson, 1982; Shrewsbury et al., 2016). Aliquots
of the samples were centrifuged at 3000 x g for 10 min and
then the supernatants obtained were diluted with KCl solu-
tion to 75 ml to determine NO;~, NO,~ and NH,4" concentra-
tions according to marine monitoring specifications (GB/T
12763.4-2007, 2007).

2.3. DNA extraction and high-throughput MiSeq
sequencing

The samples were centrifuged at 1000 x g for 30 s to ensure
consistency of sampling quantity. The centrifuged samples
(approximately 0.25 g) were then used for DNA extraction
with the ZymoBiomics DNA mini kit (Zymo Research Co.,
Irvine, CA, USA) following the manufacturer's instructions.
Purity and concentrations of the extracted DNA were exam-
ined using a spectrophotometer (NanoDrop Technologies
Inc., Wilmington, DE, USA) and were visualized with agarose
gel electrophoresis. The resultant DNA was then amplified
through PCR (the primers are listed in Table 1) and sequenced
using Solexa MiSeq Genome Analyzer (Illumina Inc., San
Diego, CA, USA). All the sequences used in this study are
publicly available at the NCBI Sequence Read Archive
(http://www.ncbi.nlm.nih.gov/Traces/sra) under gene
accession no. SRP125795.

2.4. Fluorescence quantitative PCR (qPCR)

The primers listed in Table 1 targeting the nirS and nirK genes
were applied to determine the abundance of denitrifying

Table 1  Oligonucleotide sequences of primers used for PCR and qPCR assays.

Target gene Primer Sequence [5'—3'] References

nirkK FlaCu ATCATGGTSCTGCCGCG Hallin and Lindgren (1999), Yi et al. (2015)
R3Cu GCCTCGATCAGRTTRTGGTT

nirS cd3aF GTSAACGTSAAGGARACSGG Throback et al. (2004), Zheng et al. (2015)
R3cdR GASTTCGGRTGSGTCTTGA
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bacteria by qPCR according to Yi et al. (2015). Linearized
plasmids containing nirS and nirK were used to generate
standard curves. All standard and sample reactions were
performed in triplicate, and all the standard curves showed
excellent correlations between the DNA template concen-
tration and the crossing point with high coefficients of
determination (R? > 0.99). The results indicated that the
qPCR efficiency values for nirS and nirk were 0.924 and
1.006, respectively. Finally, the abundance of nirS and nirk
genes was calculated based on the constructed standard
curve, and then converted into copies per gram of sediment.

2.5. Data analysis

Raw tags were quality-filtered by Trimmomatic (Bolger et al.,
2014) and merged by FLASH (Magoc and Salzberg, 2011) to
obtain the effective tags. After quality filtration, sequence
analysis of effective tags was performed using Uparse soft-
ware (Uparse v7.0.1001, http://drive5.com/uparse/), and
sequences with >97% similarity were assigned to the same
OTUs according to Wu et al. (2017b). A representative
sequence of each OTU was aligned with sequences down-
loaded from the FunGene database (Fish et al., 2013). Sta-
tistical analyses were performed using R version 3.3.3 (R Core
Team, Vienna, Austria). Alpha diversity indices (Chao1, Pie-
lou's evenness, Shannon—Wiener, and Simpson indices), Cor-
respondence analysis (CA) plots, heat maps and Mantel tests
were calculated and generated using R. Besides, Bray—Curtis
distance was used for the genera of nirS and OTUs of nirkK
distance metric, and euclidian distances were used to
describe the underlying structure of our environmental vari-
ables in mantel tests (Hollister et al., 2010; Yang et al.,
2015b).

Extended error bar plots were created using STAMP (Parks
et al., 2014). Phylogenetic tree was created by mega 7 pro-
gram with the maximum likelihood method and the reliability

of the tree topologies was estimated by performing
1000 bootstrapping replicates.

3. Results

3.1. Physiological and chemical characteristics
of sediment

The spatial and temporal patterns of salinity, pH, tempera-
ture, DO, MC, TOC, NO,~, NO;~, NH,*, and TN at each
sampling station are shown in Table 2. Temperature was
higher in summer than that in spring and winter. Salinity in
D1 was lower than the other stations in all seasons. Water DO
and NO,~ concentrations in all stations were highest in
spring, followed by winter and summer. TOC at D1 and D2
stations were higher than that at D3 and D4 stations. No
obvious spatial and temporal pattern of the other environ-
mental parameters was observed.

3.2. Abundance of nirS-encoding and nirK-
encoding denitrifiers

The abundance of nirS-encoding denitrifiers was 6.48—
20.34 x 10" copies g~' sediment in spring, which was about
10 times higher than the abundance in summer and winter
(1.44—66.76 x 108 copies g ' sediment) (p < 0.05) (Fig. 2A,
B). However, no significant differences were observed among
the three seasons, although the abundances of nirkK-encoding
denitrifiers in summer and winter were higher than that in
spring (Fig. 2C, D). In addition, the abundance of nirS was
higher than that of nirKin all the three seasons. In particular,
nirS abundance in spring was higher than abundance of nirKin
all seasons (p < 0.05). Generally, the abundance of nirS-
encoding and nirK-encoding denitrifiers at stations D2 and
D3 was higher than that at stations D1 and D4.

Table 2 Water and sediment selected properties at experimental sites in Daya Bay.

Season Station  Salinity  pH T DO" MC*© TOoCY NO, ¢ NO;~© NH," € TN'
[°C] [mgL™"]  [%] [%] [nmol g~ " dry weight] [wmol g~
dry weight]
Spring D1 31.05 8.04 19.9 13.08 64.02 1.4 17.42 19.60 0.13 26.99
D2 31.84 8.14 18.8 11.82 69.49 1.43  19.26 24.77 6.80 9.55
D3 32.77 8.2 19.1 9.98 49.69 0.85  13.46 13.72 3.09 59.61
D4 33.22 8.3 17.4 8.27 53.34 0.75  14.31 30.75 7.38 69.1
Summer D1 30.40 8.44 30.8 5.7 56.01 1.66  7.19 2.18 4.33 28.26
D2 31.95 8.45  30.0 6.47 63.95 1.42  8.25 9.03 0.01 21.59
D3 32.01 8.05 30.8 6.68 60.78  1.31 8.22 7.94 0.01 60.21
D4 31.85 8.16  30.9 7.45 39.71 074 3.67 4.21 0.005 32.11
Winter D1 33.34 8.16  19.34  8.32 72.97 198  15.11 25.97 2.19 26.19
D2 33.59 8.15 19.68 8.31 71.66 1.83  12.58 18.98 34.73 31.02
D3 34.47 8.13 18.16 8.01 44,63 0.64  6.42 13.61 18.03 6.37

2 T, water temperature.

b DO, water dissolved oxygen.

€ MC, the moisture content of sediment.

9 T0C, total organic carbon content of sediment.

€ NO,, NO3~ and NH4" concentrations of sediment.
f TN, total nitrogen content of sediment.
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Figure 2 Abundances of nirS (A, B) and nirK (C, D) genes in the sediment of Daya Bay, China. (A) and (C) error bars represent the
standard error of triplicate samples. (B) and (D) different lowercase letters represent statistically significant differences between

seasons (p < 0.05).

3.3. Community diversity of nirS- and
nirK-encoding denitrifiers

Totally 533,461 effective tags of nirS were obtained from
sediment samples. These tags were clustered into 4296 OTUs
with a similarity cut-off of 97%. The Shannon—Wiener indices
of nirS-encoding denitrifiers were 0.68—0.71 in spring, which
was significantly higher than that in summer and winter
(0.53—0.58) (p < 0.05) (Table 3). In addition, Pielou's even-
ness and Simpson (1/D) indices exhibited similar patterns as
the Shannon—Wiener index. No significant difference in the
species richness index (Chao1) was observed among the three
seasons (p > 0.05).

Similarly, 571,199 nirK tags were obtained and clustered
into 1123 OTUs with a similarity cut-off of 97%. The Chaof1,
Shannon—Wiener, and Simpson (1/D) indices of nirK-encoding
denitrifiers were lower than that of nirS-encoding denitri-
fiers, particularly in spring, although no significant difference
among the three seasons for any of the indices was observed
(p > 0.05).

3.4. Spatial and temporal distribution profiles of
nirS- and nirK-encoding bacterial communities

Spatial and temporal distributions of denitrifier communities
were compared using CA based on all OTUs (Fig. 3). The

distribution of nirS-encoding denitrifiers did not differ
between summer and winter. However, the distribution
was significantly different between spring and the other
seasons (Fig. 3A). An obvious difference in nirK-encoding
denitrifier communities was detected between spring and
winter (Fig. 3B). In spring, the community structures of nirS-
and nirK-encoding denitrifiers in station D1 were significantly
different from other stations.

3.5. Composition of nirS- and nirk-encoding
denitrifiers

The OTUs of nirS-encoding denitrifiers were assigned to
191 genera representing 20 different phyla. The dominant
phyla were Proteobacteria (42.43—64.89% of the total OTUs
at all stations) and Actinobacteria (0.09—3.75%, Fig. 4A).
Further analysis indicated that the identified members of
Proteobacteria belonged to four classes, i.e., Alphaproteo-
bacteria, Betaproteobacteria, Gammaproteobacteria and
Deltaproteobacteria, of which Betaproteobacteria and Gam-
maproteobacteria were the dominant classes.

The relative abundance of Betaproteobacteria in spring
(14.06—27.64% of the total OTUs) was slightly lower than that
in summer and winter (26.95—33.0%, Fig. 4A). However, all
genera abundance of Betaproteobacteria (except Vogesella
sp.) was significantly different between spring and the other
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Table 3 Richness and diversity estimates of nirS- and nirK-encoding bacteria in the Daya Bay sediment.
Gene Season Station OTUs Chaot Pielou's evenness Shannon—Wiener Simpson
index index [H] index [1/D]
nirS Spring D1 830 951.63 0.71 4.76 35.90
D2 868 961.51 0.68 4.60 33.13
D3 730 872.08 0.71 4.67 42.63
D4 746 866.23 0.68 4.50 30.58
Summer D2 953 953.19 0.53 3.61 12.32
D3 1108 1118.66 0.57 4.02 16.02
D4 980 965.81 0.58 3.99 14.56
Winter D2 1136 1175.42 0.58 4.12 17.52
D3 709 722.28 0.54 3.57 12.60
D4 1168 1211.16 0.56 3.94 15.07
nirk Spring D1 619 688.00 0.68 4.38 24.05
D2 631 645.53 0.67 4.33 14.58
D3 602 653.07 0.63 4.02 8.46
D4 528 578.83 0.50 3.16 5.05
Summer D2 665 724.70 0.57 3.68 8.16
D3 672 711.28 0.61 4.00 8.38
D4 616 658.02 0.59 3.80 7.15
Winter D2 666 740.45 0.50 3.23 5.70
D3 613 662.08 0.57 3.68 8.07
D4 589 641.64 0.64 4.10 16.70

seasons (p < 0.05, Fig. 4B). Azoarcus sp. and Polymorphum
sp. were the dominant genera in spring, whereas Accumuli-
bacter sp. and Cuprizvidus sp. were the dominant genera in
summer and winter. The relative abundance of Gammapro-
teobacteria was significantly higher in spring (24.56—29.23%)
than in summer and winter (9.37—12.36%). Halomonas sp.
and Pseudomonas sp. were highest in spring compared to that
in summer and winter (p < 0.05).

Compared with Betaproteobacteria and Gammaproteo-
bacteria, the abundance of Alphaproteobacteria and Delta-
proteobacteria was found to be lower. The dominant genera
of the Alphaproteobacteria were Azospirillum sp. and Poly-
morphum sp. in spring and Magnetospirillum sp. and Bradyr-
hizobium sp. in summer and winter, and the dominant genus
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of Deltaproteobacteria was Myxococcus sp. in summer and
winter. The abundance of Polymorphum sp., Bradyrhizobium
sp., and Myxococcus sp. differed significantly between spring
and the other seasons (p < 0.05, Fig. 4B). In addition, the
relative abundance of Actinobacteria, whose dominant genus
was Kocuria sp., was highest in spring (p < 0.05). There was
no significant difference in the abundance of nirS-encoding
denitrifiers between summer and winter.

Phylogenetic analysis indicated that a large proportion of
unique OTUs matched uncultured environmental nirK assem-
blages. It was also observed that the majority of OTUs closely
matched to sequences retrieved from GenBank belonged to
samples isolated from estuaries (e.g., San Francisco Bay and
Yellow River Estuary), marine habitats (e.g., Arabian Sea and
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Figure 3 Community structures of nirS- (A) and nirK-encoding bacteria (B). Ordination plots from correspondence analysis (CA) were
generated based on OTUs of denitrifying bacteria in sediment of Daya Bay, China.
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Figure 4 Taxonomic classification (A) and extended error bar plot (B) of nirS-encoding denitrifiers. Genera with low proportions
(<0.05%) at all stations were grouped with corresponding phyla, classes, or others to increase readability.

East China Sea), wetland restoration sites, and landfill cover
soils (Fig. 5). Furthermore, database alignment indicated
that only 4.73% of nirK OTUs could be assigned to Proteo-
bacteria because of limited available databases. Therefore,
further analysis of the nirk gene was restricted to the most
abundant 50 OTUs, which were assigned to clusters A—D
based on phylogenetic analysis (Fig. 5). The dominant cluster
at all sampling stations was cluster B (26.66—67.49% of
the total OTUs at all stations), followed by cluster A

(5.23—44.13%), cluster D (6.44—13.0%), and cluster C
(0.53—4.46%, Fig. 6A).

The results indicated that the relative abundance of
cluster A, which was phylogenetically similar to Proteobac-
teria, was highest in winter (25.80—44.13%), followed by
summer (10.43—28.76%), and spring (5.23—23.96%,
Fig. 6A). A decreasing trend in the relative abundance of
cluster A was observed from stations D2, D3 to D4 in all
seasons. Whereas, the relative abundance of cluster B was
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Figure 5 Maximum likelihood phylogenetic tree of nirkK
sequences isolated from Daya Bay, China. Bootstrap values
greater than 50% (n=1000) are shown with solid circles and
those less than 50% are shown with open circles on the corre-
sponding nodes.

highest in spring (30.15—67.49%), followed by summer
(34.35—47.74%), and winter (26.66—36.86%) and an increas-
ing trend was observed from stations D2, D3 to D4 in all
seasons. Compared with clusters A and B, the relative abun-
dance of clusters C and D was relatively low and evenly
distributed across all stations and seasons. In addition, the
abundance of OTU15, OTU23, and OTU37 was significantly
higher in summer compared with spring (p < 0.05, Fig. 6B).
However, the distribution of OTU24 and OTU31 was signifi-
cantly higher in spring than in winter (p < 0.05). The dis-
tribution of OTU26, OTU44, and OTU49 was significantly
higher in summer than in winter (p < 0.05).

3.6. Relationships between denitrifying bacteria
and environmental factors

Mantel test indicated that DO, NO,™ and NOs;™ contents were
the most key factors significantly shaping nirS-encoding
denitrifier communities (Table 4, p < 0.05). Thus, nirS-
encoding denitrifiers, whose proportions were higher than
0.05% in all sampling sites, were divided into three groups

based on the correlation between their abundance and
environmental factors (Fig. 7A). The representative genera
of the first group were Marinobacter sp., Myxococcus sp.,
Bradyrhizobium sp., Cuprizvidus sp., Magnetospirillum sp.,
and Accumulibacter sp. Their abundances were negatively
correlated with NO,~, NO;~ and DO content, however, posi-
tively correlated with temperature. In contrast, for the
second group, the representative genera were Azospirillum
sp., Azoarcus sp., Halomonas sp., Polymorphum sp., and
Kocuria sp. Their abundances were positively correlated with
NO,, NO;~ and DO content, however, negatively correlated
with temperature. For the third group, the representative
genera were Paracoccus sp., Pseudomonas sp., and Coryne-
bacterium sp., abundance was correlated with salinity and
TOC.

No significant correlationship between environmental fac-
tors and nirk-encoding denitrifier communities was observed
(Table 4, p > 0.05). However, for those nirK-encoding deni-
trifiers whose mean relative abundance of OTUs > 0.5% still
can be divided into four groups (Fig. 7B). The abundance of
representative OTU of OTU15 in the first group was signifi-
cantly negatively correlated with NO,~, NO;~ and DO content
(p < 0.05), but positively correlated with temperature. For
the second group, the abundances of 0TU22 and OTU36 were
positively correlated with TN content, but negatively corre-
lated with TOC (p < 0.05). For the third group, the abun-
dances of OTUs of OTU25, OTU33, OTU39, OTU41 and OTU47
were positively correlated with DO. For the fourth group, the
abundances of OTU11 and OTU12 were positively correlated
with TOC, MC and NH,".

4. Discussion

In the present study, both nirK- and nirS-encoding denitri-
fiers, which had been reported to be widespread in various
sediments, were detected in the sediment of Daya Bay, China
(Alcantara-Hernandez et al., 2014; Chen et al., 2017; Li
et al., 2017a; Tang et al., 2016), and the abundance and
community diversity of nirk-encoding denitrifiers were much
lower than nirS-encoding denitrifiers. This was probably due
to their different ecological strategies or niches, such as the
requirement for different enzyme substrates (Huang et al.,
2011). Our results were consistent with previous studies
which reported that nirS-encoding denitrifiers were more
widespread than nirK-encoding denitrifiers in sediments of
the Yellow River Estuary (Li et al., 2017a), San Francisco Bay
(Lee and Francis, 2016) and the Elkhorn Slough Estuary (Smith
etal., 2015). Since the proportion of nir gene determines the
potential denitrification rate, the denitrifying potential of
nirS-encoding bacteria is significantly greater than that of
nirk-encoding bacteria (Graham et al., 2010). In addition,
the higher community diversity of nirS-encoding denitrifiers
indicated that they had stronger environmental adaptiveness
than nirK-encoding denitrifiers.

It is reasonable that higher variations in environmental
factor, e.g., temperature variation between summer and
winter, may lead to significant changes in biological commu-
nities. However, in the present study, the abundance
and composition of nirS-encoding denitrifiers did not differ
significantly between summer and winter. A similar finding
was reported by Gao et al. (2016), they found that the
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Figure 6 Taxonomic classification (A) and extended error bar plot (B) of nirk-encoding denitrifiers. The analysis was based on the

most abundant 50 OTUs from different sampling station.

distribution and composition of nirS-encoding denitrifiers had
a significant latitudinal differentiation, but without a seaso-
nal shift between summer and winter. Nevertheless, greater
differences were found between spring and the other sea-
sons. For example, significant differences in abundance and
composition of nirS-encoding denitrifiers were detected
between spring and the other seasons, with NO,  and
DO concentrations as the dominant environmental drivers
(Figs. 7 and 8). Similarly, significant community differencesin
nirK-encoding denitrifiers were also detected between spring
and winter. The abundance of nirS-encoding denitrifiers
was highest in spring (p < 0.05), however, the abundance
of nirk-encoding denitrifiers was lowest in spring.

The significant community differences between spring and
the other seasons may be due to the different requirements
of bacteria on DO, NO,"and NO5 ™, which tended to be higher
in spring than in summer or winter in Daya Bay, located at a
subtropical zone. In spring, the light intensity and water
temperature could promote the growth of phytoplankton,
which might result in high levels of DO in the overlying water.
High levels of DO promote ammonia-oxidizing process at the
surface of sediment, providing the substrates (e.g., NO,~ and
NOs™) for denitrifying bacteria (Abell et al., 2013; Smith
et al., 2015). Consistently, in the present study, the evenness

and diversity of nirS-encoding denitrifiers were positively

correlated with DO, NO,~ and NOs;~ concentrations
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Table 4 Relationships between environmental factors and community composition of nirS genera or nirK OTUs based on

Spearman's rank correlation of Mantel test.

nirS

nirk

Mantel statistic (r)

Significance (p)

Mantel statistic (r) Significance (p)

Salinity 0.18 0.13
pH —0.10 0.67
Temperature 0.13 0.19
DO? 0.44 0.024
McP —0.13 0.77
TOCC —-0.12 0.77
NO,~ 0.61 0.004
NO; ™ 0.35 0.025
NH4* 0.03 0.41
TN —0.03 0.52

0.29 0.10
—0.05 0.54
—0.18 0.83
0.29 0.13
—0.003 0.50
0.16 0.19
0.16 0.19
0.23 0.16
0.12 0.29
0.07 0.33

3 DO, dissolved oxygen; ® MC, moisture content; € TOC, total organic carbon; ¢ TN, total nitrogen.

Bold-faced entries indicate significance values in which p < 0.05.

(Fig. 8). In addition, the bacterial growth can be promoted by
the dissolved organic matters from phytoplankton metabo-
lism (Li et al., 2017b). On the other hand, the competition
between nirS-encoding and nirK-encoding denitrifiers could
be a possible reason for the lower abundance of nirK-encod-
ing denitrifiers in spring. Furthermore, the abundance and
distribution of nirS- and nirk-encoding denitrifiers at station
D1 were significantly different from that at the other sta-
tions. This could be due to D1 located near the Dan'ao River
estuary in Daya Bay. This river lead to higher nutrients (e.g.,
nitrogen and phosphate) input to the bay (Ke et al., 2017).
This may also influence the amount of phytoplankton and
other environmental factors related to the denitrification
processes.

>

In accordance with previous studies (Braker et al., 2000;
Kim et al., 2016), the compositions of nirS-encoding and nirk-
encoding denitrifiers were typical of sediment environments,
with Proteobacteria being the dominant phylum. This phylum
exhibits relatively high phylogenetic and phenotypic diver-
sities, which may explain its ability to colonize a large range
of aquatic environments (He and Zhang, 2016; Liu et al.,
2015). Within the Proteobacteria community, Betaproteo-
bacteria and Gammaproteobacteria were the two dominant
classes of nirS-encoding denitrifiers in the Daya Bay. In
particular, Betaproteobacteria, which has a strong ability
to decompose organic matter (Fahy et al., 2006; Patel
et al., 2014), was the most abundant denitrifier in
the present study. In addition, a minority of nirS-encoding
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denitrifier was assigned to the Actinobacteria phylum. Rea-
sonably, the dominant clusters of nirkK-encoding denitrifiers
at all stations were B and A clusters, which were phylogen-
etically similar to Proteobacteria.

Overlying water quality and sediment characteristics such
as salinity, temperature, TOC, MC, NO,~, and NH4" concen-
tration have been demonstrated to be associated with sedi-
ment denitrification in aquatic ecosystems (Gao et al., 2016;
Giles et al., 2017; Liu et al., 2018; Long et al., 2017; Wang
et al., 2013). The present study indicated that NO,~, NO3™
and DO were the most important factors influencing nirS-
encoding denitrifier communities in Daya Bay. It had been
reported that denitrification occurred predominantly in sub-
oxic and anoxic environments (Huang et al., 2011; Gao et al.,
2016; Yang et al., 2015a), however, serious hypoxic condition
could inhibit the growth of denitrifying bacteria due to the
lack of NO,~ and NO3~, since they were produced from
ammonia-oxidizing reactions which need enough oxygen in
the sediment (Testa et al., 2015). The deficiency of reaction
substrates resulted in the dominance of Accumulibacter sp.,
Cuprizvidus sp., Bradyrhizobium sp., Magnetospirillum sp.,
and Myxococcus sp. in nirS-encoding denitrifiers communities
in summer and winter, with the abundance of Accumulibacter
sp. and Cuprizvidus sp. significantly higher than that in spring
(p < 0.05). The community structure of nirS-encoding deni-
trifiers changed in spring due to the higher levels of NOs,
NO,~ and DO. Accordingly, the genera Azoarcus sp., Poly-
morphum sp., Halomonas sp., Pseudomonas sp., Azospiril-
lum sp., Polymorphum sp., and Kocuria sp. became the
dominant denitrifying bacteria in spring. The abundances
of Azoarcus sp. and Halomonas sp. were highest in spring
and were positively correlated with NOs;~, and NO, ™ concen-
trations (p < 0.05, Fig. 7A). On the other hand, correlations
between the OTUs of nirkK-encoding denitrifiers and environ-
mental factors were relatively weak. The possible reasons for
this could be due to nirK-encoding denitrifiers were not so
sensitive to environmental variation as nirS-encoding deni-
trifiers and/or in this study the correlation coefficients were
calculated based on a relatively small taxon of OTUs.

It has been reported that almost all denitrifying bacteria
are heterotrophic and the spatial distribution of them is
probably impacted by TOC, which is the primary electron
donor for respiration by denitrifiers (Burgin and Hamilton,
2007; Huang et al., 2011; Ibekwe et al., 2016; Wu et al.,
2017b). In the present study, positive relationships between
the sediment TOC content and richness of denitrifying

bacteria were detected (p < 0.05, Fig. 8), this was in agree-
ment with previous studies (Bruesewitz et al., 2011; Small
etal., 2016). In addition to the amount of organic matter, the
diversity of nirS- and nirk-encoding denitrifiers may also be
regulated by the quality of organic matter such as organic
composition and size spectra (Liu et al., 2018; Stelzer et al.,
2014). Further studies are needed to test the influences of
seasonal variations in organic matter quality in sediment on
denitrifiers community in Daya Bay.
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KEYWORDS Summary In this study, the multi-time-scale variability of the South English Channel (case of the
Sea level dynamic; Seine Bay, North France) sea level and its exceptional events have been investigated in relation with
Envelope approach; the global climate patterns by the use of wavelet multi-resolution decomposition techniques. The
Demodulated surges; analysis has been focused on surges demodulating by an envelope approach. The low-frequency
Storm events; components of the interannual (2.1-yr, 4-yr, 7.8-yr) and the interdecadal (15.6-yr and 21.2-yr) time-
Climate patterns scales, extracted from 46-years demodulated surges, have been correlated to 36 exceptional stormy

events according to their intensity. Results have revealed five categories of storms function on their
correlation with the interannual and the interdecadal demodulated surges: events with high energy
are manifested at the full scales while moderate events are only observed at the interannual scales.
The succession of storms is mainly carried by the last positive oscillations of the interannual and the
interdecadal scales. A statistical downscaling approach integrating the discrete wavelet multi-
resolution analysis for each time-scale has been used to investigate the connection between the
local dynamic of surges and the global atmospheric circulation from SLP composites. This relation
illustrates dipolar patterns of high-low pressures suggesting positive anomalies at the interdecadal
scales of 15.6-yr and 21.3-yr and the interannual scales of 4-yr while negative anomalies at 7.8-yr
should be related to a series of physical mechanisms linked to the North-Atlantic and ocean/
atmospheric circulation oscillating at the same time-scales. The increasing storm frequency is
probably related to the Gulf Stream variation and its weakening trend in the last years.
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1. Introduction

During the last decades and in relation with the global
evolution induced by climate change, the oceanographic
scientific community have devoted their efforts to improve
our understanding of the impacts of climate fluctuations on
coastal hydrodynamic variability, in particular during stormy
events. Several approaches have been extensively employed
to investigate the extreme physical dynamic of the sea level
and simulate the impact of the global climate oscillations for
providing different coastal projections. For this reason,
determining how and to what extent the large-scale climate
oscillations can be identified in the oceanographic para-
meters and storm surges is required.

In the present context of global changes, the combined
effects of the sea level rise and the land loss are commonly
mentioned as a consequence of climate variability (e.g.,
Devoy, 2008; Nicholls et al., 2010). In the same context,
the land loss itself is often a result of an increasing storminess
responsible for coastal erosion (Stive et al., 2002) or flooding
areas whose repeated restoration might be inefficient and
the land is abandoned.

The acceleration of the sea level rise along the coastal
mid-Atlantic in recent decades, where the climate is strongly
influenced by the Gulf Stream (GS), is possibly caused by the
Atlantic Meridional Overturning Circulation (AMOC) and its
upper branch, the GS. Consequently, coastal communities
have observed a significant increase in flooding frequency in
the last years (Mitchell et al., 2013).

By the hypothesis that the variation in the GS location and
strength is responsible on changes in the sea surface height
gradient across the GS and, consequently, the sea level
variability on both sides of the stream, the elevation of
the sea surface gradient is proportional to the surface velo-
city of the GS. Then, the weakening of the GS strength will
raise the sea level northwest of the GS; which is suggested by
several recent studies (e.g., Ezer and Corlett, 2012; Ezer
et al., 2013; Levermann et al., 2005; Sallenger et al., 2012).
The impact of the GS variation on coastal sea level has been
demonstrated by many observations (Sweet et al., 2009) and
circulations models (Ezer, 2001) of the Atlantic Oceans and,
also, by Global Climate models (Yin et al., 2009).

The effects of continuous changes in atmospheric patterns
on sea level dynamic and stormy events have been investi-
gated through a series of probabilistic approaches based on of
climate indices by the use of nonstationary analyses of
extremes (e.g. Minguez et al., 2012). Marcos et al. (2012)
have related changes in the median and the higher-order
percentiles of observed water levels in the Mediterranean
Sea by the large-scale atmospheric circulation of winter
North Atlantic Oscillation (NAO). Moreover, Menendez and
Woodworth (2010) have demonstrated that changes in
extreme events are due to changes in mean sea levels; they
have reported the important role of the NAO and the Arctic
Oscillation (AO) indices on the extreme sea level variability
along the European coasts. Then, Masina et al. (2015) have
shown a similar behavior between the regional and global
scales at Venice and Porto Corsini (Adriatic Sea) from a
detailed analysis of the annual mean sea level evolution.
They have evidenced a relation between increasing extreme
water levels since the 1990s and changes in wind regime, in

particular, the intensification of Bora and Sirocco winds
events whose intensity and frequency have been increased
after the second half of the 20th century.

One of the challenges in investigating the sea level
dynamic with global patterns related to Climate circulation
is how to identify the multi-scale variability associated with
the different physical processes involved.

In the framework of the further altimetry mission of Sur-
face Water and Ocean Topography (SWOT), planned for
launch in 2021, Turki et al. (2015) have investigated the
low-frequencies of the sea level variability in the eastern
English Channel (NW France) at annual and inter-monthly
scales. Such changes result from the combining effect of
meteorological and oceanography forces with an important
contribution of the hydrological signal coming from the Seine
river; the climate signature of the NAO circulation is also
observed at the annual scales. Massei et al. (2017) have
focused on the relation of the local Seine hydrological varia-
bility with the global climate patterns, and the time-scale
dependence of this connection by developing a downscaling
modeling basing on an empirical statistical approach. Their
works have shown that the multi-scale links between the sea
level pressure (SLP) and the regional hydrological variations
are statistically significant for frequencies greater than
2 years (3.2-yr, 7.2-yr and 19.3-yr); they should be caused
by coupling effects of North-Atlantic oceanic paths and atmo-
spheric circulation.

In this context, the present research has been carried out
to investigate the multi-time-scale variability of the sea level
in the Seine Bay (South English Channel) and its exceptional
events in relation with the global climate patterns by the use
of high-resolution spectral techniques. A special focus is
devoted to the connection of stormy events and their occur-
rence with the atmospheric circulation. The paper is orga-
nized as follow. After the introduction, the second section
presents the data and the methodological approach used.
Section 3 provides all results and discussions of the multi-
scale sea level variability in relation to the exceptional
events and the teleconnections of the atmospheric circula-
tion. Finally, some concluding remarks and further
researches are presented in Section 4.

2. Data and methodological approach
2.1. Sea level and climatological data set

Hourly sea level measurements, extracted from Le Havre tide
gauge between 1964 and 2010, have been provided by the
National Navy Hydrographic Service (http://refmar.shom.fr/
en/home); see Fig. 1. Climatological data in the North
Atlantic zone have been extracted from the National Center
for Environmental Prediction and National Center for Atmo-
spheric Research-1 (NCEP/NCAR-1) reanalysis (Kalhay et al.,
1996) with a time resolution of a month. This dataset repre-
sents the North Atlantic atmospheric dynamics over the
North Atlantic region (75°W—35°E and 15°E—75°N) with a
horizontal spatial resolution of 2.5*2.5 (i.e., 1125 grid-
points). As suggested by previous researches, SLP field is
considered as a good indicator for the local hydro-climatic
conditions (e.g., Massei et al., 2017; Ruigar and Golian,
2015); it has been used in the present analysis and will be
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referred to “large scale” in the subsequent parts of the
analysis while local scale” refers to the sea level.

2.2. Tidal modulation and residual sea level

The total sea level height, resulting from the astronomical
and the meteorological processes, exhibits a temporal non-
stationarity explained by the combining effects of the long-
term trend in the mean sea level, the modulation by the
deterministic tidal component and the stochastic signal of
surges, and the interactions between tides and surges. The
occurrence of extreme sea levels is controlled by periods of
high astronomically generated tides, in particular at inter-
annual scales when two phenomena of precession cause
systematic variation of high tides. The modulation of tides
contributes to the enhanced risk of coastal flooding.

The separation between tidal and non-tidal signals is an
important task in any analysis of sea level timeseries. The
stochastic component associated with the non-tidal variation
in the Seine Bay, extracted from Le Havre tide gauge, is
mainly explained by the meteorological and the hydrological
effects of the Seine river reaching the bay during flood
events. By the hypothesis of independence between the
astronomical and the stochastic effects, the non-linear rela-
tionship between both components is not considered to
separate the tidal modulation from the total sea level.

Using the classical harmonic analysis, the tidal component
has been modeled as the sum of a finite set of sinusoids at

Study area: the Seine Bay located in the south-eastern English Channel (NW France).

specific frequencies to determine the determinist phase/
amplitude of each sinusoid and predict the astronomical
component of tides. In order to obtain a quantitative assess-
ment of the non-tidal contribution in storminess changes,
technical methods basing on MATLAB t-tide package have
been used to estimate year-by-tear tidal constituents. The
sea level measurements present strong tidal modulations
which have long been recognized by their significant effects
on long-term changes (e.g., Gratiot et al., 2008); in parti-
cular, those produced at inter-annual scales. These processes
result from 18.61-year lunar nodal cycle and the 8.85-year
cycle of lunar perigee and influence the sea level as a quasi
4.4-year cycle (Menendez and Woodworth, 2010; Wood,
2001; Woodworth and Blackman, 2004).

A year-by-year tidal simulation (Shaw and Tsimplis, 2010)
has been applied to the sea level timeseries to determine the
amplitude and the phase of tidal modulations using harmonic
analysis fitted to 18.61, 9.305, 8.85, and 4.425-year sinusoi-
dal signals (Pugh, 1987).

2.3. Demodulated surges by the use of envelope
technique

Once the annual sea level trend and the tidal components
have been removed, the residual signal has been used as
'surges’ to be demodulated by an envelope approach, a
preliminary step before the frequency decomposition by
the multi-resolution wavelet.
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Determining envelopes of a statistical signal is generally
used for detecting the amplitude modulation. In the present
research, the objective is to detect if any (and what) under-
lying low- frequency component controls the variations of the
sea level signal amplitude. The most known envelope is the
analytic one based on the Hilbert transform. However and in
practice, calculating envelopes of real signals in environ-
mental contexts is different from analytic ones, although
these uniquely define envelopes (Yang, 2017). The most
methods for envelope identification depend on extrema
detection followed by a low-pass filter. The envelopes of
real signals are obtained using a spline interpolation from
extrema sequences, as used for instance in the empirical
mode decomposition (EMD) (Massei and Fournier, 2012; Mas-
sei et al., 2017). Here, the present work is more particularly
interested in high surges with extreme values from consider-
ing only the upper envelope of a real-valued surge signal by
identifying all the local maxima and interpolating between
them using a cubic spline.

2.4. Atmospheric composite maps

The relationship between the local sea level variability and
the global atmospheric patterns has been investigated to
identify the physical links at different time-scales by the use
of the Sea Level Pressure (SLP) field. The procedure for
investigating this global/local scale connection consists in
decomposing both the SLP field and the surge signal across
the different time-scales into a series of wavelet details (WD)
using a multiresolution analysis.

Then, for each wavelet time-scale, an associated SLP
composite map is constructed by: (1) calculating the
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point-wise (i.e. at each grid-point) positive temporal mean
of the SLP field WD at this scale for high values of the
corresponding surge WD, (2) similarly, calculate the point-
wise negative temporal mean of SLP field WD for low values of
surge WD, (3) computing the difference positive mean-nega-
tive mean SLP value at each grid point (Massei et al., 2017).
Here, “high” and “low” values of sea level WD have been
chosen such as they exceed +0.5 or fall below —0.5 standard
deviation (SD). Statistically significant regions have been
estimated for each wavelet scale from the highest to the
lowest frequencies; the degrees of freedom has been
adjusted according to the wavelet scale and the “effective”
sample size N from the actual sample size N has been
calculated according to the first order autocorrelation coef-
ficient AR[1] of each of the two positive and negative mean
SLP WD (Mitchell et al., 1966).

3. Results and discussions

3.1. Sea level dynamic and exceptional events in
the Seine Bay

The sea level variability in the Seine Bay has been investi-
gated from the 46-year record. Once the tidal components
and the regressive trend of the sea level rise were removed,
the signal of surges has been demodulated by an envelope
approach; then, the upper envelope has been calculated by
joining local extrema and using a spline function (Fig. 2a).

Taking the Fourier transform of the original and the
demodulated surges, the spectrums Ss and Ssy have been
simulated in Fig. 2b with the aim to illustrate the different
frequency components characterizing each signal. Compar-

a) 0:2=} T T T T T T T T T T T T T T T T T T T T T T
~ %7 ‘ I ’ ! ' ' ‘ ) ‘ ' ‘ |
e "L Wb ’\HM D o A W
g i IW i 1 i 14'4’" 1"" 1""' i M ""h‘ i -”"’1‘( i
~ el I I 1
-0.2 | | | 1 | | 1 | | | | | | | | | I | | | | |
Time
b) -
Spectrum of original surges S Spectrum of demodulated surges S, Spectrum S - Sy,
= Jy
y : N
3. ) f
% ~ »\ IR //\\\/ /\;J /‘ W
T o " f . \/ \} i
il 1
da F f \ I ] \/F ‘//“M \ - \ {111y
\W A/ WN LM '|‘\ L | ] J |
T Urrequency (momth " Frequency (month®)  Frequency (month)
Figure 2 (a) The maxima envelope (thick line) of the mean monthly surges (thin line) between 1961 and 2010; (b) spectrum of the

original Ss, demodulated Ssy, surges, and the difference Ss—Sspm.
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ing both spectrums shows that the interpolative envelope
contains the message signal of the original surges: similarities
of the main components with the most vibration of the high-
frequency components in the original signal vs a clear illus-
tration of low-frequency components in the demodulated
signal. Hence, the simulated upper envelope can be used to
modulate the main information of nonstationary surges.

The interpolative envelope, used for demodulating non-
stationary surges, contains the lower chirp signal component
with the fault characteristic frequency and its harmonic
interferences. The demodulated surges cover a series of
frequencies with different time-periods able to reconstruct
the most variability of the original signal. This result confirms
the last investigations reported by Yang (2017); they have
concluded that the envelopes of real-valued stationary and
nonstationary signals contain some low-frequency compo-
nents of the original signal and some new components gen-
erated by the new-Nyquist extrema sampling.

Fig. 3 displays the continuous wavelet spectrum of the
total sea level (a), surges (b) and the demodulated surges (c).
The first spectrum (Fig. 3a) shows that most of the energy is
homogenously located around 1-yr with more than 90% of the
total variance. By removing the astronomical components,
the signal of surges reveals the existence of frequencies
lower than 1-yr, differently distributed at 2-yr and 4-yr
scales; it illustrates a non-homogenous repartition during
the period 1964—2010 (Fig. 3b) with two peaks of energy
in both periods 1970—1980 and 2000—2001. The 2-yr and 4-yr
frequencies are even more pronounced in the spectrum of
the demodulated surges where the interannual and the
interdecadal frequencies of 8-yr and 15-yr, respectively,
are clearly structured with a high concentration of energy
(Fig. 3c).

A multiresolution analysis has been applied to the demo-
dulated surges with the aim to extract the different compo-
nents explaining the total variability of the envelope. The
process has resulted in the separation of 9 components, the
so-called wavelet details numbered from D1 to D9.

The different wavelet details have been associated to the
following time-scales: intermonthly (D1, D2 and D3), annual
(D4), interannual (D5, D6 and D7) and interdecadal (D8 and
D9) scales. The most part of these frequencies has been
illustrated as peaks of energy in the continuous wavelet
spectrum (Fig. 3c).

The focus of the present research is to investigate the key
role of the low-frequency components (higher than 2-yr) with
a mean explaining variance of 82.7% from the total demo-
dulated signal (Table 1): ~2.1-yr, ~4-yr, ~7.8-yr, ~15.6-yr
and ~21.3-yr. This distribution of variance between 2-yr and
21-yr implies the importance of the large-scale variability in
surges of the Seine Bay.

Similar scales, reported by Massei et al. (2017) from Seine
watershed precipitations, have only presented a mean
explained variance of 30% showing a low contribution of
the large-scales in the total energy of the signal and high-
lighting the eventual weak dependence between high and
low frequencies. In the case of high discrepancies between
the different frequencies composing some statistical signals
and with the aim to extract their low-frequency components,
demodulating their evolution by the use of the envelope
technique should be a useful way to investigate more deeply
their large-scale behavior.

A total of 36 exceptional stormy events (from E; to E3¢)
produced in the Seine bay during the period 1964—2010 and
with surges higher than 2-yr return period level has been
extracted from REFMAR data base (Table 2). The different
storms have been reported to the low-frequency components
of the demodulated surges by vertical color bars (Fig. 4).

Five categories have been defined and attributed to the
different storms according to their surge return period (Re):
“A” with Re=2-yr, “B” 2-yr <Re<5-yr, “C” with 5-yr
<Re<10-yr, “D” with 10-yr <Re<20-yr and “E” with
Re > 20-y using gray, yellow, red, purple and dark purple
colors, respectively. The closing events succeeding in time
within a given period (days to months) are represented in
Fig. 4 by only one vertical bar whose color is attributed to the
higher category of storms produced during this period.

The first two categories of storms with a moderate surge
return period are related to higher frequencies and can be
observed at scales smaller than ~4-yr. For example, stormy
events Eg, E1¢ and E47.19 Of the category “A” (gray box in
Fig. 4) are mainly manifested at 2.1-yr and seem to be not
expressed at higher scales. E3.7, Eg.1p and Es;.34 of the
category “B” (yellow box in Fig. 4) are well observed at
the interannual scales 2.1-yr and 4-yr. The events E1, E;,
E»o0-21, E3s and Ez¢ of the category “C” (red box in Fig. 4) are
manifested at the three scales 2.1-yr, 4-yr and 7.8-yr. The
category “E”, E43, Ez5.29 and E3g_3¢ (dark purple box in Fig. 4),
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Figure 3
surges (maxima envelope) between 1964 and 2010.

Continuous wavelet diagram of the monthly mean sea level: (a) the total sea level, (b) the surges and (c) the demodulated
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Table 1 Equivalent Fourier period, standard deviation and energy, expressed as the percentage of total standard deviation of the
maxima envelope, associated with each component (i.e. wavelet details and smooth) of Seine surges between 1964 and 2010.
Surges D1-D4 D5 D7 D8 D9 Total
Fourier period (yr) <~1 ~2.1 ~7.8 ~15.6 ~21.3 —
Standard deviation (m) 0.01 0.009 0.005 0.0035 0.003 0.005 —
Energy (%) 17.3 32 11 8 5.7 100

is fully manifested at the different time-scales while E,,
E14.15 and E3.,7 of the category “D” (purple box in Fig. 4)
pass away the lowest frequency of 21.1-yr.

According to this analysis, 36 high stormy events (Re > 2-
yr) have been identified during a period of 46 years; they are
of different categories depending on the surge return period
and the time-scale associated with the spectral period:
19 events of category “A” with 2.1-yr, 6 events of category
“B” with 4-yr, 5 events of category “C” with 7.8-yr, 3 events

Table 2

of each category “D” and “E” with 15.6-yr and 21.3-yr,
respectively.

The distribution of storms is not homogeneous in time and
their occurrence according to the different categories takes
a nonstationary behavior since the number of events in a
window of one-year changes in time. Results have shown that
24 among 46 years do not display any significant event
(Re > 2-yr) emphasizing alternating phases of moderate
energy and storminess. Moderate phases with non-significant

List of stormy events produced between 1964 and 2010; only storms with surge return period (Re) higher than 2 years.

Number of event Date of event

Return period of surges (Re)

Tidal cycle

E; 20 January 1965 5—10 years Spring tide (coefficient 102)
E, 27 November 1965 10—20 years Neap tide (coefficient 68)
Es 11 March 1967 2 years Neap tide (coefficient 86)
E4 04 October 1967 2-5 years Spring tide (coefficient 113)
Es 13 November 1967 2 years Neap tide (coefficient 63)
Ee 02 November 1967 2-5 years Spring tide (coefficient 111)
E; 07 January 1968 2 years Neap tide (coefficient 50)
Eg 06 July 1969 2 years Neap tide (coefficient 67)
Eq 06 February 1974 2 years Spring tide (coefficient)

Eio 09 February 1974 2-5 years Spring tide (coefficient 112)
Eqq 25 December 1976 2-5 years Neap tide (coefficient 70)
Ei 15 December 1979 2 years Neap tide (coefficient 66)
Eqs 13 December 1981 >20 years Spring tide (coefficient 104)
Eq4 25 October 1984 2 years Spring tide (coefficient 100)
Eis 22 November 1984 10—20 years Spring tide (coefficient 102)
E1e 15 October 1987 2 years Neap tide (coefficient 28)
Eq7 20 December 1989 2 years Neap tide (coefficient 90)
Eig 03 January 1990 2 years Spring tide (coefficient 103)
E1o 26 February 1990 2 years Spring tide (coefficient 106)
Exo 20 January 1994 2-5 years Neap tide (coefficient 50)
Eq 15 April 1994 5—10 years Spring tide (coefficient 100)
Ezo 19 February 1996 2 years Spring tide (coefficient 113)
Exs 25 December 1999 10—20 years Spring tide (coefficient 104)
Eos 22 January 2000 5—10 years Spring tide (coefficient 106)
Ezs 08 February 2000 2 years Neap tide (coefficient 88)
Eze 04 April 2000 2 years Spring tide (coefficient 98)
E,; 02 September 2000 2 years Spring tide (coefficient 94)
Ezs 10 October 2000 >20 years Spring tide (coefficient 101)
Eyo 29 October 2000 2 years Spring tide (coefficient 95)
Eso 17 September 2001 >20 years Spring tide (coefficient 115)
Esq 28 December 2001 2 years Neap tide (coefficient 74)
Es, 08 February 2004 2 years Spring tide (coefficient 90)
Ess 10 December 2004 2 years Neap tide (coefficient 79)
Esq4 08 April 2005 2-5 years Spring tide (coefficient 104)
Ess 11 March 2008 5—10 years Spring tide (coefficient 106)
Ese 09 January 2009 5—10 years Spring tide (coefficient 108)
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Figure 4 Multiresolution decomposition of the monthly surges, using the so-called, redundant, maximum-overlap discrete wavelet
transform. Wavelet detail at scales higher than 1 year: 2.1-yr, 4-yr, 7.8-yr, 15.6-yr and 21.3-yr. The 36 exceptional stormy events with
different categories function of their return period (Re), occurred during the period 1964—2010, are illustrated by colored boxes: “A”
(gray line) Re = 2-yr, “B” (yellow line) 2-yr < Re < 5-yr, “C” (red line) 5-yr < Re < 10-yr, “D” (purple line) 10-yr < Re < 20-yr and “E”

(dark purple line) > 20-yr.

storms are longer with 3—4 successive years during the first
35 years (1964—2000) and decrease to 2 years in the begin-
ning of the last decade when the succession of events seems
to be more important. Stormy phases display different cate-
gories of events mainly distributed between November and
February with only 11% of storms observed in October. Some
events for each of September (2000, 2001), April (1994 and
2000) and March (1967 and 2008), July (1967) have been
associated with the category “A”.

This connection between the low-frequency components
and the historical record of the exceptional events suggests
that storms would occur differently according to a series of
physical processes oscillating at multi-time-scales; these
processes control their frequency and their intensity.

The seasonal dependence between stormy events and the
extreme sea levels, already observed in previous works (e.g.,
Tsimplis and Woodworth, 1994), is mainly caused by astro-
nomical forces of spring tides and meteorological conditions
of seasonal storms. This dependence explains the distribution
of storms and their organization in time; which is strongly
related to the large-scale variability of surges. For example,
the four storms of 1967 (E; to E¢) and the five storms of 2000
(E25 to Eyg) show a seasonal dependence in their succession,
tidal phase and intensity (return period).

The combining effect of local driven forces with meteor-
ological, oceanographic and hydrological origins explains the
most significant of the stochastic signal of surges in the Seine
Bay where the fluvial activity plays an important role in
changes of water elevations. This activity is largely observed
during flooding periods; an example is produced in December
2001 (e.g., Massei and Fournier, 2012) when E3; of the
category A has occurred.

The origin of physical processes responsible for storm
surges exhibits a temporal nonstationary behavior due to a

combination between the seasonal, the interannual and the
interdecadal variability, and a non-linear interaction
between the different time-scales. The assessment of the
nonstationary effect on the estimation of extreme surges
should be largely considered in the methods of extreme
analysis by the use of the nonstationary models. For example,
a time-dependent Generalized Extreme Value (GEV) distri-
bution has been used by Masina and Lamberti (2013) to model
the nonstationary features contained in the sea level time
series by introducing the seasonality effect of GEV para-
meters (location, scale and shape) in order to improve the
fitting of extreme values and reduce the uncertainty on the
estimation of the return levels.

3.2. Relationship between storm surge dynamics
and the atmospheric patterns

This section is focused on the connection between the local
large-scale variability of surges and the global climate
changes induced by the atmospheric circulation.

The climate patterns, extensively studied over the last
two decades, have been mainly described by the NAO
mechanisms (e.g. Hurrell et al., 2003). The SLP fields cover-
ing the English Channel, between 1964 and 2010, have been
used with their different structures to characterize the
climate patterns from the wavelet multiresolution decom-
position into different time-scales.

Five composite maps have been calculated from the SLP
field and the large-scale components of demodulated surges
(Fig. 5). Provided maps are focused only on low frequencies
ranging between 2.1-yr (D5) and 21.3-yr (D9) whose fluctua-
tions correspond to oscillations periods less than half the
length of the time series, and with the high-energy contribu-
tion on the variance of the total signal. As suggested by these
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Figure 5 Composite maps of SLP generated for each scale based on surge variability. Black dashed lines indicate statistically

significant regions (Student t-test with a 95% confidence limit).

composite maps, the relationship between the demodulated
surges and the SLP fields is statistically significant and varies
spatially in magnitude and phase. The spatial extent and the
location of high-low pressure regions displayed by the atmo-
spheric patterns are organized differently according to the
time-scales of variability. Both 2.1-yr and 7.8-yr time-scales
have shown dipolar structures with high-pressure anomalies
located over the northern North Atlantic/sub-Arctic regions
and low-pressure anomalies across the Atlantic (2.1-yr time-
scale) and developing toward the English Channel and the
North Sea (7.8-yr time-scale). Such dipolar structures can be
associated with the typical western circulation, reminiscent
of the negative NAO regime, more particularly for the 7.8-yr
time-scale. This distribution should be attributed to the
cyclonic circulation over northwestern Europe (50°N) with
an alternating increase and decrease of West moisture fluxes
from the Atlantic Ocean to the southern side of the English
Channel and the Seine Bay.

On the contrary, 4-yr (D6), 15.6-yr (D8) and 21.3-yr (D9)
time-scales have pointed North-South structures that could
not be related to western circulation. Trough-shaped SLP
anomalies in the center of the North-Atlantic basin would
suggest weakened western circulation dynamics that would
not be preeminent at these time-scales. In their analysis of
multi-time-scale hydroclimate dynamics over the Seine river
watersheds in Northern France, Massei et al. (2017) have
found similar pattern shapes of SLP composites calculated
from the Seine rainfall at the same time-scales.

Similar low-frequency oscillations have also been outlined
by Feliks et al., 2011 in relation with NAO patterns of the
simulated marine atmospheric boundary layer (MABL) forced
with SST from a simple Ocean Data Analysis. Such relations to

NAO index have been also observed by Turki et al. (2015) from
the sea level fluctuations for scales between 1-yr and 3-yr,
while the origin of higher frequencies, smaller than 1-yr, is
related to the seasonal cycle of alternating high-low energy
and changes in river discharges and temperature.

The different time-scales of the local variability of surges
is not linearly related to the atmospheric circulation pro-
cesses since their spatial extent, highlighted by the wavelet-
based composite analysis, seems to be not fully similar
according to the different scales of the hydro-climatic varia-
bility; each time-scale is associated with a determined phy-
sical mechanism explaining the oscillation period of changes.

The “switch on” and “off” of the influence of climate
patterns on the variability of surges have an important
application for many predictability issues. In this way, if
SLP structures and surges anomalies are of similar patterns,
the use of surges for predicting its variability from the SLP
patterns at different time-scales could increase the accuracy
of statistical predictions. At these scales, the atmospheric
teleconnections explained by a series of physical mechanisms
show a nonstationary behavior with a focus in the stochastic
variability of surges.

This behavior is still under debate (Martin-Rey et al.,
2012; Polo et al., 2008; Rodriguez-Fonseca et al., 2009).

According to their works related to the nonstationarities
of the Atlantic influence on the Pacific in the 20th century,
Lopez-parages et al. (2013) have shown that the statistical
predictability of the rainfall variability can be improved by
selecting the most suitable predictors depending on the
period on which the prediction is carried out. They have
also suggested that the nonstationary link between rainfall
and SST takes place when the dipolar patterns of rainfall is
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reinforced and coincides with negative phases of the AMO
(Atlantic Multidecadal Oscillation) index along the 20th
century.

Hence, the results obtained here point out a nonstationary
behavior of the teleconnections between the local surges and
the global SLP field, in particular for the interannual oscilla-
tions modulated by the interdecadal scales. The physical
coherent modulation at a multi-scale variability is mainly
related to the atmospheric circulation influenced generally
by ocean currents and the Gulf Stream (GS). Several questions
behind the reasons for this nonstationary teleconnections
remain open, as the origin of the modulating factors.

In fact, the sea level pressure (SLP) and the baroclinic
instability of wind stress are related to the GS path as given by
NCEP reanalysis. In fact, the dominant signal is a northward
(southward) displacement of the GS after the NAO reaches
positive (negative) extrema (Frankignoul et al., 2001).

In the present context of global changes, the underlying
issue of rising sea levels is combined to more stormy events
and extremes. The increasing trend of stormy events in the
Seine Bay, probably induced by the sea level rise scenarios of
the English Channel, should be highly correlated with large
variations in the GS transport (Ezer et al., 2013). The hypoth-
esis of the GS transport reduction resulting in slower surface
geostrophic currents, smaller gradients across the GS, and
higher variations in the coastal sea level in the north GS has
been supported by global climate models and satellite obser-
vations. Ezer et al. (2013) have demonstrated a strong rela-
tion between the coastal sea level changes and the GS
variations on time-scales ranging from a few months to many
decades with an increasing explained variance. The shift of
the GS from 6—8 year oscillation cycle to a continuous
weakening trend since the beginning the last century; which
corresponds to the period of changes in storm organization
and an increase in their frequency in time.

4. Conclusions

This research is focused on investigating the nonstationary
dynamic of surges in the Seine Bay (southern side of the
English Channel, NW France) and its nonlinear relationship
with the global atmospheric circulation basing on a spectral
approach of wavelet multi-resolution decomposition. By the
use a new technique of envelope for demodulating surges,
the large-scale variability has been quantified during 46 years
(1964—2010). A total of 36 exceptional stormy events has
been reported to the interannual (2.1-yr, 4-yr and 7.8-yr) and
interdecadal (15.6-yr and 21.3-yr) time-scales of surges.
Results have suggested a strong connection between the
categories of storms, their intensity (return period 'Re’)
and their organization in time with the large-scale variability
of surges. In fact, the interannual scales of 15.6-yr and 21.3-
yr have been linked to stormy events with Re higher than
10 years; storms with Re of 2 years are only manifested at 2.1-
yr scales, while events with Re between 2 and 10 years have
been reported to 4-yr and 7.8-yr scales. Dipolar patterns of
high-low pressures have been detected at 2.1-yr and 7.8-yr
scales and should be related to the western circulation
having an impact on the sea surge maxima, while the varia-
bility of 4-yr, 15.6-yr and 21.3-yr should obey to different
mechanisms related to the pronounced North-South circula-

tion processes and NAQ, as interpreted from the distribution
of SLP anomalies.

The present investigation brings some interesting results
about the nonstationary behavior the teleconnections
between the local surges and the global climate circulation
at large-time scales. By simulating the low-frequency com-
ponents of demodulated surges and SLP fields, results have
highlighted the important role of the interdecadal frequen-
cies in the modulation of interannual variability. Deeper
investigations related to the physical mechanisms responsi-
ble for this nonstationary dynamic are required in order to
improve our understanding of the system climate-ocean
changes.

The conclusion of this research suggests that wind—stress
variations driven by energetic currents such as the GS may
play a key role in coastal sea level changes. Establishing a
strong connection between large-scale sea level changes
with flooding risks and the GS gradients could improve our
understanding of the relation between the global climate
patterns and the local sea level changes; also allow us to infer
the future projections of sea level change and extreme
events.

This finding can represent a step forward in the under-
standing of the role of the sea level surges and should be
useful to improve the downscaling models of sea surges,
therefore allowing a better assessment of flood risks. Further
works will be focused on developing the large-scale/local-
scale nonstationary models by the use of different large-scale
variables related to the atmospheric circulation. This may
allow proposing the improved statistical downscaling models
and exploring the capabilities of such models to produce
forecasts of the probability of extreme sea level trends by
considering the interannual and the interdecadal variability
of global climate patterns.
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Chlorophyll-a; diameter and tangential speed of ~40 cm s~'. Strong gradients in conservative temperature and
Gulf of California; density were observed between both structures, suggesting the presence of an oceanic thermo-
Bay of La Paz haline front. Differences in phytoplankton distribution showed minimum abundance of diatoms in

the southern bay and close to Roca Partida Island, and maximum in the periphery in the northern
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Although mesoscale eddies are ubiquitous processes in the Bay of La Paz, this study represents
the first observational report of the impacts of a dipole on the phytoplankton structure and
chlorophyll-a in the region. The observations presented here indicate the existence of a strong
association between the mesoscale processes and the phytoplankton community in the study
area. This study highlights the value of efforts to improve projections of physical forcing and its
influence on the planktonic ecosystem.

© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Phytoplankton are the primary source of the marine food
chain, which contributes to the major fishery resources
around the world and play a pivotal role in the marine
ecosystem due to their contribution in mitigating climate
change and global warming, by reducing global CO, levels
(Vajravelu et al., 2017). Numerous studies highlight the fact
that the phytoplankton community structure, composition,
and distribution are determined by several physicochemical
variables, as well as hydrodynamic processes such as mesos-
cale eddies (McGillicuddy, 2016). Mesoscale eddies (with
radius scales of 10—100 km) are responsible for a major
portion of ocean circulation energy (Gaube et al., 2013;
Liu et al., 2013). Three types of ocean eddies are described:
cyclonic, mode-water and anticyclonic. Cyclonic and mode-
water eddies contribute significantly to the transport of
nutrients affecting both the horizontal and vertical distribu-
tion of phytoplankton community (McGillicuddy et al., 2007)
while the anticyclonic are related to a reduction of primary
productivity by the fact that they induce convergent move-
ments, sinking surface waters below the euphotic zone
(McGillicuddy, 2016; McGillicuddy and Robinson, 1997).

To date, it is increasingly common to find reports in the
scientific literature on the role of mesoscale eddies on the
phytoplankton community in different domains. In the Sea of
Japan, the timing and initiation mechanisms of the spring
phytoplankton blooms is associated with the presence of
mesoscale anticyclonic and cyclonic eddies (Malre et al.,
2017). The phytoplankton community in the Western South
China Sea is highly influenced by the presence of a cyclonic
eddy owing to the doming isopycnal within the eddy supplied
nutrients gently into the upper mixing layer, and there is a
remarkable enhancement in phytoplankton biomass at the
surface layer (Wang et al., 2016). Eddies originating in the
eastern South Indian Ocean are unique in that anticyclones,
usually associated with reduction of primary productivity,
contain elevated levels of chlorophyll, enhanced primary
production and phytoplankton communities generally asso-
ciated with nutrient-replete environments (Gaube et al.,
2013).

Despite the fact that extensive observations of individual
structures (cyclonic or anticyclonic) have appeared in the
literature, dipole structures, consisting of two with opposite
signs of vertical component of relative vorticity, are less
frequent. Some studies showed that the vertical distribution
of phytoplankton, in terms of community and physiology, in a

dipole consisting of one warm-core and one cold-core formed
off Western Australia varied between both; the warm-core
eddy had a vertically dispersed photoautotrophic community
dominated by large diatoms and coccolithophorids, while the
cold-core had a shallower and more consistent mixed-layer
depth with a deep chlorophyll maximum well-developed
throughout the field (Thompson et al., 2007). In the North
Pacific, an elevated chlorophyll-a and particle concentra-
tions have been reported in the frontal region within an
anticyclone-cyclone dipole, which is consistent with the
mesoscale and submesoscale physical processes; the hori-
zontal stirring in the region appears to have caused surface
convergence within the mesoscale frontal zone, which in turn
increased concentrations of buoyant particles (Guidi et al.,
2012).

Mesoscale eddies are ubiquitous processes in the southern
Gulf of California (GC) and in the Bay of La Paz (BoP). In the
BoP, they are frequently generated in the deepest region and
have been well described, mainly regarding the cyclonic
structure. These studies have included the genesis and char-
acteristics (Monreal-Gomez et al., 2001), the effects in
nutrient, chlorophyll-a and phytoplankton distribution
(Coria-Monter et al., 2014) as well as the zooplankton assem-
blages (Duran-Campos et al., 2015). Recent research indi-
cated that the presence of a cyclonic circulation inside the
bay induces a nutrient Ekman pumping with vertical velo-
cities of ~0.4 m d ™" rising up the nutricline. The fertilization
of the euphotic zone is stimulating the phytoplankton to
grow, resulting then in higher levels of chlorophyll-a within
the center (Coria-Monter et al., 2017).

Although the effect of the cyclone inside the BoP is
relatively well documented, the way in which anticyclonic
eddies affect the phytoplankton structure remains uncer-
tain. More uncertain is the dynamics of a dipole structure
(cyclone-anticyclone) and its effect on the phytoplankton
distribution as well as the chlorophyll-a concentration. Addi-
tionally, the effects of eddies on the biological communities
and biogeochemical cycles have been mostly studied in open
ocean environments and far less in semi-enclosed areas such
as bays.

The aim of this study was to assess the impacts of a dipole
structure on the phytoplankton abundance, distribution, and
composition in the BoP during the summer of 2008. We
hypothesize changes in the hydrographic/thermal structure
of the water column due to the presence of the dipole
structure with opposite rotation movement, resulting in
differences in the phytoplankton community as well as in
the chlorophyll-a concentration.
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2. Material and methods
2.1. Study area

The BoP is the largest basin within the GC and is one of the
most important ecological ecosystems, due to it is represent-
ing a place for refuge and growth of different organisms
(Pardo et al., 2013). It is located in the southwestern portion
of the GC, approximately 200 km from the connection with
the Pacific Ocean (Fig. 1a); the bay connects with the GC
through two openings: Boca Grande to the northeast (wide
and deep) and the San Lorenzo Channel in the south (narrow
and shallow); the bay has a maximum depth of 420 m in the
Alfonso Basin. An important feature is the presence of a
bathymetric sill along the Boca Grande, which partially
isolates the BoP from the GC (Molina-Cruz et al., 2002).
The wind in the region presents seasonal changes with north-
west winds during the winter and southeast winds during the
summer (Monreal-Gomez et al., 2001), however westerly
winds were reported during the late spring of 2004 (Coria-
Monter et al., 2017).

2.2. Sampling

High-resolution hydrographic records, fluorescence measure-
ments and water samples for phytoplankton cell count were
obtained during the oceanographic cruise “DIPAL-1I” carried
out on board the R/V “El Puma” of the National Autonomous
University of Mexico (UNAM) from September 3 to 9,
2008 along a grid of stations covering both the bay as well
as its connection with the GC at Boca Grande to the northeast
(Fig. 1b).

A conductivity-temperature-depth probe (CTD) Sea Bird
19 plus was used to record conductivity, temperature, and
pressure at 56 stations (Fig. 1b). The CTD casts extended
almost to the bottom (~2 m above the seafloor) while the
ship maintained its position on station, with accuracy
not worse than 200 m. The temperature and conductivity
accuracy resolution of the equipment was 0.005°C and
0.0005 S/m, respectively, and it was lowered at a rate of
1m/s, acquiring data at 24 Hz. Chlorophyll fluorescence
measurements were made using a WET Labs fluorometer
sensor (range 0.00—125 mg m~3) on the CTD/Rosette system,
calibrated by the manufacturer prior to the cruise.

A General Oceanics rosette equipped with 10L Niskin
bottles was used to take surface water for phytoplankton
count cells at 49 stations (Fig. 1b). Aliquots of 500 mL were
preserved with Lugol solution in glass bottles. Samples were
kept in the dark until cell counting, following the recom-
mendations of Edler and Elbrachter (2010).

2.3. Data reduction

The CTD measurements were initially processed by the stan-
dard package from the manufacturer (SBE Data Processing
V.7.26.7) and averaged to 1dbar, and then conservative
temperature (0, °C), absolute salinity (Sx, gkg™') and
density (o, kgm~3) values were calculated from in situ
temperature and practical salinity according to the
Thermodynamic Equation of Seawater-2010 (IOC et al.,
2010). The geostrophic velocities were calculated by

standard geostrophic analysis, using CTD data to calculate
the specific volume anomalies, in order to estimate the
dynamic height (AD) at each oceanographic station relative
to the bottom, then these were differentiated between
pairs of stations, to obtain the relative velocity by mean
the practical form_ of the geostrophic equation

Vi—V37 :%[ADB—ADA]Q, which represents the difference
between the geostrophic current at level p; from that at
level p, averaged between the stations A and B, which are
separated by a distance L, and f represents the Coriolis
parameter (Pond and Pickard, 1983) and then compared with
the distribution of the hydrographic parameters.

The phytoplankton biomass, expressed as chlorophyll-a
concentration [mg m—3], was estimated indirectly using the
manufacturer's nominal conversion factor from the in situ
fluorescence, and then was vertically integrated from 0 to
50 m depth.

Eight-day composite satellite images of chlorophyll-a and
sea surface temperature from the Moderate Resolution Ima-
ging Spectroradiometer (MODIS) sensors on board the satel-
lite Aqua for the period when the research cruise took place
(September 05 to 12, 2008) were used to compare with the in
situ measurements. The images, with a spatial resolution of
3.5 km (Local Area Cover (LAC)), were processed using Sea-
DAS, version 7.4, with standard algorithms. These algorithms
return the near-surface concentration of CHLA (in mg m~3),
calculated using an empirical relationship derived from in
situ measurements of CHLA and remote sensing reflectance
in the blue-to-green region of the visible spectrum; the
algorithm employs the standard OC3/0C4 (OCx) band ratio
algorithm merged with the color index (CI) of Hu et al.
(2012).

2.4. Laboratory analyses

The phytoplankton cell count was assessed by the Utermohl
method, with 100 mL chamber sedimentation for 48 h follow-
ing the protocols and recommendation by Edler and Elbrach-
ter (2010). A Zeiss Axiovert 25A inverted microscope was used
to count and identify the organisms by group (diatoms,
dinoflagellates, and silicoflagellates) following Tomas (1997).

3. Results
3.1. Hydrography and geostrophic circulation

The surface conservative temperature distribution (contour
interval 0.1°C) showed the presence of a cold core located at
the central portion of the bay, reaching values of 29.4°C,
whereas the distribution over the Boca Grande showed higher
values (>30.3°C). Moreover, the isolines shown temperature
gradients at the connection between the bay and the gulf,
the temperature gradient was ~0.01°C/km (Fig. 2a). The
density surface distribution (o, contour interval of
0.1 kg m~3) showed the presence of a high-density core at
the central portion, in coincidence with the cold core, and
low-density values over the Boca Grande region (Fig. 2b). The
eight-day composite sea surface temperature satellite image
(Fig. 2c), except in the southern BoP, matched well with the
in situ measurements of conservative temperature, showing
a relatively low temperature coincident with the in situ
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measurements, and the highest temperature (~31.5°C)
outside the bay. In addition, the image showed a relatively
high temperature close to the Roca Partida Island, outside
the bay. The geostrophic circulation was dominated by the
presence of a dipole structure (cyclone-anticyclone). The
cyclone was located at 24.5°N, 110.6°W, had ~25km
diameter and tangential speed of ~45cms™', while the
anticyclone was located at 24.7°N, 110.4°W, with ~15 km
diameter and tangential speed of ~40 cm s~ extending out
of the bay, reaching the Boca Grande region (Fig. 2d). Accord-
ing to Simpson and Lynn (1990), the classical hydrodynamic
dipole (vortex pair) consists of two eddies of equal and
opposite strength whose centers are separated by a distance

small enough that the two structures interact, consistent
with our observations.

3.2. Phytoplankton

The abundance of phytoplankton (diatoms, dinoflagellates,
and silicoflagellates) analyzed in this study showed interest-
ing variations. The diatom abundance ranged from 70 to
2800 cells L', the dinoflagellates from 550 to 5060 cells L™
while the maximum abundance of silicoflagellates was
50 cells L~". Dinoflagellates represented 64% of all organisms
and diatoms 35%, while silicoflagellates represented only 1%.
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Differences in their horizontal distributions were clearly
observed along the dipole structure field. In order to visualize
their distribution pattern, the same scale was used to com-
pare the abundance of diatoms (Fig. 3a), dinoflagellates

(Fig. 3b), and silicoflagellates (Fig. 3c). On the other hand,
using different scales in order to easily visualize their pat-
terns, the lower abundance of diatoms (~70 cells L") was
found on the southern bay and close to Roca Partida Island,
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different scales in order to easily visualize their patterns.

while the maximum abundance occurred in the periphery in
the northern cold core (Fig. 3d). The dinoflagellates distribu-
tion was found in three cores with different abundances along
the bay; the first one located on the southwest portion near
the coast, which is coincident with the core of the cyclone
observed with an abundance of ~3200 cells L™"; a second core
located at the central BoP with an abundance of 2400 cells L~
and a third core with the highest values located near Roca
Partida Island on the Boca Grande with an abundance of
5060 cells L™, associated to the thermohaline front. Consid-
ering the abundance of the last two cores, the highest con-
centration of dinoflagellates was observed at the zone along
the transect crossing the bay on latitude 24.6°N (Fig. 3e). The

silicoflagellates distribution was similar to that of dinoflagel-
lates, with highest abundance over the same transect and one
core in the southwestern region close to the coast (Fig. 3f).

Although the organisms were not identified to species
level, these results contributed to the knowledge of their
ecology and contributed information on the patterns of
distribution into a dipole system.

3.3. Chlorophyll-a

The surface chlorophyll-a concentration rose in a range from
0.02 to 0.18 mg m—>3. The maximum values inside the bay
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were located over the southern region. The central zone of ~0.02 mg m~3. The eight-day composite satellite image for
the bay showed concentrations (~0.1 mg m~3) in a core close the period when the oceanographic cruise took place
to the Roca Partida Island (Fig. 4a). The region outside the matched well with the in situ measurements (Fig. 4b) with
bay, in the GC, showed the lowest concentrations with maximum values located in the southern bay (~0.18 mg m~3)
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and relatively high concentrations in the central region
(~0.10 mg m~3), which coincided with phytoplankton cell
counts. The vertically integrated values rose to a range of
10—34 mg m~2; the maximum values occurred in a core in the
southern region, with values between 30 and 34 mg m~2 and
the pattern of distribution showed a tongue extended along
the central part of the bay reaching the zone were the front is
present, with values of 26 mgm™2 (Fig. 4c). The images
also show a low-relative chlorophyll-a value (=14 mg m~2)
in the region close to the Roca Partida Island, a region with
high-temperature values.

4. Discussion

The generation of mesoscale eddies inside the GC and adja-
cent areas have received special attention in recent years. An
important number of observational and numerical studies
have contributed to elucidate their forcing mechanisms
(Lavin et al., 2013; Salas de Leon et al., 2011). Particularly
within the BoP, a quasi-permanent cyclonic circulation
induced by the wind stress and by the interaction with the
bottom topography and the currents between the GC and BoP
has been well described (Coria-Monter et al., 2017; Monreal-
Gomez et al., 2001). The information in the BoP described
the presence of a single mesoscale cyclonic eddy; however, in
this study, our observations showed a circulation pattern not
previously reported for the region as the presence of a dipole
structure consistent in a cyclone-anticyclone. In this regard,
the polarity for each structure could be explained by the
interaction of the currents between the BoP and the GC
through the Boca Grande; if the entrance of the current to
the bay is close to the Roca Partida or to the San José Island,
the polarity may be cyclone or anticyclone, and once formed,
this might originate another with a different rotation move-
ment due to energy transfer, which could explain our results.

The presence of dipole structures (cyclone-anticyclone)
can induce the generation of a front exerting a noticeable
effect on chlorophyll-a levels and suspended particulate
matter (Salas de Ledn et al., 2004). A front could be repre-
sented as a linear zone that defines an axis of laterally
convergent flow, below or above which vertical flows are
induced and are regions of strong horizontal temperature
and/or salinity contrast (Franks, 1992). Fronts not only pro-
mote fertilization by nutrients also may result in downward
export of particles and organisms toward the adjacent areas,
and account for the persistence of large animal populations
at depth (Sournia, 1994). Erga et al. (2014) showed that a
front in the Norwegian Sea is an area of higher production due
to the vertical circulation bringing nutrients into the eupho-
tic zone. In our particular case, the front was confirmed
by the presence of strong gradients of both conservative
temperature and density (Fig. 2a and b). Numerous studies
have shown phytoplankton aggregations to be closely related
to fronts in the ocean. That fronts are typically sites of
enhanced phytoplankton biomass suggesting that there
may be processes common to various types of fronts that
support such aggregations (Franks, 1992). In the Catalan
front (northwest Mediterranean), high chlorophyll-a concen-
trations and diatom dominance were observed during winter-
spring, while a high abundance of coccolithophorids was
observed to be offshore of the front (Estrada et al., 1999).

Lehahn et al. (2007) showed that fronts in the Northeast
Atlantic clearly separate regions of different chlorophyll-a
concentration and produce chlorophyll filaments due to sub-
mesoscale vertical nutrient injection. Fronts occur over a
wide range of scales and are ubiquitous throughout the
ocean, being formed by a persistent wind stress curl or by
spatially nonuniform surface fluxes of heat which in turn
sustain the vertical advective transport of nutrients from the
subsurface into the euphotic layer (Mahadevan, 2016). In the
northeastern Arabian Sea, fronts are active biological spots
owing to injection of subsurface nutrients into the surface
layer where the plankton response depended on the age of
the front as well as with the initial or background conditions
under which a front forms (Sarma et al., 2018). Fronts are
prominent structures that organize transport and dispersion
of coastal waters in the Ibiza channel (Western Mediterra-
nean), impacting physical and biological coupled processes at
regional scales (Hernandez-Carrasco et al., 2018).

Studies have shown that the presence of a mesoscale
dipole structure has an important effect over the distribution
of particulate organic matter and plays an important ecolo-
gical role in enhancing pelagic production and transporting
coastal production offshore (Kolasinski et al., 2012). High
phytoplankton abundance and chlorophyll-a values have
been associated with a thermal front induced in the boundary
zone between a dipole in the south of the Gulf of Mexico
(Aldeco-Ramirez et al., 2009). Abundances of phytoplankton
are frequently higher near the edges of a dipole in the Gulf of
Alaska compared to the center or outside waters (Batten and
Crawford, 2005), demonstrating that enhanced primary pro-
duction is capable of supporting higher trophic levels. These
edge regions may, therefore, represent excellent forage
areas for fish, birds and marine mammals. Indeed, larval fish
are often associated with high standing stocks of chlorophyll
and zooplankton found at the edges of eddies in the north-
west of the Gulf of Alaska, suggesting that frontal regions
may play important roles in the survival or growth of some
species (Peterson et al., 2011).

Our observations evidenced that phytoplankton group
distribution is closely related to the front formed between
both cyclone-anticyclone structures considering the high
abundance of the three phytoplankton groups analyzed
and relatively high values of chlorophyll-a were found in
that region. Additionally, a higher concentration of the
phytoplankton groups was observed at the zone along the
transect crossing the bay on latitude 24.6°N which can be
associated with other processes and not only with the front.

High phytoplankton abundances at the surface and high
concentrations of chlorophyll-a were observed in regions
considered to be frontal zones between a dipole with high
horizontal shear rates (Thompson et al., 2007).

Using two high-resolution ocean transects across a pair of
mesoscale eddies (cyclone—anticyclone) in the North Pacific
Ocean, Guidi et al. (2012) showed that horizontal turbulent
stirring has a dominant control on the spatial distribution of
some planktonic organisms around this feature, considering
that the horizontal stirring associated with mesoscale eddies
affects the distribution of plankton blooms and may even
determine phytoplankton community structure and domi-
nant groups by creating fluid dynamical niches within scales
of a few kilometers; in this way, buoyant phytoplankton cells
are advected into the frontal zone and accumulated in
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regions of convergent flow, enhancing chlorophyll-a concen-
trations there.

The high biomass values commonly seen at fronts are
often explained by a physiological response of the organisms
to the frontal environment. However, some intuitive idea of
the physiological response of the organisms to their new
environment can be obtained by consideration of the physical
processes affecting the organisms during swimming and
accumulation (Franks, 1992).

Because they are not under the influence of the ambient
vertical velocities, strong swimmers are very likely to create
accumulation zones. Weak swimmers may not always create
such zones, but their swimming behavior will alter the
amount of time they spend in any given region of the flow
(Persson et al., 2013). Due to the absence of turbulence
measurements in the front during the time of our observa-
tions, we assume it to be high; under this scheme the
tolerance to high turbulence by dinoflagellates, which is
often accompanied by high swimming speeds, could explain
the abundance of this group, which in consequence could
serve as pelagic seed stock for subsequent plankton aggrega-
tions (Smayda, 2002). The ability of dinoflagellate species to
tolerate the vertical velocities of frontal zones has suggested
that fronts may serve as “pelagic seed banks” (Smayda,
2002). Although there are no nutrient measurements for
the time of our observations, it is well known that in BoP,
the presence of mesoscale cyclonic eddies modulate the
pulses of fertilization to the euphotic zone due to an Ekman
pumping (Coria-Monter et al., 2017), then a differential
distribution of phytoplankton has been observed, with a
predominance of diatoms in the periphery of the eddy due
to a high concentration (>10 wM) of soluble reactive Si
(Coria-Monter et al., 2014). Under this scheme the surface
layer divergence by eddies may be transporting the upwelled
subsurface nutrient-rich water to the eddy field at a rate
similar as it takes for the diatoms and silicoflagellates to
flourish.

The stretching of the isolines in the frontal region
between the cyclone-anticyclone has dynamical conse-
quences, as it intensifies the existing lateral subsurface
temperature and density gradient, as reported in mesoscale
fronts created by a dipole in the North Pacific Ocean (Guidi
et al., 2012).

5. Conclusions

The dipole and its front associated can be the dominant
physical features influencing the horizontal distribution of
phytoplankton in the BoP. To date, the information available
in the area showed the presence of a quasi-permanent
cyclonic eddy, which originates fertilization in the euphotic
zone and a differential phytoplankton distribution, with a
high abundance of dinoflagellates at its center and a high
abundance of diatoms at the periphery. The results presented
in this study showed the presence of a dipole structure
(cyclone-anticyclone), which induced a frontal region
between both structures, prompting a high accumulation
of phytoplankton. Additionally, a high abundance of diatoms
was observed close to the center of the anticyclonic pole.
Many aspects of the influence of physical forcing on the
phytoplankton community remain uncertain, then more

detailed observations are required in order to enable the
evaluation of many aspects of eddies, such as differences and
variations in hydrographic properties, seed populations, and
food-web dynamics.
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1. Introduction

The common rangia Rangia cuneata (G.B. Sowerby |, 1832)
(Bivalvia, Mactridae), has a native origin within the Gulf of
Mexico and extended its range northwards to the Chesapeake
Bay by the 1960s and arrived to the lower reaches of the
Hudson River (Carlton, 1992). It is spreading within north
European brackish waters (AquaNIS, 2018; Verween et al.,
2006; and references therein). It was first found, and well
established, in Belgium during 2005 (Verween et al., 2006)
and has since spread to estuaries in southern regions of the
North Sea (Bock et al., 2015; Gittenberger et al., 2015;
Kerckhof et al., 2018; Neckheim, 2013; Wiese et al., 2016)
and has been found in freshwater in Britain (Willing, 2015).

It entered the south-eastern Baltic Sea about 2010, in the
waterway leading to the port of Kaliningrad, Vistula Lagoon
region in Russia (Ezhova, 2012; Rudinskaya and Gusev, 2012).
In 2011 it was recorded in the Polish part of the Vistula
Lagoon (Janas et al., 2014; Warzocha and Drgas, 2013;
Warzocha et al., 2016). It was in 2013 when it was recorded
at an early stage along Lithuanian coastal waters (Solovjova,
2014), and further to the north in Parnu Bay, Gulf of Riga,
Estonia (Moller and Kotta, 2017). In 2015 it appeared on the
German Baltic coast (Wiese et al., 2016) and in a Swedish
Baltic fjord in 2016 (Florin, 2017). In this account, we
present data on the first record and spread of R . cuneata
in Lithuanian waters. We compare habitats of the common
rangia in the Curonian Lagoon and in the exposed coastal
waters of the Baltic Sea, and discuss the possibility of its
further spread to similar environments in the Baltic Sea and
elsewhere in Europe.

2. Material and methods

2.1. Study area

The Baltic Sea area along the exposed coast of the Curonian
Spit is mesohaline, with a stable salinity (Table 1). From June
to September where the epilimnion extends down to 20—
30 m (Olenin and Daunys, 2004). In winter, ice usually occurs
along this shoreline, but does not extend offshore where
wedge clam rangia is found. Coastal currents in the south-
eastern Baltic are usually from south to north and on account
of its exposure the seabed is well oxygenated (Olenin and
Daunys, 2004) and is densely packed with fine sand at all
stations with the exception of an admixture of mud near the
Curonian Lagoon outlet.

Table 1

The Curonian Lagoon is exposed to irregular inflows of
marine water, causing abrupt changes in salinity within the
Klaipéda Strait and extending up to 40 km within the lagoon,
where otherwise the average annual salinity is 2.5 (Dailidiené
and Davuliené, 2008). Due to the shallow depths, the lagoon
rapidly heats up in spring and remains warmer during the
summer than the surface water of the open sea (Gasiunaité
et al., 2008). The lagoon has no seasonal thermocline and in
winter there is ice-cover (Table 1) which in recent years
occurs for fewer days on account of warmer winter condi-
tions. Whereas the Klaipéda Strait is always ice-free. Loca-
lized anoxia events may take place during ice coverage and
overnight during summer (Gasiunaité et al., 2008). The main
sediments within the Lagoon are sand and silt where there
are shell deposits. In the port area of the Klaipeda Strait
bottom sediments are influenced by constant dredging and
water flow from being at the lagoon entrance. When com-
pared with the exposed coast, the lagoon is more eutrophic
by having seasonal phytoplankton blooms and high accumu-
lations of organic carbon in bottom sediments (Remeikaite-
Nikiené et al., 2016).

2.2. Morphological identification

R. cuneata can be confused with the Baltic clam Limecola
balthica (Linnaeus, 1758) especially for specimens <10 mm
shell length (Fig. 1). These two species can be distinguished
based on the identification descriptions of the common
rangia (Abbott and Morris, 2001; Janas et al., 2014; Leal,
2000; Verween et al., 2006): (a) a thicker and more convex
shell; (b) the prominent and anteriorly curved umbo; (c)
internal ligament of the left shell with chondrophore, typi-
cally with two fused cardinal teeth forming an ‘inverted V'.

2.3. Molecular identification

For molecular identification DNA was extracted from a speci-
men, which was clearly identified by morphological features
as R. cuneata (shell length 27 mm) using InnuPREP DNA Mini
Kit (Analytik Jena AG, Germany) according to manufacturer's
instructions. The identification was performed using a spe-
cies-specific molecular marker developed by Ardura et al.
(2015) for R. cuneata. For amplification of a 205 bp long
fragment of the 16S rRNA gene the R. cuneata-specific for-
ward primer RC-16Sar: 5-AATTTCTTCTAATGATGTGAGG-3
(Ardura et al., 2015) and universal revers primer 16Sbr: 5'-
CCGGTCTGAACTCAGATCACGT-3' (Palumbi, 1996) were used.

Environmental parameters at stations with living and vacant Rangia cuneata in 2013—2018.

Parameter

Exposed coast Curonian Lagoon

Depth range [m]

Salinity [PSU]

Temperature [°C]

Duration of ice cover, days per year
Dissolved oxygen [mg L™"]

Oxygen saturation [%]

13—17 0.3—11.2
6.40—7.48 0.18-7.27
1.05—20.35 0.52-21.76
None 30—-64
4,44—13.28 4.70—14.64
40—-119 48—126

Salinity, temperature, dissolved oxygen, and oxygen saturation are indicated for the near bottom layer. (Lithuanian Environmental

Protection Agency (LEPA) monitoring data.)
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Figure 1
microscope (Photo: S. Solovjova).

Amplification was carried out in six replicates of R. cuneata
using InnuTaq DNA polymerase (Analytik Jenna AG, Germany)
in 20 pl reactions containing 2 wl of DNA, 2.5 mM MgCl,,
250 uM of each dNTP, 1.25 g ul~' BSA and 0.7 pmol of each
primer. The PCR protocol consisted of a denaturation at 95°C
for 3 min followed by 35 cycles at 95°C for 30 s, 54°C for 30 s,
72°C for 45 s followed by a final extension at 72°C for 5 min
and a 4°C hold. PCR products were visualized on a 1.5%
agarose gel stained by SybrSafe. To exclude the possibility
of false positives, species-specific PCR was performed with
three other bivalve mollusks species occurring within the
sampling area: L. balthica, Dreissena polymorpha (Pallas,
1771) and Mytilus spp. Linnaeus, 1758. To exclude the pos-
sibility of PCR inhibition causing negative PCR results, a PCR
with universal primers 16Sar and 16Sbr described by Palumbi
(1996) was performed.

2.4. Sampling at monitoring stations

The annual benthic monitoring program, which began in
1980, involves 22 stations at depths of 13—117 m within
the Lithuanian sector of the southeastern Baltic and 10 sta-
tions in the Curonian Lagoon (Fig. 2). Further samples, taken
monthly from May to November were at selected stations in
the Curonian Lagoon. Three of these are located in the
dredged area of the Klaipéda Strait at depths 7—12 m and
elsewhere in the Lithuanian part of the Lagoon at 2—5 m. The
most recent survey was undertaken in September 2018.

A 71 kg Van Veen grab sampler with a sample area of
0.1m~2 was used capable of penetrating sediments to

A view of small (<10 mm) shells of Rangia cuneata (two above rows) and Limecola balthica (row below) under dissecting

10—15 cm at the coastal stations and to ca. 10—20 cm within
the Lagoon. Three to five samples were taken at each station,
each separately sieved using a 0.5 mm mesh size. Retained
material was fixed in a 4% formaldehyde solution and later
examined using a stereomicroscope at 7.8 x to 120x, accord-
ing to the procedure of HELCOM (2014). In total, approxi-
mately 230 Van Veen grab samples were taken in the
Lithuanian part of the Baltic Sea and 140 in the Curonian
Lagoon were the common rangia was expected to occur.
Samples were examined for live common rangia and also
their vacant shells. All rangia were counted and measured for
live wet weight (with shells, without water in the mantle
cavity) using an analytical balance (0.0001 g). A digital cal-
liper (0.01 mm) was used to measure the length of the living
and vacant shells.

Salinity, temperature and oxygen concentration were
measured at each station using a Multi Water Sampler.

2.5. Additional sampling

In the Curonian Lagoon additional samples were taken during
2015 close to the shoreline, at depths <0.8 m, using a
standard Boettger hand net (sampler steel frame
25 x 25 cm; net sieve mesh size 0.5 mm) near Juodkranté,
Preila, Nida and in the Klaipéda strait (Fig. 2). A basket
dredge (260 mm open diameter, 300 mm height, 180 mm
bottom diameter, diagonal mesh size 5 mm; Minchin, 2014)
was used in the Lagoon each month from May to September
2018 in areas where vacant shells and living specimens were
obtained using grab sampler.
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Shore surveys were undertaken in 2016—2018 for beached
shells of R. cuneata on either side of the Curonian Spit and to
the north of Klaipéda (Fig. 2). Observations were performed
for more than 50 sampling occasions along 50 m belt trans-
ects between the water's edge to the highest accumulations
of shore drift.

3. Results

3.1. Distribution and size structure

R. cuneata was first recognized in Lithuanian marine waters
in May 2013, at two coastal stations west of the Curonian Spit.
Here two small living individuals and vacant shells were found
(Fig. 3, left). At the same time at the entrance to the
Curonian Lagoon, only vacant shells were detected.

Living individuals were found only once at the coastal
marine stations after 2013, whereas in the Klaipéda Strait
they were detected in all years, except 2017 (Fig. 3, right).
Generally, the number of living rangia detected remained low
with a maximum of four individuals taken in a Van Veen
sample in 2016. It is noteworthy that two living 4—5 mm
specimens were found 20 km from the Lagoon entrance
during September 2015. These were byssally attached to

the spiked watermilfoil Myriophyllum spicatum L. at the
depth 0.3—0.6 m. The detailed information on R. cuneata
findings in the Lithuanian waters together with environmen-
tal data is presented in Table S1 in Appendix. Therewith,
environmental conditions data one year before R. cuneata
found are presented in Table S2 in Appendix.

The vacant shells did not increase over the following years
at marine coastal stations, whereas in the Lagoon their
numbers were gradually growing (Fig. 4). Also, the maximum
size of the living mollusks and vacant shells in the Lagoon was
four times greater than at exposed marine sites. Living
individuals attained 27 mm shell length and weighing 5.4 g
and vacant shell up to 37 mm (Fig. 5). Size distribution of the
vacant shells in the Curonian Lagoon is shown in Fig. 6.

3.2. Shore surveys

During the initial period of observation (2016—2017) only shells
of common mollusks were found: L. balthica, Mya arenaria
Linnaeus, 1758 and Cerastoderma glaucum (Bruguiére, 1789)
at the seaside exposed sandy coast. Beached shells within the
Lagoon consisted of the freshwater bivalves — Anodonta
cygnea (Linnaeus, 1758), Unio tumidus Philipsson, 1788, D.
polymorpha and gastropods — Viviparus viviparus (Linnaeus,
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1758), Radix auricularia (Linnaeus, 1758) and Planorbarius
corneus (Linnaeus, 1758). For the first time, one beached shell
of R. cuneata was found in 2018 April (shell length 27 mm) on
the seashore to the north of Klaipéda (Fig. 3). In October, after
storm events, 15 vacant shells (shells length 26—35 mm) were

found. Remarkably, they were found in a debris, most probably
transported by currents from the Curonian Lagoon as they
contained remains of freshwater organisms (A. cygnea, U.
tumidus, V. viviparus, canes, reeds, etc.) not occurring in
the marine area.
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3.3. Molecular species identification

Universal 16S rRNA gene-targeted primers yielded positive
PCR amplifications in all samples — the amplicons were
approximately 500 bp long that is the expected size
(Fig. 7b). Amplification using R. cuneata-specific primers
was detected only when DNA from R. cuneata specimen
was used as a template. Only one PCR product of the
expected size (approximately 200 bp) was obtained with
no additional bands (Fig. 7a). Amplification using DNA
extracted from other bivalve mollusks did not get any result.

4. Discussion

4.1. Living conditions and status of the common
rangia population in the Lithuanian waters

The high number of small vacant shells in the initial period
and slow growth of the common rangia in the marine coastal
area (Figs. 4 and 5) indicates that conditions here generally

Length-frequency distribution of Rangia cuneata collected in the Klaipéda Strait, Curonian Lagoon in May—September

are less suitable than in the Curonian Lagoon. This may be
due to higher hydrodynamic action at the exposed marine
coast, hard-packed sediments, less organics and reduced
food resources than in the Curonian Lagoon, where the
bottom sediments are softer and richer with organic material
(Remeikaité-Nikiene et al., 2016). Temporal anoxia, which
may occur during the ice coverage and in summer at night in
the Lagoon (Gasitnaité et al., 2008) is an unlikely limiting
factor for common rangia as adult specimens have the ability
to live anaerobically for up to 2 weeks (Risk Assessment,
2017). However, even in the Curonian Lagoon, the abundance
of the common rangia remains low (only seven live specimens
found during five years since the first detection) than com-
pared to the neighbouring Vistula Lagoon (max. abundance
up to 4040 ind. m~2; Rudinskaya and Gusev, 2012) and coastal
waters of the Gulf of Gdansk (540 ind. m—2; Janas et al.,
2014). At the same time the number of vacant shells on sites
is attaining a hundred per sample.

According to Rudinskaya and Gusev (2012) the rangia
yearlings in the Vistula Lagoon can reach 14 mm in size,
therefore finding of numerous vacant shells (<10 mm) in
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Figure 7

Marker

(a) Agarose gel of PCR products obtained with Rangia cuneata-specific primers. RC: Rangia cuneata, MB: Limecola balthica,

Msp: Mytilus spp., DP: Dreissena polymorpha, NTC: non-template control, Marker: DNA size marker (100 bp DNA ladder). (b) Agarose
gel of PCR products obtained with universal primers (Palumbi, 1996). RC: Rangia cuneata, MB: Limecola balthica, Msp: Mytilus spp., DP:
Dreissena polymorpha, NTC: non-template control, Marker: DNA size marker (100 bp DNA ladder).

our samples implies high mortality of the juvenile R.
cuneata. Interestingly, in the same samples where numerous
vacant shells of R. cuneata were found, the number of vacant
shells of common local species, such as L. balthica, C.
glaucum, D. polymorpha and unionids never exceeded a
few per sample. Kornijow et al. (2018) experimentally estab-
lished that non-predatory mass mortality of the common
rangia in the Vistula Lagoon occurs in spring, when water
temperature begins to exceed approximately 10°C and not
during or immediately after the end of winter at lower
temperature. It is not clear what is causing high mortality
of the common rangia in the Curonian Lagoon, where sea-
sonal temperature variation and the salinity range are similar
to the Vistula Lagoon (Chubarenko and Margonski, 2008).

In US populations, gametogenesis of R. cuneata is trig-
gered by a spring rise in temperature to at least 10°C and can
take place over at least a 7-month period if conditions remain
suitable (Risk Assessment, 2017). Another source indicates
that gametogenesis initiates at the water temperature above
15°C (Cain, 1975, cit. by Verween et al., 2006) and with
salinities above 0 or below 15 (Hopkins, 1970, cit. by Verween
et al., 2006). It is important, that the key trigger to R.
cuneata spawning is an abrupt salinity change from either
a higher or lower salinity to a range between 3 and 10 (Risk
Assessment, 2017), which is the case in the Curonian Lagoon
(Dailidiené and Davuliené, 2008; Gasiunaité et al., 2008).

The size structure of the vacant shells of R. cuneata in
the Curonian Lagoon indicates presence of at least two
cohorts: the yearlings (<14 mm) and the adult specimens,
which age may be 2—4 years, according to Rudinskaya and
Gusev (2012). Thus, it is likely that the population in the

Curonian Lagoon has established itself and will continue to
increase, while in the exposed marine coastal area, where
no shells greater than 9 mm were found, the population
status of R. cuneata (established/not established) remains
unclear.

4.2. Possible vectors of introduction and further
dispersal

The distribution pattern of the Atlantic rangia in northern
Europe supposes involvement of shipping vectors in its
spread, such as ballast water or sediments transported by
dredgers. In European waters R. cuneata was found in limnic-
to-mesohaline conditions with salinity 0.0 to 10.3, and in a
wide range of temperatures, from 0 to 25°C (Bock et al.,
2015; Janas et al., 2014; Moller and Kotta, 2017; Rudinskaya
and Gusev, 2012; Verween et al., 2006; Wiese et al., 2016;
and the present study).

Based on the distribution pattern of R. cuneata along the
Curonian Spit and small size of shells found in 2013 we
suspect that planktonic larvae were brought by currents from
the region of the Vistula Lagoon and/or Gulf of Gdansk during
2012. In these southern regions the populations are well
established and occur at high densities (Ezhova, 2012; Janas
et al., 2014; Rudinskaya and Gusev, 2012; Warzocha and
Drgas, 2013; Warzocha et al., 2016).

The arrival of R. cuneata in Lithuania due to a possible
natural spread differs to its arrival to the Estonian and
Swedish coasts (Florin, 2017; Moller and Kotta, 2017). These
two localities form the most northern known populations
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within the Baltic Sea. Both are found in areas adjacent to
ports, and possible means of introduction are beyond what
might be expected with the natural drift of rangia larvae but
most likely by ballast water or with craft involved in the
dredging port channels. We are aware of dredging activities
having taken place to the ports of Kaliningrad, Parnu but also
at Klaipéda. Further human-mediated spread with fishing
equipment and snagged weed on retrieved anchors is possi-
ble, because, as found in this study, small individual can
attach to macrophytes. In a separate study, small clams
(<1 mm) were observed attached to a hydroid colony (Hoese,
1973, cit. by LaSalle and de la Cruz, 1985).

Moller and Kotta (2017) assumed, that some predicted
climate change scenarios might allow this species to flourish
in the northern Baltic Sea. From here, it may spread else-
where by both natural and anthropogenic means. We suggest
coastal lagoons and estuarine areas will be more suitable for
such colonization due to the greater levels of eutrophication
and higher water temperatures than in the open sea. We
predict that there will be further expansions within estuarine
areas of western and southern Europe and possibly the Black
and Caspian Sea regions. Populations may already exist in
some areas where to date they have not been revealed.

In this study, beached rangia were not found for some five
years after its first known occurrence, which was established
from the monitoring samples and based on identification of
small specimens requiring a dissecting microscope. The small
shells that will have occurred on exposed marine coasts
would be unlikely to be detected in shore surveys. In most
of other cases (Bock et al., 2015; Janas et al., 2014; Rudins-
kaya and Gusev, 2012; Verween et al., 2006; Willing, 2015),
the first detection of the new mollusk occurred during a
routine benthic monitoring or specialized monitoring pro-
gram aimed at detection of non-indigenous species.

5. Conclusion

The semi-tropical non-indigenous clam R. cuneata continues
its spread within the boreal environment of the Baltic Sea.
Both human-mediated vectors (ballast water or dredged mate-
rial) and natural spread by coastal currents appear to be
involved in the process. Coastal bays and lagoons seem most
suitable for colonization, probably due to higher levels of
eutrophication and availability of food resources, and higher
summer water temperatures than in the open sea. Further
spread of R. cuneata to similar environments in Europe and
perhaps in the Black and Caspian Seas is possible, either from
the Baltic or from the North Sea or perhaps the Americas.
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KEYWORDS Summary This paper presents the results of laboratory measurements of suspended sediment
Sediment dynamics; movement induced by regular non-linear water waves propagating over a mildly sloping sandy
Sloping seabed; seabed covered with ripples. The measurements conducted in a water flume were carried out by
Bed ripples; applying the technique of particle image velocimetry (PIV). The aim of those experiments was to
Wave bottom boundary investigate near-bed velocities of sediment particles under controlled surface wave conditions. In
layer; particular, horizontal and vertical profiles of sand grain velocities were measured, and some
Particle image comparisons between the measured and theoretically-predicted quantities were carried out. A
velocimetry number of selected wave cases were examined, for which the Ursell number ranged from 18 to 39,

and the sediment grain mobility numbers varied between 12 and 26. For these flow conditions, the
near-bed layer of intense sediment grain movements had a thickness of about 2—3 ripple heights.
The maximum horizontal sediment velocities measured over ripple crests were about twice as
large as those over ripple troughs. Vertical sediment velocities above ripple crests and troughs
were similar, amounting to about 1/4 to 1/3 of horizontal velocities over ripple crests. The
detailed quantitative results obtained in the flume can help validate other experimental
techniques and can be useful in testing numerical models for simulating surface wave-induced
sediment dynamics.
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nificant transformation that gives rise to a complex oscilla-
tory motion of water particles and generates water currents
near the seabed. As surface waves enter a region of gradually
decreasing water depth, their height and steepness grow,
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Shoaling zone

Figure 1

resulting in increasing orbital velocities of water particles
across the water column. The increasing water velocities
near a sandy seabed increase shear stresses exerted by
oscillating water on sediment grains, which intensifies all
dynamic processes occurring in a near-bed layer of turbulent
flow, such as the formation, evolution and migration of bed
ripples, the entraining of sand grains into suspension, and
onshore/offshore transport of sediment along the bed. Such
complex phenomena have been investigated, both empiri-
cally and theoretically, for decades (Alsina et al., 2012;
Bagnold, 1946; Doering and Baryla, 2002; Grant and Madsen,
1982; Inman and Bowen, 1962; Sato et al., 1984), but it seems
that, despite the vast literature, the fundamental mechan-
isms underlying the motion of sediment particles over the
seabed are not yet fully understood. The development of
modern experimental techniques offers new opportunities
for observation and measurement of fundamental mechan-
isms occurring on small spatial scales near the seabed. One
such modern technique is particle image velocimetry (PIV).
The PIV technique is based on a digital analysis of images
of tracer particles seeded in water and observed within a thin
sheet of fluid lit by laser light (Willert and Gharib, 1991).
Originally, this technique was intended for use in one-phase
fluid flows, and has been successfully used in many problems
of hydrodynamics and related disciplines. Its application to
two-phase fluid flows, and such is the flow of sediment
particles suspended in water, can still be regarded as a novel
approach. One of the first attempts to use the PIV method in
experiments involving the motion of sandy sediments
induced by water waves was due to Ahmed and Sato
(2001). Van der Werf et al. (2007) applied this experimental
method for the detailed investigation of water vortex gen-
eration above seabed ripples and their effect on the ejection
of sand grains into the water column. Yang et al. (2011)
developed an approach that makes it possible to simulta-
neously determine the velocity fields of water and sediment
particles by using fluorescent seed particles. Further,
Umeyama (2012) applied the PIV technique to measure
particle trajectories due to surface waves propagating in
water of finite depth. More recently, Stachurska and Star-
oszczyk (2016) used the PIV method to investigate the motion
of sediment particles in the vicinity of a rippled bed for
surface wave-generated flows in water of constant depth.

Shallow depth Transition depth Deep water
zone zone depth zone
h<=1/20 L/20<h<L/2 h>L/2

N N

L/2

Wave base.

\

Schematic diagram of a coastal zone profile (h denotes water height, and L denotes deep-water wavelength).

This paper is a continuation and extension of research
reported in the latter paper (Stachurska and Staroszczyk,
2016). Thus, wave-generated flows in water of slightly varying
depth are now investigated, that is, the region denoted in
Fig. 1 as the 'transition zone' is considered. For this purpose,
sediment motion generated by non-linear (Stokes) waves
propagating over a bed inclined at a constant angle of 2%
with a system of well-developed ripples was analyzed experi-
mentally in a water flume. The objective of the laboratory PIV
measurements was to investigate in detail the dynamics of
sediment particles under controlled surface wave conditions.
The main point of interest was to determine the velocities of
sand particles near a rippled bed. In particular, the vertical
profiles of horizontal and vertical sediment velocities over
ripple crests and ripple troughs were measured, and the
variation of sediment velocities in the horizontal direction
along the bed ripples was investigated. Moreover, a number of
parameters characterizing sediment dynamics were deter-
mined, including the grain mobility number, the Shields para-
meter and the thickness of the turbulent near-bed layer,
commonly referred to as the wave bottom boundary layer
(WBBL). Some of the results from the flume measurements
were compared with theoretical estimations based on analy-
tical formulae available in the literature.

The experimental results obtained in the laboratory and
described in this study give insights into the complex
mechanisms taking place in the immediate vicinity of sandy
ripples in water-induced flows. The quantitative results can
be used to validate other experimental techniques (espe-
cially those to be applied on larger scales in the field), and
they can also be useful in testing numerical models devel-
oped to simulate sediment behaviour in surface wave-
induced flows.

The paper is organized as follows. Section 2 provides some
basic theoretical background and introduces some para-
meters used throughout the paper. Section 3 describes the
experimental setup and the methodology of measurements
and data post-processing. Section 4 presents detailed results
obtained during the laboratory work, including the vertical
and horizontal profiles of sediment particle velocities. Sec-
tion 5 is devoted to the comparisons of the measured data
with theoretical estimations, and Section 6 presents the most
important conclusions from the laboratory experiments.
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2. Theoretical framework

Before the presentation and discussion of experimental
results obtained in the flume, some basic theoretical frame-
work is given below.

2.1. Description of surface waves

The laboratory experiments were carried out for surface
waves with parameters (the wave length and height) corre-
sponding to those of finite-amplitude non-linear waves pro-
pagating in shallow water. Hence, it was assumed that waves
generated in the flume during the experiments can be
approximated by the second-order Stokes theory (Fenton,
1990). Accordingly, in a rectangular coordinate system Oxz
with the horizontal x-axis assumed along the wave propaga-
tion direction and the vertical z-axis pointing upwards and its
origin assumed at the still water surface, the water particle
horizontal and vertical velocity components u and v respec-
tively, for waves travelling over a horizontal bottom, are
given by:
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,_ Her cosh (=) (an 271t)
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In the above equations, L denotes the surface wave length, H
is the wave height, t is time, Tis the wave period, h is the still
water depth, c is the wave phase velocity (celerity) and g
stands for the gravitational acceleration. The derived quan-
tities, w and k, representing the angular frequency and the
wave number, are also used in the theoretical description.
These are defined by the formulae:

L

27 27 w

=7 k:Ta CZE- (3)
The quantities w, k and h are related through the dispersion
relation:

w

Table 1

w* = gktanh kh. (4)

In order to determine whether, for given wave para-
meters, we deal with Stokes or cnoidal wave regimes, an
Ursell number (Ursell, 1953) defined by the formula

H [L\?
Ur=F, (h—) ®)

was calculated, where L and hs denote, respectively, the
wave length and water depth at a given location over the
sloping bed. It was found that for the waves generated in the
flume during our experiments, the Ursell number ranged
between the values of around 18 and 39, see Table 1 in
Section 3. According to Fenton (1990) and Hedges (1995),
the latter range corresponds indeed to the Stokes wave
regime (the cnoidal wave theory is applicable for U, > 40).

To characterize the water flow regime near the bed, the
Reynolds number defined by the relation

2
_%
wV

Re (6)
was calculated, where ug is the amplitude of the horizontal
velocity of water near the bed, and v is the kinematic
viscosity of water (equal to 107¢ m?s~"). The values of the
Reynolds number calculated for our laboratory conditions are
listed further in Table 1 in the next section. They range,
approximately, between 0.9 x 10*and 2.1 x 10*, which indi-
cates that the flow near the flume bed was turbulent, and the
laboratory conditions were close to those encountered in the
field, for which the Reynolds nhumbers commonly have the
values of order 10° (Nielsen, 1992).

2.2. Relations describing sediment dynamics

One of the key parameters in mechanics of sediment transport
is the so-called Shields parameter 6 which describes the ratio
of the water flow-generated shear force acting on a sediment
particle resting on the bed to its own weight in water. The
value of this parameter allows us to estimate, in an approx-
imate manner, the sediment movement regime in the vicinity
of a rough bed. In the literature, the Shields parameter is
commonly defined on the assumption that the bed grain
roughness equals 2.5ds, (Where dso denotes the median grain
diameter). In this case, the Shields parameter, denoted then
as 6, 5, is given by the following relation (Nielsen, 1992):

%fz.s (Aw)z

(s—1)gd50 ’ (7)

025 =

Parameters of surface waves investigated in the experiments. Notations: h and hs are deep and shallow water depths,

respectively, H is the wave height, T is the wave period, L and Ls are wave lengths in deep and shallow water, respectively, U, are
Ursell numbers, Re are Reynolds numbers, and ¢ are mobility numbers.

Case h [m] hs [m] H [m] T [s] L [m] Ls [m] U, Re v

A 0.08 1.0 17.6 8.6 x 103 12.7
B 0.10 1.0 1.4 1.2 22.0 1.5 x 10* 21.6
C 0.35 0.185 0.11 1.0 24.2 1.8 x 104 26.2
G 0.06 1.4 29.5 1.1 x 10* 11.6
H 0.08 1.4 2.3 1.8 39.4 2.1 % 10* 24.6
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The parameter f, 5 entering the above equation denotes the
grain roughness friction factor and is determined by the
following formula (Nielsen, 1992):

0.194
f25 =exp {5.213 (2.5:/50) —5.977] : 8)

In Egs. (7) and (8), A is the orbital displacement amplitude of
the fluid immediately above the bed boundary layer and s is
the ratio of the densities of the sediment grain and water
(s = 2.65 for quartz sand).

Based on the observations, it is usually assumed that
grains at the bed start to move at 6,5 ~0.05, sand ripples
develop and remain stable at 6,5~0.2-+0.3, and at
0,5 ~0.8+1.0 all bedforms are destroyed and a mass sedi-
ment movement occurs (Nielsen, 1992; Ostrowski, 2004). As
will be shown in Section 5, the values of the Shields para-
meter 6,5 for flow conditions investigated in the flume
experiments varied from about 0.1 to about 0.3, that is,
within the range at which sandy ripples develop at the bed
and remain stable.

An alternative dimensionless parameter that is often used
for measuring forces exerted by water waves on sediment
particles is the mobility number, v, defined by

(Aw)®
(s—1)gdso
By comparing Egs. (7) and (9) it can be noted that the two

dimensionless quantities, 6,5 and v, are related by the
simple formula

= 9)

1
025 = ifz.slﬁ (10)

The roughness of the sandy bed, even if there are no
ripples thereon, considerably affects the oscillatory flow of
water in the water column close to the bed. This is caused by
the development of a turbulent boundary layer, which, if due
to the propagation of surface waves, is often referred to as
the wave bottom boundary layer (WBBL). There are a number
of approximate analytic formulae proposed in the literature
(e.g. Fredsoe, 1984; Fredsoe and Deigaard, 1992; Grant and
Madsen, 1979) for the estimation of the WBBL thickness in
terms of parameters defining a surface wave and the proper-
ties of the rough bed. In this work, for a bed which is covered
by a system of ripples (i.e. is not flat), we apply an approach
due to Nielsen (1992), by which the WBBL thickness, §, is
given by:

1Tu
=5 fu (11

where u is the horizontal velocity of water at the top of the
boundary layer (the so-called free-stream velocity), and f,,
denotes a quantity known as the wave friction factor. To
calculate the latter quantity, the value of the Shields param-
eter defined above by Egs. (7) and (8) is used. Accordingly, at
first the hydraulic roughness of the rippled bed, r, is estimat-
ed by applying the formula (Nielsen, 1992):

2
r— % + 170ds0+/6,5—0.05, (12)
r

in which n, and A, denote the characteristic ripple height and
length, respectively. Assuming that the bed is hydraulically

rough (implying turbulent flow in the boundary layer), the
wave friction parameter f,, is defined in terms of the rough-
ness parameter r by the equation:

fw =exp {5.5(%)01—6.3}. (13)

Given the value of f, calculated from relation (13), the
boundary layer thickness § can be estimated from
Eq. (11). The values of § predicted by the theory for the
surface waves investigated in this work will be compared with
those observed in the flume experiments in Section 5.2.

In order to evaluate from Eq. (12) the bed roughness r, the
bed ripple length and height are needed. For regular waves,
the ripple length is calculated from the following formula
(Nielsen, 1981):

% 2.2-0345y03, (14)
which is valid for the mobility number range 2 < ¢ < 230. The
characteristic ripple height, in turn, is given by the relation

% = max{0.275-0.022y°%0}. (15)

Alternatively, the ripple height can be determined in terms of
the Shields parameter 6,5 by applying the formula

% — 0.182-0.24613. (16)
p

Since the laboratory experiments presented in this work
focus on the measurement of suspended sediment particle
velocities, it is of interest to evaluate the settling velocity of
a single particle descending in fluid in rest (this velocity is
determined from the condition that the fluid drag force
acting on the particle balances the gravity force). From
among a number of formulae which are available in the
literature, we chose an empirical one proposed by Onoszko
(1965):

Vs = 9.45(s—1)%8dsy, (17)

in which v is in units [ms~'] and dsp in [m]. The above-
defined settling velocity can be treated as a characteristic
scale for the vertical sediment particle velocities measured
in the flume experiments.

3. Experimental setup and data processing

The experiments were carried out in a wave flume belonging
to the Institute of Hydro-Engineering of the Polish Academy
of Sciences in Gdansk, Poland. The facility is 64 m long, 0.6 m
wide and 1.4 m deep. Water waves are generated in the
flume by a programmable piston-type wave maker. The
experiments described in this work were carried out for
the still water depth h=0.35m. For the purpose of the
experiments, an inclined bottom section with a slope of 2%
and a length of 20.0 m was inserted into the flume (see
Fig. 2). The inclined bottom started at a distance of
21.25 m from the wave generator. Natural sand, taken from
a beach at a village of Sobieszewo (part of the Gdansk
agglomeration), was used in the experiments. The median
diameter of sand grains, determined by sieve analysis, was
dso = 0.257 mm. The sand was placed in a tray (cuvette),
which was mounted on the sloping bottom at a depth of about
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0.185 m, that is, at approximately 1/2 of the still water level
measured relative to the flat horizontal section of the flume
bottom. This particular location of the sand tray was chosen
to ensure full transformation (steepening and shortening) of
waves coming from the constant-depth section of the flume,
with wave parameters selected in such a way that near-
breaking wave conditions occurred for the highest waves
considered in the experiments.

A PIV laser beamer was mounted over the middle part of
the sand tray, and a high-definition video camera was placed
in front of the glazed vertical sidewall of the flume to record
laser light-illuminated sediment particles (see Fig. 3). The
PIV system used in the experiments was supplied by LaVision.
The sampling frequency (at which pairs of PIV images were
recorded) was 15 Hz, with an inter-frame separation time in
each pair of frames ranging from 400 to 2000 ps. Successive
images of sediment particle distributions were recorded by a
high-speed CCD camera Imager Pro HS 500 with a sensor

Figure 3

sand ejection —\

Experimental setup.

spatial resolution of 1280 px x 1024 px at 520 fps (frames
per second). The size of the measurement window was
approximately 20 cm x 17 cm. The PIV images were post-
processed by the PIVlab1.4 software for MATLAB (Thielicke
and Stamhuis, 2014), which uses cross-correlation to calcu-
late vector fields between two successive frames. Spurious
spikes (outliers) in velocity distributions were detected by
the so-called local median filter method (based on a window
of 3 x 3 grid points). Typically, the PIV technique requires
seeding (small tracer particles suspended in a fluid), but it
turned out in the course of the experiments that the fine sand
particles reflected the laser light sufficiently well, so artifi-
cial seeding was not necessary.

Prior to the PIV measurements, water waves were gener-
ated in the flume for approximately 30 min, so that sand
ripples developed on the bed and reached a state of equili-
brium for given surface wave conditions, with ripple crests
aligned in parallel to form a very regular pattern. The
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Figure 4
period T=1.0s.

geometry of the ripples (their length and height) was mea-
sured along the lateral glass walls manually with a ruler, so
the measurements were accurate to within 1 mm.

In order to record changes in the water free surface
elevation, a system of six wave gauges (denoted as S1 to
S6 in Fig. 2) was used. The gauges were placed near the
middle of the horizontal bottom, at the beginning of the
slope and directly behind the sand tray, as indicated in

Instantaneous horizontal sediment velocity fields over a rippled bed for three cases of the wave height H and the wave

Fig. 2. The analysis of data recorded by these gauges showed
that the distortion and damping of surface waves caused by
the presence of the lateral walls of the channel were neg-
ligibly small, so the flow could be regarded as two-dimen-
sional.

Before the proper experiments started, a series of pre-
liminary test runs with various combinations of surface wave
parameters was conducted to identify those cases in which



356

systems of well-developed and stable (i.e. not migrating) bed
ripples were formed, no-breaking of waves took place, and no
excessive vibrations of the inclined bed (which cause errorsin
measurements) occurred. Five of the cases tried in the
preliminary tests were selected for detailed examination.
These cases included waves of two different periods T, one
corresponding to a medium-length wave and the other to a
long wave. The maximum heights H of these two waves
chosen for experiments were the largest for which the waves
did not break (those higher by 1 cm broke over the sloping
section of the bed). The three remaining wave cases, with
smaller wave heights, were used for comparisons. The five
cases selected for presentation, thereafter labelled A, B, C,
G and H, are defined in Table 1 in terms of wave period T,
wavelength L and wave height H. In the table, also the values
of the Ursell number U, defined by Eq. (5), the wave Reynolds
number Re defined by (6), and the mobility number v given
by relation (9) are listed for reference in the table.
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4. Experimental results

In this section, the results of the laboratory tests in the flume
are presented, with the five cases of surface waves investi-
gated experimentally defined in Table 1. In the experiments,
the focus was on measuring the velocities of sand particles
suspended in water near the rippled bed. The results
obtained in the flume are illustrated by means of velocity
profiles, showing the variation of both components of the
sediment grain velocity vector along an either vertical or
horizontal direction. The profiles used for illustration are
defined in Fig. 3. One of the two vertical profiles is located
over a ripple crest, and the other is loced over a ripple
trough, with the zero z-coordinates in both profiles assumed
at the ripple trough level. The horizontal profile is located
along a line parallel to the bed and passing through the top of
the highest ripple in the PIV image window (which covered
about five ripple lengths). The zero coordinate of this profile
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Instantaneous horizontal velocities of sediment grains along the horizontal profile over the bed ripples for three values of

the wave height H and the wave period T = 1.0s, at wave phases t/T = 0 (wave trough) and t/T = 0.5 (wave crest).
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was assumed at the left side of the window, as shown in the
figure.

The results of PIV measurements are presented separately
for the waves of a period T = 1.0 s (cases A, B and C defined in
Table 1) and the longer waves of a period T=1.4s (cases G
and H).

4.1. Sediment velocities due to surface waves of
the period T=1.0s

The PIV images of the instantaneous horizontal velocities of
sediment particles for the three cases A, B and C are shown in
Fig. 4. The images on the left correspond to the instant of a
wave trough passage (t/T = 0) over the middle of the mea-
surement window, while the images on the right illustrate the
velocities at the passage of a surface wave crest (t/T =0.5)
over the same point.

The following figures illustrate sediment velocity profiles
measured by the PIV technique. Fig. 5 shows plots of hor-
izontal sediment velocities along the horizontal profile for
three different values of the wave height H. Under each plot,
there is the corresponding profile of bed ripples that devel-
oped under given wave conditions. The characteristics of the
ripples are provided in Section 5.2. It is seen that despite the
scatter in the data, the measured velocities reflect well the
phenomenon of increased sediment velocities above ripple
crests compared to those above ripple troughs. The case of
H=0.08 m, illustrated in Fig. 5a and b, shows that instanta-
neous sand particle velocities varied between —0.29 ms™"
during surface trough transition to 0.25ms™" during the
wave crest transition. The corresponding velocities for the
case H = 0.10 m were about +0.26 ms™' (see Fig. 5c and d),
whereas for the highest wave H=0.11 m the measured velo-
cities ranged from about —0.40 to 0.28 ms~' (Fig. 5e and f),
depending on the surface wave phase.

Fig. 6 presents the vertical distributions of instantaneous
horizontal sediment velocities measured along a profile located
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on a ripple crest (see Fig. 3) for the three wave heights con-
sidered. It can be seen that similar, quasi-symmetric sediment
velocity patterns occur in all three cases, with velocity magni-
tudes |ug| in the near-bed turbulent layer of much larger than
those in the water column above. The magnitudes of near-bed
sediment velocities, at both wave trough (t/T = 0 blue lines) and
wave crest (£/T = 0.5, red lines) passages, increase with the
wave height, as expected, though this increase, with the wave
height H, can be considered as moderate. For instance, for the
wave height H=0.08 m (Fig. 6a), the measured sediment
velocities vary between ug=—0.21 ms™" and u;=+0.22 ms™’,
for H=0.10m (Fig. 6b) they vary between the values of about
+0.25ms~", and finally, for H = 0.11m (Fig. 6c), they vary
between us = —0.32 ms~" and us = +0.27 ms~". One can expect
some asymmetry in near-bottom sediment velocities (differ-
ences between the velocity magnitudes at wave trough and
crest passages) that increase with the wave height, and this
effect is indeed observed in Fig. 6c for the highest wave
H = 0.11 m. The asymmetry results from the fact that, for steep
non-linear waves propagating in shallow water, the wave trough
passage lasts longer than the crest passage phase, so there is
more time for sediment particles to catch up with water during
its oscillatory flow. This explains why the most intense movement
of sediment occurs during the passage of wave troughs. It is also
seen in the plots that the thickness of the near-bed layer of
intense sediment movement is significantly affected by the wave
height H, increasing by a factor of about three between the
smallest and highest waves illustrated in the figure.
Corresponding to Fig. 5 are the plots in Fig. 7, showing
variations in vertical sediment velocities along the horizontal
profile over the bed ripple crests. The case of H=0.08 m,
illustrated in Fig. 7a and b, shows that sand particle velocities
varied from 0.04ms™" to —0.03ms™ ' during a surface
trough passage and from 0.08 ms~' to —0.03 m s~ during
a wave crest passage. The analogous velocities for the case
H =0.10m changed from about 0.05ms ' to —0.04 ms™"
during a wave trough passage (see Fig. 7c), and from
0.07ms™ " to —0.03 m s~ during a crest passage (Fig. 7d).
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Figure 6

Instantaneous horizontal velocities of sediment grains along the vertical profile over a ripple crest for three values of the

wave height H and the wave period T = 1.05s, at wave phases t/T = 0 (wave trough passage, blue lines) and ¢t/T = 0.5 (wave crest
passage, red lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)
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wave height H and the wave period T = 1.0s, at wave phases t/T = 0 (wave trough) and t/T = 0.5 (wave crest).

For the highest wave H = 0.11m, the measured horizontal
velocities ranged from about 0.10 ms~" to —0.08 m s~ dur-
ing a wave trough passage (Fig. 7e), and from 0.09 ms~" to
—0.04 ms ™" during a crest passage (Fig. 7f).

The plots in Fig. 8 illustrate the distributions of instanta-
neous vertical sediment velocities measured along a vertical
profile located over a ripple crest (see Fig. 3) for the three
wave heights considered. By comparing the plots in Figs.
6 and 8, it can be noted that the magnitudes of vertical
velocities of sediment grains in the wave bottom boundary
layer are about 1/3 of their horizontal counterparts. It can be
observed again (see Fig. 6) that the wave height considerably
affects the thickness of the near-bed turbulent layer of
intense sediment movement, increasing it by a factor of
about three between the smallest and the highest waves.

Some asymmetry in the near-bed velocities can also be
noticed, especially apparent for the highest wave illustrated
in Fig. 8c.

The plots in Figs. 6 and 8 illustrate sediment velocity
distributions along a vertical profile located over the top of a
ripple crest. The six plots in Fig. 9 display corresponding
velocity distributions for a profile located over a bed ripple
trough (see Fig. 3). The upper row of plots shows horizontal
components for the three wave height cases, and the lower
row shows the vertical components of the velocity vector.
Comparing Figs. 6 and 9, one can note that the measured
magnitudes of the horizontal velocities of sediment grains
immediately over ripple troughs are smaller than those over
ripple crests and the relative velocity reduction decreases
with the turbulent boundary layer thickness. Hence, for the
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Instantaneous vertical velocities of sediment grains along a vertical profile over a ripple crest for three values of the wave
height H and the wave period T = 1.0s, at wave phases t/T =

0 (wave trough transition, blue lines) and t/T = 0.5 (wave crest

transition, red lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)

thinner layer (case A), the velocities over the ripple trough
are approximately half of those over the crest, whereas for
the thicker layer (case C) the near-bed horizontal velocities
are reduced by about 30%. A different pattern is observed for

the vertical velocities (see Fig. 8), since the magnitudes of
near-bed sediment velocities over ripple crests and troughs
are similar, irrespective of the wave height (and hence of the
bottom boundary layer thickness).
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Figure 9 Instantaneous horizontal (plots a—c) and vertical (d—f) sediment velocities along a vertical profile over a ripple trough for

three values of the wave height H and the wave period T = 1.0s, at wave phases t/T = 0 (wave trough transition, blue lines) and
t/T = 0.5 (wave crest transition, red lines). (For interpretation of the references to color in this figure legend, the reader is referred to

the web version of this article.)
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period T = 1.4s.

4.2. Sediment velocities due to surface waves of
the period T=1.4s

Now we proceed to the results obtained for longer, more non-
linear, waves of the wave period T = 1.4s. Two cases denoted
by G and H and defined in Table 1, with the wave height H
equal to either 0.06 or 0.08 m, respectively, were investi-
gated in the flume. PIV images showing instantaneous hor-
izontal velocity fields in the vicinity of a rippled bed for the
two wave heights are displayed in Fig. 10. The images on the
left correspond to the instant of a surface wave trough
passage (t/T = 0) over the plotted area, while the analogous
images on the right show velocities during the passage of a
wave crest (t/T = 0.5).

The plots in the following figures illustrate sediment
velocity profiles in the near-bed region determined for the
two wave height cases. Fig. 11 presents horizontal velocity
distributions along the horizontal profile over the ripples

Instantaneous horizontal sediment velocity fields over

T=1.4 (s), H=0.08 (M)

0.14 0.16

0.1 0.12

y axis(m)

0.08

s 0.12
X axis (m)

0.14  0.16

018 020

a rippled bed for two cases of the wave height H and the wave

crests. The case of the smaller wave height (H = 0.06 m) is
illustrated in Fig. 11a and b, showing that horizontal sedi-
ment velocities range from u;= —0.09 ms~' at the wave
trough transition to about +0.11 ms~" at a wave crest pas-
sage. The corresponding values of sediment velocities for the
higher wave (H =0.08 m) range from about —0.20 ms™ ' at
the wave trough transition to about +0.18 m s~' at the wave
crest transition, as is seen in Fig. 11c and d.

The plots in Fig. 12 illustrate the distributions of instan-
taneous horizontal sediment velocities along the vertical
profile extending over a ripple crest (see Fig. 3). Fig. 12a
shows velocities determined for the wave of the height
H =0.06 m. It is seen, for this particular data set, that the
maximum near-bed sediment velocity magnitudes during a
wave crest passage (t/T = 0.5, red lines) are equal to about
0.13 m s, and those at the wave trough transition (t/T =0,
blue lines) are slightly larger and equal to about 0.15ms~".
Fig. 12b displays horizontal velocity profiles for the larger
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Instantaneous horizontal velocities of sediment grains along the horizontal profile over the bed ripples for two values of

the wave height H and the wave period T = 1.4s, at wave phases t/T = 0 (wave trough) and t/T = 0.5 (wave crest).

wave height H = 0.08 m. In this case, the near-bed sediment
velocity magnitudes are equal to about 0.18 ms™" at the
wave crest transition, and 0.17ms~' at a wave trough
passage. Again, it is observed (cf. Fig. 6) that the increase
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in the surface wave height significantly affects the thickness
of the near-bed layer of intense sediment movement.

Fig. 13 displays variations in the vertical sediment velocity
along the horizontal near-bed profile. Plots 13a and b, illus-
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transition, red lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)
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trating the case of the smaller wave height H = 0.06 m, show
velocities changing between 0.06 ms~' and —0.03 ms™" at
the wave trough passage, and between 0.08 ms~' and
—0.03 ms~" at the wave crest passage. The analogous values
for the higher wave (H = 0.08 m), illustrated in Fig. 13c and
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d, range from about 0.07ms~" to —0.04ms~" at a wave

trough passage, and from 0.08 ms~' to —0.03ms™" at a
wave crest passage.

Fig. 14 illustrates the distributions of sediment vertical
velocities along the vertical profile extending over a ripple
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crest for the two wave heights. Comparing the plots for both
cases with the corresponding plots in Fig. 12, one can note
that the magnitudes of vertical sediment velocities in the
near-bed turbulent layer are equal to about 1/3 of their
horizontal counterparts.

Finally, Fig. 15 illustrates sediment velocity variation
along the vertical profile located over a ripple trough. The
two plots 15a and b show the distributions of horizontal
velocities, and the corresponding plots 15c and d display
vertical velocities.

5. Comparisons of experimental and
analytical results

It is clearly seen in Figs. 5—9 and 11—15 that the spatial
distributions of instantaneous sediment grain velocities are
highly variable, reflecting complex physical mechanisms
governing the movement of sediment grains in highly turbu-
lent water flow in near-bed regions. First of all, the complex-
ity of the phenomenon is due to the presence of vortices
which cyclically appear and disappear near the slopes of bed
ripples during successive phases of the oscillatory motion of
water induced by surface waves, as described in detail by Van
der Werf et al. (2007). In addition, the dynamic interactions
of sediment grains with the bed (the mechanism of grain
saltation), along with the interactions between grains sus-
pended in water, all contribute to random fluctuations in
sediment particle movements near the bed.

In this section, the empirical results from the flume are
compared with results that can be obtained by applying
analytical formulae presented in Section 2, describing velo-
city fields generated by surface waves of the Stokes type, the
characteristics of the wave boundary layer, and the para-
meters (length and height) of bed ripples. Since the PIV
technique fails to measure water particle velocities in the
presence of sand grains suspended in water (because the
latter are detected by this technique), water particle velo-
cities are calculated analytically and then compared, in
Section 5.1, with sediment grain velocities measured in
the laboratory. In Section 5.2, the results from the flume
experiments are compared with those known from the lit-
erature on sediment dynamics. Thus, the characteristics of
the measured bedforms are compared with those predicted
by the theory for given surface wave parameters, forces
acting on sediment grains at the bed (expressed in terms
of the Shields parameter) are evaluated, and the thicknesses
of the wave-induced oscillating turbulent boundary layer
(WBBL) are calculated and compared with those determined
experimentally.

5.1. Sediment particle velocities versus water
particle velocities

To compare the instantaneous velocities of sediment parti-
cles with those of water in the near-bed region, theoretical
relations (1) and (2) describing second-order Stokes waves
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Figure 16  Variations in near-bed horizontal velocities of sedi-
ment particles (dashed lines) and water particles (solid lines)
during one period of a surface wave for cases A, B and C
(T =1.05s).

are employed. The plots in Figs. 16 and 17 display variations
in the horizontal velocities of sediment and water particles at
a point near a ripple crest point during the time of one wave
period T. The plotted quantities for the sediment represent
mean values calculated for a series of ten consecutive wave
periods. Sediment velocities are plotted in the figures with an
interval of 1/15 s, which is related to the frequency of 15 Hz
at which successive images were recorded by the PIV system
used in the experiments. This corresponds to only 16 time-
points in the plots for the waves of the period T = 1.0, and
22 points for the waves with T = 1.4s. The three cases (A, B
and C) of waves with the period T = 1.0s are illustrated in
Fig. 16, with the solid lines showing water velocities, and the
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Figure 17 Variations in near-bed horizontal velocities of sedi-
ment particles (dashed lines) and water particles (solid lines)
during one period of a surface wave for cases Gand H (T = 1.4s).

dashed lines representing sediment velocities. The corre-
sponding plots for the longer waves, represented by cases G
and H (of the period T = 1.45s), are displayed in Fig. 17. In all
the plots in Figs. 16 and 17, the instant t = 0 represents the
time of a wave crest passage over a given point. It can be
noted in the plots that the higher the wave height H, the
higher the ratio of the horizontal velocity of sand grains to
water velocity, us/uy. For smaller wave heights (cases A and
G), the ratios us/uy, on average, do not exceed the values of
about 0.3. On the other hand, for the higher and more non-
linear waves, with the wave crests becoming shorter and the
troughs becoming longer, the ratios us/u, significantly
increase during the wave trough passage. This is seen in
the plots for cases C and H, representing the steepest waves
investigated in the experiments, for which the above velocity
ratios are, on average, as large as about 0.8 and more. This
property is due to the fact that, for steep waves in shallow
water, the trough passage phase lasts longer than the crest
passage phase, so that there is more time for sediment
particles to catch up with water during the trough phase
of the oscillatory wave motion. This, in a way, also explains
why the most intense changes in the sandy bedforms occur
during the passage of wave troughs.

Fig. 18 illustrates time-variations in the vertical velocities
of near-bed sediment particles versus wave-induced vertical
water velocities defined by Eq. (2). Unlike the plots in Figs.
16 and 17, which show horizontal velocities at a point located
on a ripple crest (at which vertical water velocities given by
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Eq. (2) are zero), the plots in Fig. 18 show vertical velocities
at a point directly above the middle of a ripple trough, at the
ripple crest height. These plots illustrate cases C and H,
representing the highest waves with the period 1.0 s and
1.4 s, respectively. It follows from the plots (see also Figs. 16¢
and 17b) that the maximum vertical velocities v of sediment
particles at that point are about 20—25% of the maximum
horizontal sediment velocities us at the neighbouring crest
points. Unlike the maximum horizontal sediment velocities,
which are equal to a fraction of the maximum water velo-
cities, the maximum vertical sediment velocities consider-
ably exceed the corresponding wave-induced water
velocities. This effect, caused by the ejection of sand grains
from the bed by ripple vortices, is particularly well pro-
nounced for the longer wave represented by case H, which
corresponds to the most non-linear wave analyzed in the
experiments, see the Ursell and Reynolds number values
listed in Table 1. It may be of interest to compare the
maximum vertical velocities of sand grains, equal to about
0.05 ms™', with the grain settling velocity. It turns out that
the latter, calculated from Eq. (17) in Section 2, is equal to
0.036 ms~! for the sand grain diameter dso = 0.257 mm.

The magnitudes of near-bed sediment grain and water
velocities for the five wave cases investigated in the flume
are compared in Table 2. For sediment, the numbers in the
table represent time-averaged velocities calculated as means
of extreme (both positive and negative) quantities over ten
subsequent wave periods. The columns labelled us and u,, list
the horizontal velocity magnitudes of sediment and water,
respectively, at a wave crest passage, whereas those labelled
—us and —u,, give the corresponding magnitudes at a wave
trough passage over a given near-bed spatial point.

Finally, the plots in Fig. 19 show the dependence of the
maximum near-bed sediment particle velocities on the value

of the Shields parameter 6,5 for the five wave cases inves-
tigated in the flume experiments.

5.2. Bed forms and wave bottom boundary layer
thickness

In all surface wave cases investigated in the laboratory
experiments described in this work, well-developed systems
of regular bed ripples formed and remained stable in time.
The characteristic geometric parameters of the ripples (their
lengths A, and heights 7,) measured in the flume for the five
cases considered are listed in Table 3. Given are the mean
values and standard deviations (appearing after the signs +).
The measured quantities, indicated by the suffix ‘exp’, are
compared with corresponding quantities obtained from ana-
lytical formulae: (14) for A, and (15) for n,, indicated by the
suffix 'the'. In addition, the table also contains the values of
the Shields parameter 6,5 calculated from Egs. (7) and
(8). The last two columns in the table give the empirically
and theoretically estimated depths § of the wave bottom
boundary layer, see Eqgs. (11)—(13).

It is seen in the table that the empirically measured
geometric parameters of the bed ripples are, in general,
in good agreement with those predicted by the theory. In
particular, the analytically determined ripple heights 7, fall
within the range of values observed in the flume, except for
case A, in which a small discrepancy (0.1 cm) has occurred.
Regarding the ripple lengths A,, the agreement between
empirically and theoretically evaluated values is seen for
cases A, B and G, whereas for the most non-linear waves
represented by cases C and H the observed ripple lengths are
smaller than those given by the analytical formula.

As can be seen in Table 3, the values of the Shields
parameter 6,5 in our experiments varied between

Table 2 Magnitudes of near-bottom horizontal velocities of sediment and water particles for five surface wave cases considered.

Case H[m] T[s] Water particles

Sediment particles

uy [ms™ —uu[ms '] vy [ms '] —vy[ms '] u[ms'] —us[ms'] vi[ms '] —vs[ms]
A 0.08 1.0 0.23 0.19 0.02 0.01 0.17 0.20 0.06 0.07
B 0.10 1.0 0.30 0.24 0.03 0.025 0.23 0.25 0.08 0.07
C 0.11 1.0 0.33 0.26 0.03 0.03 0.3 0.35 0.08 0.10
G 0.06 1.4 0.22 0.15 0.02 0.01 0.10 0.12 0.03 0.04
H 0.08 1.4 0.32 0.18 0.04 0.02 0.18 0.18 0.03 0.05
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Figure 19  Maximum horizontal (a) and vertical (b) sediment near-bed velocities as functions of the Shields parameter 6, 5 for the five

surface wave cases analyzed in the laboratory experiments.

Table 3 The values of the bed ripple length (1;), height (n,), Shields parameter (6,5) and the thickness (§) of the wave bottom
boundary layer determined experimentally and theoretically for five surface wave cases considered.

Case H [m] T [s] AP [cm] Athe [cm] 7P [cm] nthe [em] 625 [-] 8P [cm] sthe [em]
A 0.08 1.0 3.5+0.4 3.5 0.9 +0.1 0.71 0.18 1.5 2.31
B 0.10 1.0 4.1+0.2 4.2 0.8 £ 0.1 0.80 0.27 3 3.58
C 0.11 1.0 3.7+0.3 4.5 0.8 £ 0.1 0.81 0.33 4 4.01
G 0.06 1.4 5.44+0.5 5.1 1.0+0.2 0.92 0.16 2.5 3.12
H 0.08 1.4 5.1 +£0.2 6.2 1.1 £ 0.1 1.02 0.27 4 4.92

0.16 and 0.33, which confirms that the range of 0.1<6, 5<0.3,
approximately, corresponds to a stable system of bed forms,
as was observed during the experiments.

With regard to the values of the wave bottom boundary
layer thicknesses § observed in the laboratory for the five
wave cases investigated, they are in reasonable agreement
with the corresponding values determined analytically.

6. Conclusions

The paper presents the results of laboratory measurements
of surface wave-induced sediment movement over a mildly
inclined rippled seabed carried out in a flume. The flow
conditions investigated in the experiments corresponded
to non-linear waves of the Stokes type with the Ursell number
ranging from about 18 to about 39 for wave parameters
selected for the measurements. For the fine sand used in
the experiments, with the median diameter dsq = 0.257 mm,
grain mobility numbers varied between 12 and 26. The near-
bed water velocities generated by surface waves propagating
in the flume resulted in the formation of a stable system of
ripples with heights between approximately 0.7 and 1.2 cm
and Shields parameter values between 0.18 and 0.33.

For the above-described flow conditions, the near-bed
layer of intense sediment grain movements had a thickness
of about 2—3 ripple heights above ripple crests, depending
on the surface wave height. The maximum magnitudes of
horizontal sediment velocities measured over ripple crests
were about twice as large as those over ripple troughs. The

maximum vertical sediment velocities measured above
ripple crests and troughs were similar, amounting to
approximately 1/4 to 1/3 of horizontal velocities over
ripple crests.

It was found out during the laboratory experiments that
sand grain velocities were successfully measured by the PIV
method in a region extending a few centimetres over the
bed, where the sediment concentration is the highest, and no
seeding, which is commonly used in PIV measurements, was
necessary. Above this layer, with decreasing concentration of
sediment particles in water, the PIV system failed to distin-
guish sediment grains from water particles. For this reason,
i.e. the inability of the PIV equipment to uniquely determine
water particle velocities, water particle velocities were
evaluated by analytical formulae in order to compare them
with measured sediment grain velocities. Such comparisons
showed that near-bed grain horizontal velocities were 1/3 to
1/2 of the corresponding water velocities, whereas maximum
sediment grain vertical velocities exceeded those of water.

As mentioned in Introduction, the subject of this paper is
very close to that considered in an earlier paper by Stachurska
and Staroszczyk (2016), in which wave-induced flow over a
horizontal sandy bed was analyzed in a flume. Horizontal
velocity profiles in the two flow configurations were compared,
but no clear qualitative differences were found between the
flows over the horizontal bed and the bed inclined at 2%,
bearing in mind the scatter in the measured data.

The laboratory measurements carried out in the flume
produced detailed data sets containing the velocities of
sediment grains above the rippled bed recorded for a series
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of wave-induced oscillatory flows. These data sets can be
used to test numerical models for simulating suspended
sediment dynamics. One such model is being currently devel-
oped by the authors of this work.
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KEYWORDS Summary This is the first study that describes the spatial-temporal distributions of the zooplank-
Cintra Bay; ton community and potential control factors in Cintra Bay. Zooplankton were sampled using a bongo
Zooplankton; net, 150 wm mesh size, during two surveys, in autumn 2015 and spring 2016, extending from the coast
Copepods; to the open sea. Fourteen zooplankton groups were identified, where copepods represented 49.1%
Diversity indices; and 92.5% of the total abundance in autumn 2015 and spring 2016, respectively. Tintinnids accounted
Environmental for 39.7% and 4.7%, respectively. The total zooplankton abundance was higher in autumn
parameters (55 992 ind m~3) than in spring (2123 ind m~3). Nineteen species of copepods, belonging to 14 fami-

lies, were identified. Euterpina acutifrons and Oithona nana were the most common and abundant
species. The Acartiids were represented by three species (Acartia clausi, A. tonsa and A. bifilosa) in
autumn and one species in spring (A. clausi). The copepods diversity was significantly different
between the two seasons showing high values at the entrance and the center of the bay in autumn
2015 and in the southern half of the bay in spring 2016. The copepod structure was characterized by
13 species at different degrees of contribution in autumn 2015. In spring 2016, only four species
qualified as indicator species although their contribution was not significant. Given its large opening
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on the ocean, Cintra Bay benefits largely from the conditions of the oceanic environment,
particularly the upwelling. This situation is likely to have an impact on the spatiotemporal
variability of the composition and distribution of zooplankton, especially the copepods.

© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.0. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

In Northwest Africa, the Moroccan coastal zone includes
several lagoons, estuaries and bays that present a high
potential for socio-economic development. Locate between
Dakhla Bay and Cape Barbas, Cintra Bay is currently one of
three geographical areas identified in the Oued Eddahab
region (Dakhla Bay, Cintra Bay and the area between them)
that would benefit from a large regional aquaculture devel-
opment program. Cintra Bay is part of the marine ecosystem,
influenced by the cold Canary Current and trade winds that
generate a quasi-permanent upwelling. In addition to the
upwelling effect, this region is influenced by the contribution
of the South Atlantic Central Waters (SACW), characterized
by low salinities and high nutrient content (Makaoui et al.,
2005). This makes the area one of the richest fishing grounds
in the world, mainly for small pelagics, and Cintra Bay serves
as a spawning ground for several species (Ettahiri et al.,
2012).

The first investigations of the coastal ecosystem of Cintra
Bay, which began in 2015, described the marine circulation in
the bay (Hilmi et al., 2017) and its hydro-sedimentary char-
acteristics (Makaoui et al., 2017). No studies on plankton
biodiversity (phytoplankton and zooplankton) were done.
These two biological components play a key role in the
trophic web and any change in their abundance or structure
leads to significant disturbances in the ecosystem structure
and functioning (Keister et al., 2012; Paturej and Kruk,
2011). Indeed, because of its strong integration to the envir-
onment and its quick response to environmental changes,
zooplankton is currently a tool for monitoring the quality of
aquatic environments, especially in coastal areas (Abdul
et al., 2016; Davies, 2009; Etilé et al., 2015; Jose et al.,
2015; Wokoma, 2016). The composition, abundance, and
distribution of zooplankton species in any particular aquatic
habitat usually provide information on the prevailing physical
and chemical conditions in that habitat (Jakhar, 2013);
hence, they are of great ecological importance (Abdul
et al., 2016; Jose et al., 2015). Several studies have shown
that the structure and abundance of zooplankton were clo-
sely correlated with the trophic state of the coastal ecosys-
tems, known for their high environmental parameter
variability (Kudari and Kanamadi, 2008; Paturej, 2006;
Paturej and Kruk, 2011; Pinto-Coelho et al., 2005; Uriarte
and Villate, 2005; Wang et al., 2007).

The main aim of the present work is to investigate the
zooplankton community structure of Cintra Bay, which will
allow for the establishment of the first taxonomic list of
zooplankton groups with emphasis on the copepods. Hence,
in this study, a description of the spatio-temporal variations
of the composition, distribution and abundance of zooplank-
ton groups and copepods species in relation to studied
environmental parameters will be discussed.

2. Material and methods
2.1. Study site and sampling network

Having the form of a half-moon oriented NE-SW, Cintra Bay is
wide open to the ocean (18 km) and its periphery consists of a
very large sandy beach, which contains many dunes of low
height, limited by Punta de las Raimas to the north and Punta
Negra to the south. Its coastline is sparsely populated, thus
leaving the wild areas mainly undisturbed. Mainly governed
by wind and semidiurnal tides, the intensity of the currents
outside the bay are generally strong (mainly >0.5ms™").
Inside the bay, their intensity is less pronounced (<0.3 ms™")
and generally oriented toward the south of the bay due to the
influence of the trade winds (NE) (Hilmi et al., 2017) (Fig. 1).
Due to this circulation pattern and the depth of the bay,
increasing from the coast (~5m) to the open sea (=13 m)
(Makaoui et al., 2017), the influence of open ocean waters is
more pronounced at the entrance of the northern part of the
bay.

Two oceanographic surveys were conducted in Cintra Bay
in autumn 2015 (11—15 October) and spring 2016 (8—11 May)
and sampling was carried out in 13 stations covering the
entire bay (Fig. 2).

2.2. Sampling and sample processing

Zooplankton was sampled using a plankton net (30 cm aper-
ture, 2.5 m total length and 150 pm mesh size) equipped with
a flow meter for calculating the volume of the filtered water.
The net was towed horizontally at high tide and samples were
preserved in 5% formaldehyde-seawater solution, previously
buffered with CaCOs.

In the laboratory, zooplankton samples were fractionated
using a Motoda box-splitter (Motoda, 1959) where the num-
ber of fractions is related to the sample consistency. This
operation allows better identification and enumeration of
specimens under a stereo microscope. Taxonomic identifica-
tion of copepods was performed to the species or genus level,
but only to the groups for other zooplankton specimens, given
their low abundance. Zooplankton and copepod abundances
were expressed as individuals per cubic meter [ind m~3].

Surface environmental parameters were collected at the
same time as zooplankton sampling. Temperature (T), sali-
nity (Sal) and dissolved oxygen (0,) were measured in situ
with a multi-parameter probe (Hanna, HI9828 Multipara-
meter Water Quality Meter). At each station, water samples
were collected with Niskin bottles. A volume of 500 ml of
sampling water was filtered on GF/F filters for the determi-
nation of surface chlorophyll-a (Chl-a) concentration using a
fluorimeter (Turner Designs 10 AU) and 30—50 ml of filtered
water were used to determine surface nutrients, nitrates
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(NO3), nitrites (NO;), phosphates (PO4) and silicates (SiO,)
using an Auto Analyzer (AA3 AxEFlow).

2.3. Data analysis

Species diversity of copepods was assessed with the Shan-
non—Wiener diversity index (H') (Shannon and Wiener, 1949)
according to the following formula:

s
H = _Zpilngph

i=1
where § is the total number of copepods species recorded in
the sample (species richness) and p; is the relative frequency
of the species i.

Indicator species analysis (Dufréne and Legendre, 1997)
was conducted to identify potential indicator species of
copepod for particular environmental conditions in each
period. Indicator Value (IndVal) for each species i in the
group j were computed using the following equation:

IndValij = RAij XRF,']' x100.

RA;; and RF;; are respectively the relative abundance and the
relative occurrence for species i in group j (period in our
study). A threshold IndVal > 25% and p < 0.05 were used as a

—=
ms
Current intensity

Bl Above 0.4
Bl 03-04
Bl 02-03
Il 01-02
B Beiow 0.1

1

15 20

Circulation and current intensity in Cintra Bay during high tide (Hilmi et al., 2017).

cutoff for the indicator species (Dufréne and Legendre,
1997).

The proportion of samples in which the species is
recorded determines the frequency of occurrence of a given
species.

The relationships between environmental variables and
the abundance of both zooplankton groups and copepod
species were determined using a Canonical Correspondence
Analysis (CCA). The data matrix was composed of abundances
transformed into log(x + 1) and the environmental para-
meters (T, Sal, NOs;, NO,, PO4, SiO,, O, and Chl-a) of the
surface layer. The results were presented as a biplot, in which
the biological variables and environmental variables were
represented together. The correlations between biological
and environmental variables were tested using the Spearman
correlation test.

Additionally, a one-way analysis of variance (ANOVA)
and a multivariate analysis of variance (MANOVA)
were used to determine whether there were significant
differences in zooplankton/copepod abundances and in
environmental variables between different periods in the
study area.

All statistical analyses were performed using R (R Devel-
opment Core Team 2013), except CCA that was produced
using XLSTAT (statistical analysis software version 2018).
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3. Results

3.1. Environmental parameters

The average surface temperature recorded in autumn
2015 was relatively high (21.8 + 1°C) compared to spring
2016 (20.1 £ 1°C). During both seasons, the lowest tempera-
tures were recorded in the middle of the bay and at the
entrance. In autumn 2015, these low temperatures were
spatially limited to the open part of the bay; while in spring
2016, the cooler offshore waters invaded almost the
entire bay with the exception of the northern part and some
southern areas where the temperature was over 21°C
(Fig. 3a). The seasonal variation of surface temperature
was highly significant (MANOVA, p < 0.001) (Table 1).
Similarly, the seasonal variation of surface salinity was
significant with high levels observed in autumn 2015 (aver-
age: 36.81 + 0.41 psu) compared to spring 2016 (average:
36.52 + 0.09 psu). Spatially, the distribution of salinity in
autumn was characterized by an area of high values recorded
in the northern part whereas low salinities were observed
particularly at the entrance of the bay (stations 5 and 6). In
the rest of the bay, salinities were mid-range (Fig. 3b).
The concentrations of surface nutrients (nitrates, nitrites,
phosphates and silicates) did not show significant variations

16°17'W

T T T T

T T

16°13'W

T T

16°11'W

16°9'W

16°15'W 16°7'W 16°5'W

Location of the Cintra Bay (top left) and position of the stations sampled in 2015 and 2016.

between the two sampling periods (Table 1), with the excep-
tion of phosphates. The concentrations of phosphates were
significantly higher in autumn 2015 than in spring 2016
(MANOVA, p < 0.05). The averages were 0.59 +0.39 and
0.28 + 0.13 pM, respectively.

In autumn 2015, nitrates, nitrites and phosphates
(Fig. 3c—e) showed similar distributions in the bay with
low concentrations in the central part and near Punta Negra,
in the southern part. High concentrations were essentially
distributed at the entrance of the bay (starting at station 10)
and in the northern part of the bay. The spatial distribution of
silicates was slightly different, showing low concentrations
limited to the central area, while the rest of the bay was rich
in silicates (Fig. 3f).

Non-significant differences in dissolved oxygen content
were observed between the two seasons (MANOVA, p > 0.05)
whose averages in autumn 2015 and spring 2016 were 6.58
+0.91 and 5.94 + 0.53 mg I™", respectively. The spatial dis-
tributions were similar, characterized by well-oxygenated
waters in the center of the bay and the least oxygenated
waters at the entrance, near Punta de las Raimas (Fig. 3g).

The surface chlorophyll-a concentrations showed a highly
significant variation between the two seasons (Table 1). In
autumn 2015, the bay waters were very rich in phytoplank-
ton; chlorophyll-a concentrations were ranging from 1 to
2.72 pg L' while in spring 2016 the concentrations did not
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Figure 3  Spatial distribution of the surface temperature [°C] (a), salinity [psu] (b), nitrates [uM] (c), nitrites [wM] (d), phosphates
[wM] (e), silicates [uM] (f), dissolved oxygen [mgl~"] (g) and chlorophyll-a [g I="] (h) in autumn 2015 and spring 2016.

exceed 0.39 pg =", According to the spatial distribution of
chlorophyll-a in autumn 2015, the bay was subdivided into a
northern part, rich in chlorophyll-a, and a southern part
where the lowest chlorophyll-a values were recorded.

In spring 2016, concentrations of chlorophyll-a increased
following an inshore-offshore gradient across the bay
(Fig. 3h).

3.2. Zooplankton community structure and
distribution

A total of 14 groups of zooplankton were found during the two
study periods where 11 groups were identified in autumn
2015 and 10 in spring 2016 (Table 2). Copepods dominated
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Table1 Average, minimum—maximum and standard deviation (Std) values of the surface environmental parameters in Cintra Bay,
and MANOVA test between periods.

Parameters 2015 2016 p

Average (min—max) Std Average (min—max) Std

Temperature [°C] 21.8 (19.7—-23.7) 1.0 20.1 (18.6—21.8) 1.0 i
Salinity [psu] 36.8 (36.2—37.7) 0.4 36.5 (36.4—36.7) 0.1 *
Nitrate [wM] 2.0 (0.14—6) 2.1 2.6 (0.67—5.45) 1.3 ns
Nitrite [uM] 0.6 (0.18—1.40) 0.4 0.3 (0.10—1.19) 0.3 ns
Phosphate [uM] 0.6 (0.28—1.69) 0.4 0.30 (0.10—0.47) 0.1 *
Silicate [uM] 0.2 (0.1-0.27) 0.1 0.20 (0.10—0.24) 0.04 ns
Dissolved oxygen [mg "] 6.6 (5.25—-8.5) 1.0 5.9 (5.17-7.11) 0.5 ns
Chlorophyll-a [ug I™"] 2.7 (0.85—4.57) 1.4 0.2 (0.10—0.39) 0.1 i

* Significance level: p < 0.05.
*** Significance level: p < 0.001.
ns — p>0.05 indicates not significant.

Table 2 Zooplankton groups abundance (Ab) (mean =+ standard deviation) [ind m~3] and frequency of occurrence (Occ) [%] in

Cintra Bay, in autumn 2015 and spring 2016.

Taxa 2015 2016
Ab Occ Ab Occ
Annelid larvae 15.1 £ 58 46.2 0.012 + 0.04 7.7
Appendicular 44.6 + 63 53.8 0.048 + 0.7 7.7
Chaetognaths 15.2 £ 32 38.5 0.012 + 0.4 7.7
Cirriped larvae 2.62+5 38.5
Cladocerans 17.1 + 34 53.8 1.19+2 53.8
Copepods 2292.6 + 1857 100 151.1 + 243 84.6
Decapod larvae 38.5
Fish (eggs/larvae) 39.6 + 68 61.5 0.03 + 0.1 15.4
Foraminifera 0.10 £ 0.3 15.4
Mollusk veligers 159.8 + 319 69.2 1+1.14 30.8
Mysidacea 0.20 £+ 1 7.7
Ostracods 0.84 + 1 30.8
Radiolarians 104.7 + 251 23.1
Tintinnids 1612.5 + 2060 100 7.6 +14 38.5
zooplankton abundance in both surveys, representing 49.1%
in the autumn and 92.5% in the spring. The tintinnids were 100 - EE AT re—
the segond most abundant group with 39.7% of total abun- 90 - m Others <1%
dance in autumn 2015 and only 4.7% in spring 2016. < 80 - o
Overall, the other groups were not abundant (<1%) and ‘;‘ 20 \ Cirriped larvae
mamly repre.sen_ted by mollusk Yellgers,_ ra}dlolanans, appen- 9 \ ©Fish (eggs/larvae)
dicular and fish in 2016, and mainly of cirriped larvae in 2015 8 60 - )
(Fig. 4). Inautumn 2015, fish eggs were collected in relatively £ 50 4 \ = Appendicular
high abundance (516 eggs m—3), indicating that Cintra Bay 2 \ r, Radiolarians
was a favorable area for fish spawning in this period. 0 40 + ]
The total zooplankton abundance was higher in autumn 5 30 - \ \ Mollusk veligers
2015 (55 992 ind m ) than in spring 2016 (2123 ind m~>) and T 20 4 \ \ m Tintinnids
the difference was highly significant (p < 0.001). @
The spatial distribution of copepods abundance in autumn 10 \ \\ s Copepods
N N

2015 did not show any clear distribution pattern. The abun-
dances recorded in most stations were high and exceeded
1000 ind m~3. The highest value was observed at station 5
(5948 ind m~3), where the offshore water masses enter the
bay, while the lowest abundance (79 ind m~—3) was recorded

o

2015 2016

Figure 4 Relative abundance of zooplankton groups identified
in Cintra Bay in autumn 2015 and spring 2016.
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near the coast at station 8 (Fig. 5a). Spring 2016 was marked
by a quasi-absence of zooplankton, and therefore of cope-
pods, in the extreme northern part of the bay (stations 1, 2,
3 and 4) where only one specimen was recorded at each
station 2 and 4. Generally low in this season (maximum:
859 ind m—3), the abundance of copepods was higher in the
transect located at the Bay opening than along the central
and coastal transects.

Tintinnids showed a highly significant difference in abun-
dance between the two periods (p < 0.01). Indeed, the total
abundance was very high in autumn 2015 (20 963 ind m~3)
with a wide spatial distribution throughout the bay. The
maximum abundance was recorded at station 11
(6906 ind m~3) and the minimum, as it was the case for
copepods, at station 8 (27 ind m~3). In spring 2016, the
spatial distribution of tintinnids was limited to a few stations
whose maximum abundance (47 ind m—3) was recorded in
station 5 and the minimum (6 ind m~3) in station 8 (Fig. 5b).

The larval stages of copepods, particularly the nauplii,
were relatively abundant and accounted for 19 and 29.5% of
the total copepods respectively in autumn 2015 and spring
2016. The copepodite stage only represented 1 and 2.3%,
respectively. A total of 19 species of adult copepods, belong-
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ing to 14 families, were identified in Cintra Bay with 15 spe-
cies found in autumn 2015 and 12 in spring 2016 (Table 3).

In autumn 2015 the copepod community was dominated by
Euterpina acutifrons (39.3% of total adult copepods), dis-
tributed throughout the bay (100% occurrence) with a total
abundance of 9836 ind m~3. The Acartiidae family was repre-
sented by three species (Acartia clausi, A. tonsa and A.
bifilosa) occupying the second position (34% of total adult
copepods) with a total abundance of 8392 ind m~—3. Paraca-
lanus parvus, Oithona nana and Clausocalanus arcuicornis
were also abundant and widely distributed.

In spring 2016, the most abundant species of copepods
were 0. nana and E. acutifrons, with 54.4 and 27.7%, respec-
tively and were distributed throughout the bay except in the
northern part where copepods were almost absent. The only
species of Acartiidae identified (A. clausi), displayed a wide
distribution despite its low abundance (99 ind m~3), that
accounted for 7.4% of total adult copepods.

Specimens of the genus Tigriopus were present in low
numbers (total abundance 11.3 ind m~3 in autumn 2015 and
0.63 ind m~3 in spring 2016) and were located mainly in the
northern part of the bay. Species of this genus had not been
previously reported on the Moroccan coast.

Spring 2016
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Figure 5 Spatial distribution of total copepods (a) and tintinnids (b) abundances [ind m~3].



A. Berraho et al./Oceanologia 61 (2019) 368—383 375

Table 3  Species abundance of adult copepods (Ab) (mean =+ standard deviation) [ind m~>] and frequency of occurrence (Occ) [%]
in Cintra Bay in autumn 2015 and spring 2016.
Families Species Code 2015 2016
Ab Occ Ab Occ

Acartiidae Acartia bifilosa (Giesbrecht, 1881) Aca bif 35.6 + 56 46.2

Acartia clausi Giesbrecht, 1889 Aca cla 393.7 £+ 697 92.3 7.63 +12 69.2

Acartia tonsa Dana, 1848 Aca ton 216 + 282 92.3
Calanidae Calanus helgolandicus (Claus, 1863) Cal hel 3.3+8 15.4

Nanocalanus minor (Claus, 1863) Nan min 2+7 7.7
Calocalanidae Calocalanus styliremis Giesbrecht, 1888 Calo sty 2.2+6 15.4
Centropagidae Centropages typicus Krayer, 1849 Cen typ 3.01 +4 7.7 0.38 +£1 7.7
Clausocalanidae Clausocalanus arcuicornis (Dana, 1849) Cla arc 100.9 + 174 61.5 0.24 +1 7.7
Corycaeidae Ditrichocorycaeus anglicus (Lubbock, 1857) Dit ang 0.08 + 031 76.9
Eucalanidae Eucalanus elongatus (Dana, 1848) Euc elo 3.19 + 11 15.4
Tachydiidae Euterpina acutifrons (Dana, 1847) Eut acu 756.6 + 822 100 28.5 + 41 84.6
Ectinosamatidae Microsetella rosea (Dana, 1847) Mic ros 0.14 +£0.43 69.2
Oithonidae Oithona similis (Claus, 1863) Oit sim 0.19 + 1 7.7

Oithona nana Giesbrecht, 1891 Oit nan 122.3 +93 100 56 + 116 15.4
Oncaeidae Oncaea venusta Philippi, 1843 Onc ven 1.75+ 6 7.7 1.54 +5 46.2
Paracalanidae Paracalanus parvus (Claus, 1863) Par par 206 + 376 92.3 5.03 + 14 15.4
Temoridae Temora longicornis (Muller, 1792) Tem lon 0.24 +1 7.7

Temora stylifera (Dana, 1849) Tem sty 0.048 +0.17 7.7
Harpacticidae Tigriopus sp. Tri sp. 0.86 +2 15.4 0.048 +0.17 7.7

Copepod diversity indices differ significantly between the
two seasons (p < 0.05 for H and p < 0.01 for S). In autumn
2015, H' varied between 0.71 and 2.75 with high copepods
diversity at the stations located at the opening and the
center of the bay. Species richness was also high in the center
of the bay. In the northern and southern parts of the bay, both
H and S were low.

In spring 2016, the copepod community was more diver-
sified in the southern part of the bay where values of H' were
greater than 1 (maximum 2.90). In the northern part, only the
stations close to the entrance of offshore waters (stations
5 and 6) showed a high diversity (Fig. 6).

According to the indicator species analysis (/ndVal)
(Table 4), different copepod assemblages characterized sea-
sons. In autumn 2015, among the 13 species of copepods that
characterized this period, seven contributed significantly to
this assemblage (/IndVal > 25% and p < 0.05). In contrast,
only four species have been associated with the spring season
but their contribution were not significant.

The results of the CCA, revealed a significant correlation
between zooplankton groups and the environment (Monte
Carlo Permutation Test; p=0.001) for the first two axes
(F1=0.868 and F2 = 0.835). The cumulative percent of var-
iance for these two axes was 67.6%. Temperature was
strongly and positively correlated with the F1 axis (r=
+0.739) and chlorophyll-a with the F2 axis (r=+0.707).
Salinity contributed the least in the ordination of zooplank-
ton groups.

The projection of zooplankton groups into the factorial
biplot F1 x F2 showed a few distinct groups linked to extreme
values of the environmental parameters. For instance, radi-
olarians, positively correlated with temperature (Spearman’s

r=0.24, p=0.01) were collected only in autumn 2015,
mainly in the southern area at higher temperatures.
On the contrary, cirriped larvae found in spring 2016 were
significantly correlated with low values of temperature,
nitrites and chlorophyll-a (Spearman's r=0.26, p =0.008;
r=0.18, p=0.03 and r=0.20, p < 0.0001, respectively).
Although the foraminifera form a distinct group, they did
not show any significant correlation with environmental para-
meters, probably due to their low abundance and their pre-
sence limited to the spring 2016 (Fig. 7).

Copepods and tintinnids, the two dominant groups of
zooplankton, were strongly correlated with chlorophyll-a
(Spearman’s r=0.51 and r=0.56, p < 0.0001), and moder-
ately with temperature and phosphates (Spearman’s r = 0.25,
p=0.01 and r=0.21, p=0.02, respectively).

The CCA carried out only with copepod species and envir-
onmental factors showed a strong significant correlation
(Monte Carlo Permutation Test; p = 0.001) for first two axes
(0.934 and 0.835, respectively, for F1 and F2) that explained
63.6% of the variance. Chlorophyll-a, temperature and dis-
solved oxygen contributed negatively to F1 axis with medium
coefficients of correlation (r=-0.667, r=-0.542 and
r = —0.407 respectively) in addition to silicates on the oppo-
site side (r = +0.479). Salinity was the most positively corre-
lated factor with the F2 axis (r=+0.576) in addition to
temperature and phosphates (r=+0.423 and r=+0.409,
respectively).

The F1 x F2 biplot indicated that some copepod species,
identified in either season, and showing a limited distribution
along the bay, form distinct groups. On the positive side of
the F1 axis, Oithona similis, Eucalanus elongatus and Temora
stylifera, found only in spring 2016 and located in the
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Figure 6 Spatial and temporal variations of Shannon-Wiener index (H') (histograms) and species richness (S) (lines) in Cintra Bay

during the two survey periods.

extreme southern part of the bay, showed no significant
correlation with the environmental parameters. On the
opposite side of the axis, the species Calanus helgolandicus
and Calocalanus styliremis, found only in autumn 2015 and
located mainly at stations 5 and 6, at the entrance of the bay,
were correlated with salinity and silicates (Spearman'’s
r=2.22,p=0.02and r =0.16, p = 0.04, respectively, for both
species). Moreover, Ditrichocorycaeus anglicus, positioned
on the same side of the axis, and Oncaea venusta in the
middle, showed no correlation with environmental para-
meters, probably due to their low abundances (Fig. 8).
Despite its limited spatial distribution, Tigriopus sp.,
showed a significant correlation with nitrates (Spearman'’s
r=0.19, p=0.03) and seemed to present a wide tolerance
for variations in other parameters. The three species of
Acartiidae have differential behavior with respect to some
of the environmental parameters considered. Indeed, chlor-
ophyll-a and temperature were the two factors that were
significantly involved in distribution and abundance of A.
tonsa (Spearman's r=0.57, p<0.0001 and r=0.35,
p =0.002, respectively), dissolved oxygen and nitrates for

A. bifilosa (Spearman's r=0.16, p=0.04 and r=0.15,
p =0.04, respectively) and only chlorophyll-a for A. clausi
(Spearman’'s r =0.18, p =0.03).

4. Discussion

Cintra Bay has a great potential for the development of
aquaculture, given its geographical positioning in a part of
Northwest Africa (21—26°N) that is characterized by a per-
manent upwelling, generating a high productivity and a high
abundance of fishery resources. Given its orientation along
the NW-SW axis, and its communication with the Atlantic
Ocean through its wide opening, the environmental para-
meters in the Cintra Bay denote the influence of the offshore
environment, which is more pronounced at the entrance and
in the center of the bay. Indeed, the entrance and the central
part of the bay were invaded by waters coming from the open
ocean and therefore were cooler, less salty and rich in
nutrients. Near to the coast, the shallow depth and the
absence of freshwater input resulted in high values for
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Table4 Copepod indicator species for each period based on
indicator values (IndVal >25%) and their significant contribu-
tion (p < 0.05).

Period Species Indval p

2015 Euterpina acutifrons 98.1 o
Acartia tonsa 96.1 i
Acartia clausi 95.1 **
Paracalanus parvus 95.1 **
Clausocalanus arcuicornis 87.6 i
Centropage typicus 73.7 *
Acartia bifilosa 67.9 *
Calanus helgolandicus 39.2 ns
Calocalanus styliremis 39.2 ns
Tigriopus sp. 38.2 ns
Ditrichocorycaeus anglicus 27.7 ns
Nanocalanus minor 27.7 ns
Temora longicornis 27.7 ns

2016 Eucalanus elongatus 39.2 ns
Microsetella rosea 39.2 ns
Oithona similis 27.7 ns
Temora stylifera 27.7 ns

* Signif. code: p < 0.05.

** Signif. code: p < 0.01.

*** Signif. code: p < 0.001.

ns — p>0.05 indicates not significant.

temperature and salinity and low values for nutrients. The
high variability in environmental parameters between the
two study periods, particularly temperature, chlorophyll-a
concentration and phosphates, is related to the intensity
of the upwelling in the adjacent marine environment
(21—-26°N). This upwelling has a low seasonality, a maximum

intensity in autumn and a pronounced interannual variability
(Benazzouz et al., 2014, 2015; Cropper et al., 2014).

As a confluence of inland and marine waters, the paralic
systems are among the most fluctuating and productive
ecosystems in the world (Etilé et al., 2015). These paralic
systems are subject to internal and irregular variations, due
to intrinsic characteristics (shallowness, continuous dis-
solved and particulate matter input) and external energy
generating internal dynamics, which modulate their bioce-
nosis (Brugnano et al., 2011; Etilé et al., 2009). Several
studies have been conducted in a multitude of coastal eco-
systems and have demonstrated the strong correlation
between habitat conditions of these ecosystems and the
abundance and structure of zooplankton communities (Abdul
et al., 2016; Anton-Pardo and Armengol, 2012; Badsi et al.,
2010; Dube et al., 2010; Etilé et al., 2009; Gao et al., 2008;
Gozdziejewska and Karpowicz, 2013; Gutkowska et al., 2018;
Joyce et al., 2005; Paturej and Kruk, 2011; Paturej and
Gutkowska, 2015; Paturej et al., 2017; Zakaria et al., 2007).

Except for copepods and tintinnids, the autumn season
was characterized by relatively high abundances of different
zooplankton groups in Cintra Bay, particularly radiolarians,
appendicular, cirriped larvae and early life stages of fish. In
autumn 2015, exclusively fish eggs represented the latter
group; while in spring 2016, fish eggs and larvae were almost
absent. According to a simulation model and in situ observa-
tions of ichthyoplankton along 32—21°N region, high coastal
retention rates were obtained from Cape Bojador to Cape
Blanc (26—21°N), which includes Cintra Bay, especially in
autumn and winter (Berraho, 2007; Brochier et al., 2008).
This region is known for its great richness in fish resources,
mainly the sardine whose main spawning takes place in
autumn. Furthermore, the concave configuration of the Cin-
tra Bay and its wide opening to the sea promote retention of
coastal waters and consequently planktonic organisms whose
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Figure 7 Canonical Correspondence Analysis (CCA) ordination plot for zooplankton groups and environmental variables of the
surface layer (T: temperature; Sal: salinity; NOs: nitrates, NO,: nitrites; PO,4: phosphates; SiO,: silicates; O,: dissolved oxygen; Chl-a:

chlorophyll-a).
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Figure 8 Canonical Correspondence Analysis (CCA) ordination plot for copepod species and environmental variables of the surface
layer (T: temperature; Sal: salinity; NOs: nitrates, NO,: nitrites; PO,4: phosphates; SiO,: silicates; O,: dissolved oxygen; Chl-a:

chlorophyll-a). Code for copepod species in Table 3.

abundance and diversity are related to the seasonal varia-
bility of environmental conditions and species life cycles.

If copepods are the key component of mesozooplankton,
tintinnids are the key for microzooplankton. Tintinnids play a
crucial role in transferring elements and energy from low
trophic levels (pico- and nano-phytoplankton) to high one
such as copepods and fish larvae (Crawford et al., 1997;
Dolan, 2010; Stoecker, 2013) and they are considered to
be bio-indicators for some environmental factors (El-Dam-
hougy et al., 2017). According to Chaudhary et al. (2016),
they display the most common global biogeographic pattern
found among marine species, illustrated by the bimodal
diversity gradient, wherein species richness increases from
high to low latitudes with a slight dip near the equator. In
Cintra Bay, tintinnids had a strong presence in autumn 2015,
compared to the spring 2016. This seasonal variation could be
attributed to the seasonality of upwelling, which generates a
high nutrient and phytoplankton richness in the coastal zone
in autumn. Indeed, the presence of tintinnids was strongly
correlated with chlorophyll-a, temperature and phosphates.
Recent studies revealed that chlorophyll-a and nutrients
were the potential significant factors influencing the tintin-
nid abundance and distribution in coastal zones (Dash et al.,
2017; Rakshit et al., 2016; Wang et al., 2014). In addition,
Dolan et al. (2002) conclude that tintinnid diversity, both
morphological and taxonomic, is more closely linked to
phytoplankton diversity in terms of cell sizes, than compe-
titive interactions or predation.

The copepod group was dominant in Cintra Bay, and
showed a strong seasonal variability of abundance with a
relatively high presence of larval stages (nauplii) particularly
in spring. Taking into account the mesh size of the used net

(150 pm), these larval proportions are probably underesti-
mated but still indicate seasonal variability. According to
Makabe et al. (2012), no significant underestimation of
copepod abundance was found using the 100 wm mesh,
except for copepod nauplii that should be quantified using
a finer mesh size, such as 60 pm (Nichols and Thompson,
1991). However, despite the use of a mesh size 44 um, Emir
Akbulut and Tavsanoglu (2018) found no seasonality for nau-
plii but did find a seasonality for different life stages of
copepod in relation to the variation of temperature and
salinity. Several authors have highlighted the influence of
local hydrographic factors and their seasonal and inter-
annual variability in coastal zooplankton dynamics, including
copepods in the Mediterranean Sea (Berline et al., 2012;
Besiktepe et al., 2015; Fernandez de Puelles et al., 2003;
Gaudy and Champalbert, 1998; Krsinic et al., 2007; Molinero
et al., 2008; Siokou-Frangou, 1996; Uysal and Shmeleva,
2012). In upwelling systems, the life cycle of copepods is
multigenerational (up to 10 generations or more each year)
depending upon water temperature, food concentration and
length of the upwelling season (Peterson, 1998). Different
strategies (diapause, resting phase, diel vertical migration)
can be adopted by the species according to each upwelling
system such as the case of Calanoides carinatus in the south-
ern Benguela ecosystem where upwelling is not restricted to
the main upwelling season (6-8 month), but it also takes
place occasionally during winter (Verheye et al., 1991). In the
permanent upwelling along the African region 19—24°N, the
SeaWiFS data analysis showed a high primary production
throughout the year with a minimum and a maximum pro-
duction detected, respectively, in December and in April—
May (Demarcq and Somoue, 2015; Lathuiliére et al., 2008).



A. Berraho et al./Oceanologia 61 (2019) 368—383 379

This situation can lead to a seasonality of the different life
stages of the copepods including the nauplius stage. In
Oualidia lagoon (Moroccan Atlantic coast), the nauplii was
prevalent in the system throughout the whole year with a
large seasonal variation characterized by very low densities
in winter (Ouldessaib et al., 1998).

The structure of the copepod community along the Cintra
Bay was dominated by neritic marine species, characterized
by high spatial and seasonal variability of their abundances.
In autumn 2015, E. acutifrons and three species of Acartiidae
(A. clausi, A. tonsa and A. bifilosa) accounted for the major-
ity of adult copepods while in spring 2016, O. nana largely
dominated the copepod community. In the spring, A. clausi
species was the only representative of Acartiidae with low
abundance but with a wide spatial distribution in both sea-
sons. Generally, marine forms of copepod communities,
whose structure depends on the environmental characteris-
tics of each site and the sampling period, dominated
in different areas along the Moroccan Atlantic coast (Ait-
talborjt et al., 2016; Badsi et al., 2010; Ouldessaib et al.,
1998; Youssara et al., 2004). The coexistence of several
congeneric species of Acartia is particularly linked to varia-
tions in temperature and salinity (Brugnano et al., 2011;
Conover, 1956; Gutkowska et al., 2018; Herman et al., 1968;
Paturej and Kruk, 2011; Paturej and Gutkowska et al., 2015;
Peck et al., 2015; Sage and Herman, 1972). Along the north-
western African coast, A. clausi is reported as a common
species in marine and coastal areas cohabiting with other
congeners ( Ait-Talborjet et al., 2016;Berraho et al., 2016;
Boucher, 1982; El Khalki and Moncef, 2007; Ndour et al.,
2018; Ouldessaib et al., 1998; Salah, 2013; Somoue et al.,
2005; Youssara et al., 2004; Zaafa et al., 2012). Furthermore,
A. tonsa was mentioned only recently (in 1990s) in the
marine environment, between Cape Bojador and Cape Blanc
(26—21°N) (Somoue et al., 2005; Zizah et al., 2012) and
currently in Dakhla Bay (24°N) (Berraho et al., 2018). How-
ever, A. bifilosa was not previously listed in copepod com-
munity studies on the Moroccan coast, although its presence
is mentioned in this region by Razouls et al. (2005—
2018). According to Ruiz et al. (1997), the occurrence of
invasive species of zooplankton is increasing at an alarming
rate in marine and estuarine systems and it is often asso-
ciated with ship ballast waters or release by aquaculture,
fisheries or pet industries. It is the case of A. tonsa, which
appeared in Europe in the first half of the 20th century and
progressively colonized European seas and estuaries. The
species was possibly introduced from the northern Atlantic
coast of America (Chaalali et al., 2013; David et al., 2007).
Similarly, recent studies have reported the presence of this
species in brackish Nigerian waters (southern West Africa)
(Nkwoji et al., 2010; Wokoma, 2016), probably due to the
same cause. In contrast, since its description by Giesbrecht
(1881) from samples collected at Kiel (Germany), A. bifilosa
has been reported as an autochthonous species from tempe-
rate and North Atlantic, characteristic of brackish and
estuarine systems (Hirst and Castro-Longoria, 1998). There
is no monitoring of planktonic communities in coastal areas of
northwest Africa, and therefore it impossible to state the
origin and date the appearance of some species. This is the
case of Cintra Bay, where this first inventory of copepod
species allowed the identification of a species of the genus
Tigriopus, not previously mentioned in the Northwest African

region. This genus is reported to be highly speciose and
generally restricted to high intertidal and supralittoral rock
pools worldwide that are naturally fragmented with low
connectivity among populations (Altermatt et al., 2012;
Davenport et al., 1997). The northern tip of the bay is a
flood-prone peninsula extending for 2 miles to the southwest
and ending in sandy rocks and a natural reef. It protects the
entire northern extremity of the bay, characterized by shal-
lower depths (less than 5 m) and low marine hydrodynamic
(Hilmi et al., 2017; Makaoui et al., 2017). All these
characteristics are probably favorable for the population
development of Tigriopus sp., which must be confirmed by
further studies.

Cintra Bay is largely open to the Atlantic Ocean, which
provides abiotic and biotic characteristics largely influenced
by the upwelling and the general circulation of the offshore
water masses, which explains the high spatial and temporal
variability of temperature and chlorophyll-a. This also
implies a variability in the structure and abundance of zoo-
plankton, illustrated particularly by the high variability of
copepod diversity indices (H' and S) which showed a clear
separation between the open part and the coastal part of the
Bay. In addition, the CCA results highlighted the significant
role of temperature and chlorophyll-a in structuring zoo-
plankton communities and particularly the dominant groups:
copepods and tintinnids. Generally, the main spatial and
seasonal gradients of zooplankton were associated with
temperature and food availability (Benitez-Diaz Miron
et al., 2014; Tackx et al., 2004; Terbiyik Kurt and Polat,
2015). This is the case of radiolarians, located mainly in the
southern part of Cintra Bay, at high water temperatures, and
cirriped larvae, significantly correlated with low water tem-
peratures. The involvement of other environmental factors in
structuring the zooplankton community and abundance is
related to the margin variation of each parameter, the taxon
tolerance margins and the taxonomic scale considered. In
Cintra Bay, salinity contributed the least to the ordination of
zooplankton but was a strong contributing factor for some
copepod species with other factors. However, salinity has
been found to be a major structuring factor in the composi-
tion and distribution of zooplankton taxa in coastal areas
subjected to the freshwater input and/or anthropogenic
activities (Benitez-Diaz Miron et al., 2014; Brucet et al.,
2009; Etilé et al., 2009; Montoya-Maya and Strydom, 2009;
Nkwoji et al., 2010; Prado et al., 2017). This is likely to
increase further in light of global-warming (Brucet et al.,
2010). The salinity range recorded during both study periods
in Cintra Bay (36.2—37.7 psu) indicated a high influence of
open ocean waters and relatively low variability and hence,
exerted a negligible effect in structuring zooplankton.

According to the indicator species analysis, the copepod
structure was characterized by a wide diversity in autumn, with
E. acutifrons, P. parvus, C. arcuicornis, C. typicus and the three
species of Acartiidae (A. clausi, A. tonsa and A. bifilosa)
contributing significantly to this structure. The CCA analysis
showed a wide tolerance of these species to the environmental
parameters with a highly significant correlation with chloro-
phyll-a. However, the three species of Acartiidae had a differ-
ential behavior with respect to some environmental
parameters. A. clausi is a perennial species with a succession
of peak abundances, whose amplitude varies during an annual
cycle (Ouldessaib et al., 1998; Youssara et al., 2004). This
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succession is linked to food availability that could act as a
limiting factor and determine the duration of each or any stage
and hence affect the total generation length (Christou and
Verriopoulos, 1993). Acartia tonsa and A. bifilosawere reported
as a summer-autumn species in Mediterranean lagoons
and many North European estuaries (Brugnano et al., 2011;
David et al., 2007; Uriarte and Villate, 2005). They are
able to produce resting eggs under unfavorable conditions
(Castro-Longoria, 2003; Katajisto, 2003; Peck et al., 2015).

The indicator species analysis highlighted the species
poorly represented and only recorded in the spring (E. elon-
gatus, M. rosea, O. similis and T. stylifera), showing no
significant correlation with environmental parameters.
These four species, whose abundance is widely fluctuating,
have been reported in both offshore and coastal waters of the
Atlantic coast of Morocco. T. stylifera and O. similis are the
most commonly encountered throughout the year, with high
abundances in spring and autumn-winter, respectively,
whereas the presence of E. elongatus and M. rosea is gen-
erally sporadic (Ouldessaib et al., 1998; Somoue et al., 2005;
Youssara et al., 2004; Zizah et al., 2012). The succession of
species displays different spatial and/or seasonal patterns,
suggesting differences in their ecological traits (Besiktepe
et al., 2015; Siokou-Frangou et al., 2010).

In conclusion, this study showed that the structure and
abundance of zooplankton taxa in Cintra Bay is closely related
to the environmental conditions that were mainly driven by the
bay configuration and the regional hydrodynamics, particularly
the upwelling, which was more intense in autumn. This coastal
ecosystem could host different activities (aquaculture, industry,
tourism, etc.), the implementation of which requires knowl-
edge of the abiotic and biotic components and their spatio-
temporal variations. In addition, Cintra Bay is part of a large
marine area considered to be a spawning ground for fish species,
particularly sardine, which is the dominant species of the
Moroccan pelagic fishery. Thus, this study is a first step toward
better knowledge of the planktonic biodiversity in this region.
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KEYWORDS Summary In this paper, bedload sediment transport to the Baltic Sea in the main Vistula River
Sand dune migration; mouth (Przekop Wisty) is estimated. For the first time in this area, investigations were performed
Bedload transport; based on the non-invasive measurement techniques with the using of hydroacoustic tools.
Vistula River mouth Repeated bathymetric surveys were carried out using a multibeam echosounder for the period

with hydrological conditions close to that of the long-term mean annual water discharge.
Quantification of the bedload transport, as a main factor for the subaqueous Vistula delta
development, involved applying the bedform tracking technique, and estimating the dune
celerity by analysing the cross-correlation functions of bed elevation profiles (BEPs). The BEPs
were obtained along two transects of 500 m in length situated in two different morphological
parts of the river mouth — in the “shallow” and in the “deep” sites located upstream and
downstream of the submerged sandbar, respectively. Contrarily to previous observations, the
bedload transport was found to take place constantly. Moreover, a significant difference in a
character of dune migration between the two sites of the investigated area was determined. The
“shallow” dunes migrate 7 times faster (0.022 m/h) than the “deep” ones (0.003 m/h). Estima-
tion of the daily bedload transport towards the Baltic Sea revealed values about 40.9 t/day and
8.4 t/day for “shallow” and “deep” sites, respectively. This result can probably indicate that a
significant portion of sediments (ca. 80%) transported by the river during average hydrological
conditions is deposited temporarily on the submerged sandbar, causing its growth.
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1. Introduction

The phenomenon of sediment transport is one of the key
processes taking place in marine and fluvial environments.
Knowledge and understanding of sediment transport pro-
cesses are particularly needed for water resource manage-
ment to ensure the safety of navigation, to support
hydrotechnical planning, and to minimise the risk of flooding.

In general, the total sediment load is divided into three
components — bedload, suspended load and dissolved load
(Bravard and Petit, 2009). The phenomenon of bedload trans-
port is defined as the movement of sediment particles caused
by their rolling, sliding and saltation along the bed in almost
continuous contact with it, and is dominated by flow-induced
drag forces, and by gravity forces acting on the particles (Van
Rijn, 1993). It provides the major process linkage between the
hydraulic and material conditions that govern river-channel
morphology (Gomez, 2006). Although it is widely considered
that bedload transport constitutes a relatively small percen-
tage of the overall sediment transport budget — about 5% to
20% (Knighton, 1998), it forces the appearance and migration of
bedforms on the bottom surface, and it plays a major role in
controlling the bed morphology as well as the water body
geometry as a whole. Similarly, Babinski (2005) pointed out
that the suspended load is several times greater than the
bedload transport with values commonly falling within the
bounds 85—99% for suspended load, and 1—15% for bedload.
He summarised that the proportion between suspended load
and bedload depends on various factors such as the transport
power of the river, the hydrological regime, the geological
structure of the river basin, and human activity such as agri-
culture, industry, building construction, and river regulation.
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Due to the diversity of the bedload transport mechanisms,
there is no perfect method for quantification of fluvial bed-
load. The most commonly used are the bedload samplers,
these, however, tend to interfere hydraulically with the
neighbourhood of the sampling station, thus affecting the
sampling results (Childers, 1999). Non-invasive methods, on
the other hand, are based on bathymetry data-sets obtained
by using hydroacoustic or optical methods. Having charted
large river sections, a comparison of subsequent bathymetric
surveys can be made. Through cut-fill volumetric calculations,
one can assess the net export from the investigated sections,
which is considered equal to the bedload transport (Hickin,
1995). Whenever bedforms are present on the seabed, and the
identification of individual bedforms is possible in repetitive
bathymetric data, one can also trace migration rates of
subaqueous dunes (e.g. Kostaschuk et al., 1989).

First published data on bedload contribution into the total
sediment transport at the Middle and the Lower Vistula were
obtained with bedload samplers (Branski and Skibinski,
1968). Based on the author's estimation, in the case of
hydrological conditions close to the mean annual water
discharge (Qrezew ~ 1000 m3/s), bedload transport constitu-
tes up to about 30% of the total sediment transport (at the
Tczew cross-section profile, see Fig. 1 for location). Later,
based on measurements of sediment granulometry per-
formed downstream of Tczew, and with calculations using
different empirical equations, Manthey and Gilewski (1980)
found that the annual bedload transport to the Baltic Sea
amounted to 523,000 m* on average (during the 1965 hydro-
logical year, with the mean annual water discharge

rezew = 1055 m3/s). Moreover, the author's assessment of
bedload contribution into the total sediment transport

Figure 1
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revealed values ranging from 35.8% up to 49.2% (41% on
average), with a clear trend of decrease downstream of
the river. Recent studies were focused on better estimates
of suspended sediment transport, finding evidently more
important suspension transport share, which accounted for
forming the Vistula prodelta (Damrat et al., 2013; Szymczak
and Galinska, 2013; Zajaczkowski et al., 2010).

This paper presents the results of investigations aimed at
estimating the bedload transport in the main Vistula River
mouth (Przekop Wisty). Based on data-sets obtained by
repeated bathymetric surveys, the quantification of the bed-
load was performed by applying the bedform tracking tech-
nique and the estimation of the dune migration rate based on
the data-set obtained by repeated bathymetric surveys.
Unlike previous studies, in which bedload transport was
not traceable on the river sections located several kilometres
upstream of the investigated area, it was found that dunes
migrate constantly all the way towards the river mouth even
at low hydrological conditions. Moreover, the distinct char-
acter of sand dune migration at two different morphological
parts of the Vistula outlet stretch was revealed.

2. Material and methods
2.1. Geographical setting

A bathymetric survey was performed in the main mouth of
the Vistula River “Przekop Wisty” located in Polish coastal
waters (Fig. 1). The Vistula (Wista) is the largest river of the
southern Baltic Sea and the most important source of sedi-
ments in the area. The total length of the river is 1047 km and
its basin measures 194,000 km? (Fig. 1a, in dark yellow). The
Vistula plays a dominant role with regards to the quantity of
discharged fresh water flowing into the Gulf of Gdansk.
According to Majewski (2013), the average multiyear water
outflow amounts to 33.3 km?, supplying about 7% of fresh
water to the Baltic Sea.

Due to the existence of locks controlling the water levels
in the old channels of the Vistula (Nogat, Szkarpawa and
Martwa Wista, Fig. 1b), about 95% of the total Vistula water
outflows into the Baltic Sea through this channel. The closest
gauging station is located in Tczew 31.2 km upstream of the
Vistula channel mouth (Fig. 1b). This gauge represents
99.92% of the Vistula catchment area (Augustowski, 1982).
Based on operational data obtained from this gauging section
(IMGW-PIB, 2017), the long-term (1921—2016) mean annual
water discharge reaches 1026 m3/s. The average daily water
discharge, however, varies from 238 m3/s in dry seasons up to
the 9530 m3/s during the flood in 1924.

The main river mouth “Przekop Wisty” is a cross-cut artificial
channel with a total length of about 7 km, 400 m width, and
temporarily up to 10 m water depth. Since the opening of the
channel in 1895 (Makowski, 1995; Szymanski, 1897a,b), the
Vistula waters has brought hundreds of millions of tonnes of
sediments into the Gulf of Gdansk, creating a new river-mouth
alluvial fan (Graniczny et al., 2004). Based on the morphody-
namic model resulting from the bathymetric plans of the
contemporary Vistula mouth area over the period of 1894—
2000, Franz et al. (2005) and later Koszka-Maron (2016) esti-
mated that the volume of the sediment accumulated in the fan
was more than about 133 million m3. According to Pruszak

et al. (2005), the Vistula carries 0.6—1.5 million m® of sedi-
ments annually, of which about 0.5 million m* deposits in the
subaqueous delta, thus expanding the delta front. This was
confirmed by investigations performed recently by Wroblewski
et al. (2015). As reported by Pruszak and Szmytkiewicz (2015),
river sediment accumulation was subjected mostly to signifi-
cant reduction over the years. However, the river sediment
accumulation had been reducing since the early years following
the channel opening, from 2.4 mln m*/year during the first
twenty-five years to ca 0.2 mln m3/year in recent years.

It should be noted that the character of the hydrology,
and consequently the sediment transport in the Lower Vis-
tula was significantly changed in October 1970, when the
Wtoctawek Dam was completed (264 km upstream of the
investigated area, Fig. 1a). From the hydrological point of
view, the reservoir minimally reduced the volume of high
water in the Vistula below the dam, but reduced very low
water levels as well (Babinski and Habel, 2013). The authors
estimated that the Wtoctawek Dam trapped the entire bed-
load carried from the upper river, and caught 42% of the
suspended load, but also caused permanent erosion of the
bed below the dam.

The most recent outcomes of granulometric analysis of
grab samples collected in the area of interest revealed that
the sediment particles were relatively even-sized, with
coarse and/or medium-grained sands, quite well-sorted,
with moderately negative skewness and a leptokurtic dis-
tribution (Rudowski et al., 2017). The authors could also
establish that deposition of sediments was progressing, espe-
cially in its estuarial section, which impacted significantly on
the river channel patency.

The most distinctive morphological feature of the “Prze-
kop Wisty” bottom relief is a submerged sandbar which is
situated along the western bank and elongated towards the
middle of the river valley. It forms the last sediment deposit
before the sediment sinks in the Vistula prodelta. Both the
upstream and downstream neighbourhood of the sandbar are
covered by complex patterns of subaqueous dunes that were
investigated recently by Lisimenka and Kubicki (2017).

2.2. Hydrological regime of lower Vistula

The time-series of the Vistula River discharge values (Fig. 2)
collected at the Tczew gauge in the period of the experiment
from March and April 2015 revealed that, in general, the
observed discharge values were relatively close to the long-
term mean annual water outflow with some short-term
events characterised by increased flow between 1100 and
1400 m3/s and connected mainly with spring snowmelt and
atmospheric precipitations.

In addition, an analysis of the meteorological conditions
during the measurement campaign was performed. Based on
the wind speed and wind direction data obtained from the
numerical weather forecast model “High Resolution Limited
Area Model” (HIRLAM; Cats and Wolters, 1996) for the point
located in the Gulf of Gdansk 2 km away to NE from the
Vistula mouth, no storm surges and thus no backwaters
phenomena were observed during the period of the survey
(Fig. 3). During the surges caused by northerly winds, marine
waters can penetrate the Vistula River valley along several
kilometres (Pruszak and Szmytkiewicz, 2015).
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curve) of the Vistula River at the Tczew gauge in the period between
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19.03.2015 and 09.04.2015 when the repeated bathymetry measurements were performed are marked with red circles. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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2.3. In-situ measurements

The measurement campaign in the Vistula River mouth area
was carried out in the period between 19th of March and 9th
of April 2015. The bathymetry was mapped using the Reson
SeaBat 7125 multibeam echosounder (MBES) operating at
400 kHz. The MBES provides 512 discrete sounding beams
across the wide 128° swath with 1° along-track transmit beam
width, and 0.5° across-track receive beam width. The sound
velocity probe Reson SVP-70 was fixed to the MBES head, and
the portable sound velocity profiler Reson SVP-15 was used to
obtain the sound speed at the depth of the MBES draft, and
through the water column, respectively. The positioning
system DGPS RTK Trimble BX 982 together with the Ixsea
Hydrins inertial navigation system were integrated with the
MBES and SVPs using the QINSy data acquisition software
package. The post-processing of the MBES raw data were
performed in the QINSy Processing Manager according to the
standard hydrographic procedures.

A series of bathymetric measurements were made along
the central axis of the investigated river channel. Two profiles,
the shallower upstream and the deeper downstream of the
central sandbar, 500 m long each were chosen for the analysis
(Fig. 4) to avoid a complicated flow pattern at the sandbar.
Between the 19th of March and the 30th of March, the
measurements were, in general, conducted one per day.
The last measurement on 9th of April, however, was performed
after ten days of the break caused by unfavourable wind
conditions in the area. Thus, the database consisting of 12-
bed elevation profiles at each of the sections was collected.

2.4. Calculation of dune migration rates

In the first step, one-dimensional bedform elevation profiles
were analysed using the approach of Van der Mark and Blom
(2007), who were able to perform bedform tracking by
determination of crest and trough positions of individual
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Figure 4 Bathymetry map of the Vistula River mouth (state in
April 2015) with two segments of 500 m length (“shallow” and
“deep”) located close to the channel axis, along which the
experiment was accomplished. The background consists on an
aerial photo of the area from May 2017. Coordinates in Polish
national geodetic coordinate system PUWG1992.

bedforms based on the zero-crossing technique (Figs. 5 and
6). Subsequently, histograms of bedform height (defined as
the vertical distance between a crest and its downstream
trough) and bedform length (defined as the horizontal dis-

tance between two subsequent crests) were obtained (Figs.
7 and 8). In addition, mean and median values of the appro-
priate dunes geometrical dimensions were derived from the
statistics.

In the next step, the cross-covariance functions (using the
Matlab® xcov function) between the initial depth data func-
tion and the subsequent ones were calculated. By definition,
cross-covariance measures the similarity between two dis-
crete-time sequences — the first one and shifted (lagged)
copies of the second one as a function of the lag m. In the
general case, the cross-covariance sequence c,, of two
jointly stationary random processes of length N, is the
cross-correlation of mean-removed sequences (e.g. Orfani-
dis, 2007; Stoica and Moses, 2005):

Cxy(mM) = E{(Xn+m—l/«x)(xn_l‘«y)*}7 (1)

where u, and u, are the mean values of the two stationary
random processes, the asterisk (*) denotes complex conjuga-
tion, and E is the expectation operator. In the case of real
data series, Eq. (1) can also be represented in the more
detailed form (Eq. (2)):

N—m—1 = N
> (Xn+mN;Xi) <ynN;yi>- (2)

Cxy(m) =
n

Taking into account the moments of time in which depth
data were collected, the mean velocity (celerity) of dunes
migration can be estimated by determining the space lag of
the cross-covariance function maximum (the maximum cor-
relation corresponds to the approximate distance the bed-
forms have translated).

Finally, assuming suitability of the approximation of the
bedload transport for ripples and dunes formulated and
proposed by Simons et al. (1965), the volume rate of bedload
for idealised triangular bedforms was calculated based on
Eq. (3):

@b = (1-P)Vs3., 3)

where g, is the volumetric bedload transport rate per unit
width [m?/s=(m3/s)/m], p the porosity of the sand bed
(typically ranges from 0.26 to 0.43 in the case of coarse sand
— Geotechdata.info, 2013), Vi is the mean velocity (celerity)
of dunes in the direction of the flow, and n the mean dune
height. Eq. (3) is widely used in literature (e.g., Aberle et al.,
2012; Dinehart, 2002; Holmes, 2010; Van den Berg, 1987;
Venditti et al., 2016; Villard and Church, 2003). As Simons
et al. (1965) mentioned, the equation is more suited for a
dune-bed configuration than for ripples and gives more reli-
able results for coarse bed material due to the fact that the
dunes of coarse sand are more frequently near-triangular in
shape than are the dunes comprised of fine material. Values
of bedload g, were subsequently converted from volume to
weight by multiplying Eq. (3) by the sediment mineral density
p = 2650 kg/m?3.

3. Results

The analysis of bed elevation profiles revealed the presence of
small to large sand dunes (as in Ashley, 1990) with geometrical
dimensions ranges up to n=0.71m in height and up to
A =35.4m in length. Comparison of bed elevation profiles
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along two longitudinal segments (Fig. 4) indicated a distinct
character of subaqueous bedforms — with dunes, in general,
smaller in height and shorter in length at the “shallow” part of
the investigated area (upstream of the submerged sandbar).

The number of individual dunes observed at the “shallow”
segment (Fig. 5) reduced slightly in time from 48 at the
beginning of the experiment (profile 1) to 44 bedforms 508 h
later (profile 12). The mean and median values of dune
heights n and lengths A were derived from the statistics.
Changes of these parameters revealed that both of them
increased in time — from nmean = 0.20 M, Nmedian = 0.18 M
and  Amean =10.3 M,  Amedian=9.9mM tO0 nNmean =0.24 M,
Nmedian = 0.22 M and Amean = 11.2 M, Amedian = 11.4 min what
can be interpreted as the amalgamation (merging) of a few
small bedforms.

In turn, almost the same number of bedforms (34—36
individual dunes) was observed at the “deep” area
(Fig. 6). Contrastingly to the “shallow” case, the mean

values of dune heights and lengths remained almost
without any changes — from nmean = 0.33 M, Nmedian = 0.32 M
and  Amean =14.5M, Amedian=13.6 M t0 7Nmean=0.32m,
Nmedian = 0.31m and Amean=13.7M, Amedian=13.9m in
the beginning (profile 1) and in the end (profile 12) of the
experiment, respectively.

The most suitable probability density functions (with the
smallest error estimated based on Eq. (1) in Van der Mark
et al., 2008) were fitted to the appropriate distributions of
the geometric variables (Figs. 7 and 8). Thus, it was found
that the Gamma, Normal and Weibull distributions (blue, red
and black curves respectively) yield the best approximation
for bedform height and wavelength. It is in reliable agree-
ment with the results of Van der Mark et al. (2008) as well as
with the outcomes presented in Lisimenka and Kubicki
(2017).

Calculation of the cross-covariance functions (Eq. (2)) for
particular pairs of the bed elevation profiles (between the
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initial one and the subsequently measured profiles) revealed
distinct character of dunes migration at two different mor-
phological parts of the river mouth. Progressive increasing of
the spatial lag of the cross-covariance function maximums

has got evidently “faster” character at the “shallow” seg-
ment in comparison with the “deep” one (Fig. 9). This can be
explained by the difference in kinematics of the small-scale
bedforms in comparison with the large ones (e.g. Bridge,
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2003). In addition, lag distance changes between successive
time steps showed that dune migration rates were not con-
stant in time (Table 1).

Overall downstream displacement of the “shallow” and
“deep” ensembles of dunes (as a whole) for the entire period
of the experiment (508 h) amounted to 11.4m and 1.7 m,
respectively. It means that, in general, dunes observed at the
“shallow” area migrated 7 times faster in average than the
“deep” dunes, with mean dune celerity equal to 0.022 m/h
and 0.003 m/h, respectively.

Taking into account the average migration rates for the
entire experiment together with mean dune heights (Table 1),
as well as assuming that the porosity of the coarse sand bed
equals to p = 0.35, an estimation of the volumetric bedload
transport rate was calculated (Eq. (3)). The calculation

revealed values of  Gp_shatiow =4.25-107" m?/s  and
Qb_deep = 8.7-1078 m?/s for the shallow and deep sections,
respectively. Based on the assumption that the effective river
channel width at the area of interest is about 420 m and the
density of sand p = 2650 kg/m?, it can be roughly estimated
that the daily bedload transport amounts to 40.9 t/day and
8.4 t/day for the “shallow” and “deep” sections, respectively.

4. Discussion

In this study, estimation of bedload transport of Vistula River
mouth into the Baltic Sea was approached over two dune
fields. The calculation was done in the “shallow” part
upstream from the submerged sandbar and in the “deep”

Table 1 Mean statistics in bedform geometry and migration of the “shallow” and “deep” ensembles of dunes for particular time
steps.
# Date/time Time “shallow”/“deep”
of survey step,
At; [h]

Mean dune Mean dune Mean dune Distance Mean dune

height, length, steepness, travelled, celerity,

Nmean [m] Amean [m] Nmean/ Amean Ax; [m] Vi = Ax;/ At; [m/h]
1 19 March 10:00 0 0.20 0.33 10.3 14.5 0.019  0.023 — — — —
2 21 March 07:00 45 0.20 0.32 10.3 14.5 0.019  0.022 0.7 0.05 0.016 0.001
3 21 March 14:00 7 0.20 0.33 10.3 14.5 0.019  0.023 0.2 n/a 0.029 n/a
4 23 March 09:00 43 0.20 0.32 9.7 14.2 0.020 0.022 2.2 0.35 0.05 0.008
5 24 March 07:00 22 0.20 0.31 9.9 14.1 0.020 0.022 1.1 0.2 0.05 0.009
6 24 March 15:00 8 0.21 0.32 10.6 14.0 0.020 0.023 0.2 0.05 0.025 0.006
7 25 March 11:00 20 0.20 0.32 10.1 14.1 0.020 0.023 0.3 0.05 0.015 0.003
8 26 March 13:00 26 0.20 0.31 9.7 13.7 0.020 0.023 0.5 0.05 0.019 0.002
9 27 March 14:00 25 0.21 0.31 10.3 13.6 0.020 0.023 0.6 0.05 0.024 0.002
10 29 March 12:00 46 0.22 0.32 10.7 14.1 0.020 0.023 0.4 0.05 0.009 0.001
11 30 March 13:00 25 0.22 0.31 10.5 13.7 0.021  0.023 0.2 0.05 0.008 0.002
12 9 April 14:00 241 0.24 0.32 11.2 13.7 0.021  0.023 5.0 0.8 0.021 0.003
Total 508 0.21 0.32 10.3 14.1 0.020 0.023 11.4 1.7 0.022 0.003
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part downstream from it (Fig. 4). Obtained values differ by a
factor of 5 with much more bedload being transported
upstream from the sandbar. This result may suggest that
the sandbar intercepts ca. 78% of bedload coming from the
upper part of the river during the average discharge of the
river. The accumulated sediment is thus trapped at the
sandbar, which supported findings of previous research
(Wréblewski et al., 2015). The authors, using a cut-fill
method, showed that the sandbar grew by nearly 1 m in
height between 2009 and 2014. Further studies are needed
to compare the accumulated volume with our calculations. It
is however, unlikely that the entire bedload stays at the
sandbar. Tarnowski (1995), using hydraulic models as well
as analysis of bathymetric changes observed in the Vistula fan
in the period between 1983 and 1990, speculated that bed-
load transport decays as a function of river discharge. Man-
they and Gilewski (1980) observed that in the case of low
water discharge of about 800—1100 m3/s (similar to hydro-
logical conditions during our measurement campaign), the
bedload transport was not traceable at the river section
located about 7—10 km upstream of the investigated area.
In turn, Tarnowski (1995) postulated that, in the case of a
river water discharge of about Q~ 1250 m*/s, no bedload
transport was observed about 3 km upstream of the area of
interest.

Our results however, suggest constant dune migration all
the way towards the river mouth even at average (low)
hydrological conditions. Tarnowski (1995) estimated in his
study that the riverbed material was mobilised only during
river discharge larger than Q ~ 3000 m*/s. Although there is
not enough data to support this claim, it is likely that
accelerated currents during increased water discharge initi-
ate erosional processes in the Vistula River mouth. We can
therefore theorise that the sandbar is only temporarily inter-
cepting riverine bedload, and that during more energetic
conditions it is being eroded, and sediments are carried away
towards the subaqueous river delta.

In such a case, the result obtained at the “shallow” section
could be treated as the total quantity of bedload material
reaching the outlet stretch from upstream parts of the river,
whereas the outcome obtained at the “deep” section could
be acknowledged as the bedload transport actually delivered
to the subaqueous Vistula delta during the hydrological con-
ditions of the experiment. The two aforementioned results
should not be therefore averaged, but instead considered
separately.

The application of high-resolution bathymetry gave a
great overview of the river mouth relief. The investigated
sections of the riverbed were chosen carefully, but due to the
lack of riverine current speed data one is not certain which
dune field is representative for the investigated hydrological
conditions. High discrepancy of results for the studied “shal-
low” and “deep” sections proves that the applied method of
bedload calculation is very sensitive to several factors of
which the educated selection of tested dune field seems to be
of highest importance.

Knowing that the experiment covered merely 21 days, and
only during hydrological conditions close to the long-term
mean annual water discharge, it is little justified that the
annual bedload transport to the Baltic Sea would be calcu-
lated. However, by doing so, the results can be compared
with previous studies on the bedload transport in the Vistula

River mouth and delta. If extrapolated uniformly to the
annual basis, our results reveal that the estimated volume
of the annual bedload transport is of about 5900 m>/year (at
the “shallow” section of the investigated area). In turn,
based on the data from the years 1895—1953 presented in
Stomianko (1956), the mean annual bedload transport can be
estimated at 24,100 m*/year. This was however, the period
before even the Wtoctawek Dam was constructed. Contrast-
ingly, other investigators (Manthey and Gilewski, 1980) pre-
dicted the bedload transport at about ~500,000 m*/year,
which is at least two orders more in comparison to the values
obtained in our study. It is worth to note that their estimation
was based on empirical equations applied for the Tczew
cross-section (31.2 km upstream of the investigated area).
Moreover, the authors conducted their calculations for the
1965 hydrological year, during which long-lasting intensive
discharges (significantly higher than the mean annual water
outflow) together with the flood wave up to Q = 4520 m>/s
were observed (confirmed based on data shared courtesy of
IMGW-PIB). Manthey and Gilewski (1980) established also
that, in spite of increased bedload caused by high water
discharges, the Vistula River transports significantly more
sediments in suspend during the spring. The authors esti-
mated that the ratio of bedload to suspended load is the
smallest (about 30%) at the beginning (March—April) of the
spring season. Therefore, such a significant difference in
bedload can be explained mainly by lack of energetic events
during our experiment. Increased river discharge due to
spring meltwaters and autumn rainfalls was not included in
our approach, what probably resulted in underestimated
volumes obtained in this study.

The great importance of sediment material transported by
the river as a bedload was underlined by many investigators.
Granulometry analysis of sediments forming of the Vistula
alluvial fan (Wypych, 1968 as cited in Tarnowska and Zeidler,
1980) as well as its lithofacies model (Koszka-Maron, 2016)
show that the bedload transport powered by the riverine
processes is the main source of sediments participating in the
subaqueous delta development. Coarse and medium-grained
sands, which are the main components of the bedload mate-
rial supplied by the river into the sea (Rudowski et al., 2017),
are deposited mainly on the alluvial fan. In turn, finer sedi-
ments are washed out by wave-bottom interaction and
transported far away by wave currents.

Although, the accumulation processes in the alluvial fan
are subjected primarily to the hydrological conditions in the
river, the shape of the fan and its offshore edges is dependent
also on the amplitude/directional characteristics of the
wave-current field in the area. Due to the shield of a sig-
nificant part of the Gulf of Gdansk caused by the Hel Penin-
sula, the surface waves with the longest fetch from the east
and north-east directions have the most powerful influence
on the rebuilding of the fan. In general, the wind circulations
induce the relatively low speed currents in the coastal area of
the Gulf of Gdansk (Pruszak and Szmytkiewicz, 2015) and so,
wave currents generated by breaking waves have a crucial
impact on hydrodynamics and in consequence on the bathy-
metry changes at the Vistula River mouth area, as well as
influence on the longshore sediment transport processes.
Results of numerical modelling obtained by Ostrowski
et al. (2009) showed that the storm wave conditions should
be lasted at least several hours in order to observe measur-
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able erosion of the seabed. Such events, in principle, are
caused by strong winds from the north and are very infre-
quent in the area of the Vistula River fan.

Besides, independently of the character of sediment
transport in the river, there are two equivalent streams of
longshore sediment transport in the coastal region enclosing
the area of investigation. One of them flows from west to
east, and the other one in the opposite direction, and are
observed at the western and the eastern sides of the Vistula
fan respectively. Based on a one-dimensional wave model,
Pruszak and Skaja (2014) estimated that these streams are of
about 20,000 m3/year. However, in our opinion, this estima-
tion is rather discussable (overestimated) at least in the case
of the west-east stream, due to lack of significant sediment
sources at the western part of the Gulf of Gdansk which could
supply this longshore stream. Nevertheless, it can be stated
that the quantitative role of both these “sea” streams in
sediment transport processes is essentially weaker in com-
parison with the amount of the sediments supplied by the
Vistula River.

It is important to note that the influence of the storm
surges in the Gulf of Gdansk, or wave currents on the total
balance of sediment transport in the area remains still
unknown. It is common however, that the storm surge
pushes marine waters into the Vistula River mouth (back-
water phenomena). Such energetic events are likely to
trigger erosion of the marine deltaic sediments, and part
of these can be easily re-suspended and carried back into
the investigated river mouth. There has been however, no
safe method developed which would allow for the analysis
of the marine influence on riverine sediment transport
during storm surges. On the contrary, the period of storm
surge has been avoided in our study in order to present
undisturbed data obtained during the average riverine dis-
charge period.

5. Conclusions

For the first time, based on the non-invasive hydroacoustic
method, bedload sediment transport to the Baltic Sea has
been estimated in the main Vistula River mouth (Przekop
Wisty).

During a 21-day observation conducted in hydrological
conditions close to that of the long-term mean annual water
discharge, the bedload transport was found to take place
constantly. The analysis of dune migration rates revealed the
distinct character of sand dune migration at two different
morphological parts of the Vistula outlet stretch. It has been
found that the smaller in size dunes (mean dune height
Nmean = 0.21 m and dune length Aeqn=10.3 m) located
upstream from the submerged sandbar that forms the last
depositional barrier before the mouth, migrate 7 times faster
than the larger ones (7mean=0.32m and Apean = 14.1 M)
located downstream from it. Average migration rates for
the entire experiment revealed values of 0.022 m/h and
0.003 m/h and daily bedload sediment transport values of
about 40.9 t/day and 8.4 t/day were obtained for “shallow”
(upstream) and “deep” (downstream) sites, respectively.
Such difference was attributed to sediment trapping by
the submerged sandbar during the hydrological conditions
of the experiment.

The presented method proved to be successful for estima-
tion of the bedload transport but the approach should be
repeated during high water discharges of the Vistula River to
deliver better approximation of sediment volume to the
subaqueous Vistula delta in the Baltic Sea.
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KEYWORDS Summary The main objective of this paper is to report two diatoms (Caloneis africana (Giffen)
South West Coast of Stidolph and Luticola nivalis (Ehrenberg) D. G. Mann) from Cochin backwaters, which prove to be
India; a new finding from Indian waters. Surface water samples were collected monthly from twelve
Diatoms; stations covering the ecosystem from May 2015 to April 2016. The analysis of physicochemical
Caloneis africana; parameters and the preparation of permanent slides of diatoms were performed based on
Luticola nivalis standard procedures. Descriptions, world distribution and photographs of the two diatoms are

included in this paper. These two new species further enrich the diatom floristic diversity of
Cochin backwaters in India.
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Elsevier Sp. z o0.0. This is an open access article under the CC BY-NC-ND license (http://
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Diatoms are the most species-rich group of algae. The num- (Mann, 1999). The net primary production from diatoms is
ber of diatoms has been estimated to include approximately more than that of all the worlds' tropical rainforests (Field
100,000 species over 1000 genera. Diatoms are widely used in etal., 1998). Diatoms produce 20—25% of global oxygen (Smol
ecological monitoring and paleoecological reconstruction and Stoermer, 2010). In an aquatic ecosystem, they represent
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the overall ecological conditions and reflect the pollution
status of the system (Dakshini and Soni, 1982). The habitats
of diatoms at the regional and global scale are changing due
to natural and anthropogenic activities. Therefore, scientific
understanding of the ecological conditions of diatoms is
important in order to use them as bioindicators.

Diatoms from tropics are least documented. Approxi-
mately 7000 diatom taxa in freshwater, brackish, marine
environment and fossils have been reported from the Indian
subcontinent (Kale and Karthick, 2015). The scientific study
of diatoms in India was reported long back in 1845 on diatoms
of Calcutta (Ehrenberg, 1845). Skvortzow (1935) reported
56 forms of diatoms from Calcutta and Biswas (1936) reported
common diatoms of the Loktak Lake, Manipur, Assam. Ven-
kataraman (1939) reported 98 diatoms from south India. The
diatom floristic diversity of Indian waters was enriched by
many Indian diatom taxonomists (Das and Santra, 1982;
Desikachary and Devi, 1986; Desikachary et al., 1987;
Gandhi, 1959a,b, 1961, 1962, 1967; Gonzalves and Gandhi,
1952; Karthick et al., 2011; Karthick and Kociolek, 2011;
Menon, 1945; Roy, 1954; Sarode and Kamat, 1979; Subrah-
manyan, 1946). The present study sheds light on the occur-
rence of two new diatom taxa from Cochin backwaters.

Cochin backwater ecosystem is situated on the southwest
coast of India. It is approximately 320 km? in the area of
Vembanad lake and surrounding islands with six rivers flowing
to the backwater. The tidal intrusion from the Arabian Sea
and the annual freshwater discharge (20,000 x 10® m?) from
six rivers maintain the dynamism of the system (Srinivas
et al., 2003). The climate of Cochin backwater is typical
of tropical features with monsoon yielding 60—65% of total
rainfall (Menon et al., 2000). The samples were collected
from the Cochin backwater ecosystem, running parallel
(9°48' and 10°9'N and 76°10’ and 76°19'E) to the south-west
coast of India (Fig. 1). The depth of the ecosystem varies from
2 to 7m, but the ship channel regions are dredged and
maintained at 10—13 m (Qasim, 2003). The backwater system
got two permanent connections to the Arabian Sea, one at
the Cochin bar mouth (450 m) and the other at Azhikode
(100 m) (Sankaranarayanan and Qasim, 1969).

Surface water samples were collected monthly from
twelve stations covering the ecosystem from May 2015 to
April 2016. The surface water temperature was recorded
using 0—50°C precision thermometer and pH by eco tester
PH1. The surface water samples were collected in 500 ml
Tarsons narrow mouth bottles (Code: 583140) and nutrients
(nitrate, nitrite, phosphate and silicate) were analysed
within 6 h from collection, based on a standard protocol,
using UV 1800 Shimadzu spectrophotometer (APHA, 2005).
The collected diatom samples were incubated overnight to
settle after adding the fixative ethyl alcohol (98%). Concen-
trated diatom samples were cleared by hot HCl and KMnO,4
method (Taylor et al., 2007) and permanent slides were
prepared by Naphrax mounting medium. The samples were
observed under Leitz BIOMED research microscope and digital
photographs were taken with Nikon Cool pix 4500 camera
attached with 100X objectives. The measurements were
taken using ocular and stage micrometry. The diatoms were
identified according to Krammer and Lange-Bertalot (1986)
and Witkowski et al. (2000), based on the classification of Cox
(2015).

The paper presents the description, world distribution and
ecology of the two diatoms from Cochin backwaters in India.
Physico-chemical parameters of the sampling site are given in
Table 1.

Order: Naviculales

Family: Pinnulariaceae

Genus: Caloneis

Species: Caloneis africana (Giffen) Stidolph (Fig. 2A)

Basionym: Caloneis brevis f. africana M. H. Giffen

Reference: Witkowski et al. (2000) (p. 152, Figs. 1 and 2)

Dimensions: Valve length: 36—108 um, Valve breadth:
20—24.5 pm, Stria density: 11—12/10 pm.

Diagnosis: Valves elliptic with broadly rounded or with
obtusely rounded apices. Raphe straight, external central
endings expanded, distant apical endings sickle-shaped,
curved on one side, axial area at apices narrow, broadening
towards the middle, central area weakly separated, large
and usually circular. Transapical striae radiate throughout the
valves.

Distribution: Marine water species widespread in the
Northern sea tidal flat (Brockmann, 1950), Southern hemi-
sphere (Giffen, 1967), White Sea (Witkowski et al., 2000),
New Zealand (Harper et al., 2012), Korea (Joh, 2012) and
Australia (John, 2016).

Distribution in India: New Record
Order: Naviculales

Family: Diadesmidiaceae

Genus: Luticola

Species: Luticola nivalis (Ehrenberg) D. G. Mann
(Fig. 2B)

Basionym: Navicula nivalis Ehrenberg 1854

Reference: Krammer and Lange-Bertalot (1986) (Fig. 61,
17-20).

Dimensions: Valve length: 12—14 um, Valve breadth: 5—
13 wm, Stria density: 17—20 (24)/10 pm.

Diagnosis: Shells linear, in smaller specimens linear-ellip-
tic, with £ pronounced triangular edges. Raphe branches
thread-fencing with weakly one-sided bent central pores.
Axial artery moderately narrow, linear or slightly lanceolate
to the middle, central artery forming a transverse band
extending to almost the edges with a punctiform isolated
stigma on the side remote from the central pores.

Distribution: Marine and freshwater species recorded
from Germany (Reichardt, 1984), Australia (Day et al.,
1995), Romania (Caraus, 2002), Germany (Mauch and
Schmedtje, 2003), United States of America (Kociolek,
2005), Czech Republic (Hasler et al., 2007), China (Liu,
2008) and Israel (Barinova et al., 2010).

Distribution in India: New Record

Round et al. (1990) considered the genera Caloneis and
Pinnularia as synonyms and eliminated the genus Caloneis
from his book. Cox (2015) placed Caloneis under Pinnular-
iaceae. The present study agrees with the discussions of Mann
(2001) regarding the genus level identification difficulties of
Caloneis and Pinnularia. The identification of C. africana
(Giffen) Stidolph in this study was completely based on
Witkowski et al. (2000). Moreover, the characteristics exhib-
ited by the present specimen is not matching with any of the
Pinnularia species reported in the literature, and at the same
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Figure 1
been recorded.

time it perfectly matches with the C. africana (Giffen)
Stidolph. Hence future research works on gene sequence
data of Caloneis species will provide substantial evidence
for proper identification and classification of the taxa. Even
though several studies have been carried on diatom flora of
Cochin backwaters (Aneeshkumar and Sujatha, 2012; Dayala
et al., 2014; Gopinathan, 1975; Gopinathan et al., 1984;
Jyothibabu et al., 2015; Kumar et al., 2014; Madhu et al.,
2010, 2017; Sanilkumar et al., 2009; Selvaraj et al., 2003),
the two diatoms reported in this paper from Cochin back-
waters are new to Indian diatom flora.

{(Updated on 2nd November 2010)

Map of the station in the South West Coast of India (Cochin backwaters) where Caloneis africana and Luticola nivalis have

The new record of diatoms reported from the
Cochin estuary will act as a bioindicator of the ecosystem
and it will implicate the importance of continuous
assessment of diatom diversity in India, for exploring
new taxa and new records. The floristic study of diatoms
at the regional scale will provide information regarding
the endemism in diatoms. To understand the distribution
of two diatoms presently reported, detailed and systematic
studies are required in different aquatic ecosystems
that will further enrich the biodiversity list of diatoms in
India.
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Figure 2  Light microscopy images of diatom species; (A) Calo-
neis africana (Giffen) Stidolph; (B) Luticola nivalis (Ehrenberg)
D. G. Mann.

Table 1 Water quality parameters at the sampling sites.
Caloneis africana  Luticola nivalis

Locality Chellanam, Site XII Pattanam, Site Il

Month/year (76°16/38.6"E (76°11'50.4"E
and 9°48'14.4"N)  and 10°9'19.7"N)
09/2015 09/2015

Temperature (°C) 30 30

pH 8.9 7.2

Salinity (ppt) 6 4.8

Nitrate (wmol L")  0.58 0.76

Nitrite (uwmol L™7) 2.13 0.27

Phosphate (uwmol L=") 0.57 0.86

Silicate (wmolL™")  1.53 4.55
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