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Summary Hourly data of the relative sea level from seven stations on the west coast of the
Arabian Gulf, for the period 1979—2008 have been analyzed. The harmonic constituents of tide
show pure diurnal tide at Murjan Island, semidiurnal type at Mina Salman and mixed type with
semidiurnal dominance at the remaining five stations. Based on Multi-Missions Satellite Altimetry
data, the mean sea level trend estimate was about 2.8 � 0.4 mm/year for global ocean and about
3.6 � 0.4 mm/year for the Arabian Gulf. Among the seven tide gauge stations, the highest sea level
trend is found at Mina Salman (3.4 � 0.98 mm/year) that agrees with the local estimate from the
Multi-Missions Satellite Altimetry data. The minimum trend is found at Jubail (1.6 � 0.71 mm/
year) and Ras Tanura (0.7 � 0.31 mm/year). At Arrabiyah Island station, the sea level trend is
about 2.4 � 0.66 mm/year, which is obtained after removing the interruptions from a relatively
longer duration (15 years) data. This is in agreement with other stations and the estimates from the
altimetry. The tidal analysis and trend estimation for Jubail station (29 years) have been conducted
for the first time. At Murjan Island, the decadal cycle is evident from the long sea level data, giving
the current estimate of trend more reliability as compared with previous studies.
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1. Introduction

The Arabian Gulf (AG), a semi-enclosed marginal sea covers
a total area of about 239 � 103 km2 with an average depth of
about 36 m (Emery, 1956). Coastal areas in the northwest and
the west are shallow. The average length of the AG is 990 km
(Fig. 1). The main water exchange between the AG and the
Indian Ocean is through the Strait of Hormuz. The wind
(Shamal) blowing from north and northwest in the AG, that
blow through winter and summer, is characterized by strong
wind speeds during winter due to high atmospheric pressure
disturbances and by a relatively lower intensity during sum-
mer (Perrone, 1979). The wind speed at the coast reaches as
high as 15 m s�1 (Reynolds, 1993). The annual evaporation
over the AG is about 2 m/year (Ahmad and Sultan, 1991;
Hastenrath and Lamb, 1979; Meshal and Hassan, 1986; Pri-
vett, 1959; Xue and Eltahir, 2015), while fresh water input by
precipitation is �0.15 m/year (Johns et al., 2003). The main
source of freshwater (mostly in the northern end of the AG)
was the Shatt Al Arab river and its convergence with the
Euphrates, Tigris and Karun rivers. However, the discharge of
rivers is very small compared to evaporation.

Tides in the AG are complex, and the major tide is varying
in nature from being semidiurnal, diurnal, and mixed type
(Reynolds, 1993). Semidiurnal tides have two amphidromical
points in the north-west and south, while the diurnal tide has
one amphidromical point in the center of the AG, near the
Figure 1 A map of the study area shows 
Kingdom of Bahrain. It also shows that the primary consti-
tuents are M2, S2, K1, and O1 (Najafi, 1997). The tidal
propagation in the AG basin is counterclockwise from the
Iranian coast north to the Saudi Arabia coast south.

The sea level variations in the west and northwest coasts
of the AG have been the focus of the researchers (e.g.
Al-Subhi, 2010; Alothman et al., 2014; Khalilabadi and
Dariush, 2013; Reynolds, 1993; Sharaf El Din, 1988; Sultan
et al., 2000). Sultan et al. (2000) calculated the meteorolo-
gical effects causing (up to 75%) the seasonal signals of mean
sea level in the AG, out of which the atmospheric pressure is
contributed by 62% and wind stress by 12%.

Since 1992, high-quality satellite altimeters (TOPEX/
Poseidon, ERS-2, GFO, Jason-1, Envisat, Jason-2 and Jason-
3) lead to accurate estimates of the sea-level rise in global
measurements. Gornitz (1995) estimated the rate of sea-
level changes from long-term records, which show 1—2 mm/
year increase globally, while altimetry data (short-term)
show the increase around 3 mm/year (Antonov et al.,
2005; Bindoff et al., 2007). Church et al. (2008) found that
the sea level records from both tide gauge data and satellite
altimeter data show sea level rising by more than 3 mm/year.
Sultan et al. (2000) found that the sea level trend at Ras
Tanura during 1980 and 1994 is 1.70 mm/year. Alothman and
Ayhan (2010) analyzed the sea levels in 13 stations in the
northwestern coast of the AG and found a relative rise of
about 1.96 mm/year by correcting the vertical land motion.
the name and location of the stations.
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The subsequent study (Alothman et al., 2014) in the north-
western part of the AG found a trend of 2.20 mm/year when
the vertical land motion trend was 1.50 mm/year.

Several studies describe the tidal constituents, with the
four major tidal constituents (M2, S2, O1, and K1) that
computes the amplitudes and phase (Kämpf and Sadrinasab,
2006; Lardner et al., 1982; Le-Provost, 1984; Najafi, 1997;
Sultan et al., 1995; Thompson et al., 1994). John (1992)
studied the tidal components from the current data and
found that it changes from mixed with a dominant semidiur-
nal component at the northwestern region to mixed with a
dominant diurnal component in the southwestern region. He
also identified that the tides from the coast of Abu Ali Pier to
Ras Tanura are semidiurnal type. Poul (2016) found similar
results using tide gauge data for one year. Al-Mahdi et al.
(2007) found that the tide in the eastern side of the AG is
mixed with dominant semidiurnal component and the tidal
range is over 2.50 m. Khalilabadi (2016) analyzed one-year
tide gauge data at four locations along the south coast of Iran
and concluded that the semidiurnal constituent was domi-
nant in this region. Akbari et al. (2016) analyzed 8 tidal
harmonic constituents (S2, M2, N2, K2, K1, P1, O1 and Q1)
at 3 stations in the AG and found that the tide is generally
mixed with a semidiurnal component, except near the
amphidromic points. Sharaf El Din (1988) studied major
harmonic constituents at 8 stations, including 6 ARAMCO tide
gauges during 1980—1987 and found that the tide has diurnal
and semidiurnal patterns with a dominant semidiurnal com-
ponent. Al-Subhi (2010) carried out a tidal analysis for Juay-
mah during 2000 and 2005, and found that the tide is mixed
with a dominant semidiurnal component. Table 1 summarizes
the findings of all the above studies.

AG is an important area being an extension of the Indian
Ocean across the Strait of Hormuz, with great economic
importance (industry, commerce, and oil) and marine life.

The aim of this study is to investigate both tidal char-
acteristics and sea level trend from seven stations on the
west coast of the AG.

This is for the first time, a study incorporates records from
seven tide gauge stations covering the west coast of the AG
from 1979 to 2008 for analyzing tidal characteristics and
linear trend together. Along with this, it is also utilizing all
satellite altimetric data available from (1993—2018) for
analysis of mean sea level trend.

2. Data and methods

The data used in this study include tide gauge data obtained
from the Saudi Aramco Company for six stations along Saudi
Table 1 The previous studies of the tidal constituents in the Ara

Study Number of stations 

John (1992) 4 

Poul (2016) 31 

Al-Mahdi et al. (2007) 3 

Khalilabadi (2016) 4 (3 inside the AG) 

Akbari et al. (2016) 9 (3 inside the AG) 

Sharaf El Din (1988) 6 

Al-Subhi (2010) 2 
Arabian coast of the AG and Permanent Service for Mean Sea
Level (PSMSL) data for the Kingdom of Bahrain region. The
station names, coordinates and the data duration are listed in
Table 2.

The satellite altimetry data (available from 1993 to 2018)
were obtained from (NOAA) National Oceanic and Atmo-
spheric Administration (https://www.star.nesdis.noaa.gov/
sod/lsa/SeaLevelRise/LSA_SLR_timeseries.php).

The shortest recorded period in this study is 9 years for the
Abu Ali Pier station and for the longest period recorded at
Mina Salman — Ras Tanura and Jubail for 29 years.

Analysis of tide gauge data was conducted by employing
World Tide MATLAB Software (WTWC) (Boon, 2004), which
applies a selective least squares harmonic analysis to dis-
criminate tidal component and prediction of tides and tidal
currents, using up to 35 tidal components. It can analyze the
sea level data and retain the residual sea level which is
caused by forces other than the tide, which is mainly due
to the meteorological forces.

By mathematical application to analysis the predict tidal,
we obtain the equation

hðtÞ ¼ h0 þ
Xm

j¼1

fjHj cosðvjt þ uj�k�j Þ; (1)

where t is the time in serial hours, h(t) is a predicted water
level at t, h0 is the mean water level, fj is a lunar node factor
for the jth constituent, Hj is the mean amplitude for the jth
constituent over 18.6-year lunar node cycle, vj is the fre-
quency of the jth constituent, uj is the nodal phase for the jth
constituent, kj* is the phase of the jth constituent for the
period origin is utilized (midnight beginning December 31,
1899) and m is a number of constituents.

For purely solar constituents, fj = 1 and uj = 0.
The amplitude (Hj) and phase (kj*) of the tidal constituent

analysis by using the least squares method.
To identify the tidal type in each station, the form factor F

(Defant, 1961) was estimated.

F ¼ K1 þ O1=M2 þ S2ð Þ: (2)

For F < 0.25 the tide is semidiurnal; for F between
0.25 and 1.5, the tide is mixed, mainly semidiurnal; for F
between 1.5 and 3.0 the tide is mixed, mainly diurnal; and
finally, for F > 3.0, the tide is diurnal.

Tide gauge (long-term) data were analyzed to acquire the
monthly mean sea level elevations. As shown in Table 2, the
period of the data varies from station to station; some
stations have gaps of days or months. At Mina Salman, station
bian Gulf.

Type of tide Period of data

Diurnal and semidiurnal 1986—1987
Diurnal and semidiurnal 375 days
Semidiurnal 1993—1994
Semidiurnal 2009
Diurnal and semidiurnal 200 days
Diurnal and semidiurnal 1980—1987
Semidiurnal 2000—2005

https://www.star.nesdis.noaa.gov/sod/lsa/SeaLevelRise/LSA_SLR_timeseries.php
https://www.star.nesdis.noaa.gov/sod/lsa/SeaLevelRise/LSA_SLR_timeseries.php


Figure 2 Time series of the tide gauge readings for seven
stations.

Table 2 The location of tide gauge stations in the western coast of the Arabian Gulf.

No. Station Longitude Latitude Period

1 Murjan Island 49.638 28.458 1986—2008
2 Arrabiyah Island 50.178 27.778 1985—2000
3 Abu Ali Pier 49.688 27.318 2000—2008
4 Jubail 49.918 26.868 1980—2008
5 Ras Tanura 50.168 26.648 1980—2008
6 Qurayyah Pier 50.118 25.888 1980—2000
7 Mina Salman 50.618 26.208 1979—2007
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the data extend from 1979 to 2007 with seven-year gaps in
1981 and 1998—2003. The statistical mean of the residual sea
level has been calculated to remove the seasonal effect. The
monthly averaged residual sea level has been used to esti-
mate the linear trend. Before fitting any linear model, the
time series has been statistically tested for the significance of
trend using the method of Mann—Kendall, which tests
whether to reject the null hypothesis (H0, no trend) or accept
the alternative hypothesis (Ha, if trend is present). Then the
Least-Squares Line LSL method is used to fit the trend, which
usually approximate the general patterns of the time series
over its period (Crum, 1925; Hoshmand, 1997).

Fitting of linear trend through the Method of LSL is
accomplished as follows:

The linear equation in general is

y ¼ a þ bxðiÞ; (3)

where a and b, can be expressed as follows:

a ¼ y
c
; (4)

where c is the length of data,

xm ¼
XN

i¼1

xi�~x: (5)

The sum of square coefficient of the element x

X2 ¼
XN

i¼1

x2mðiÞ: (6)

Write the sum of y

y ¼
XN

i¼1

yi: (7)

We may rewrite these equations as

b ¼ XY

X2 : (8)

In order to estimate the value of the linear trend, Eqs. (4) and
(8) are substituted in Eq. (3).

The standard error is calculated by dividing the standard
deviation from the mean as

se ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N�1

PN
i¼1ðxi�xmÞ2

q
ffiffiffiffi
N

p : (9)

We used XLSTAT software (http://www.xlstat.com/en/)
for calculating the probability value (P-value), and hypothesis
testing. The Mann—Kendall test was applied to assess the
significance of mean sea level trend, as follows

S ¼
Xn�1

k¼1

Xn

j¼kþ1

sgnðXj�XkÞ; (10)

where the data collected over time = X1, X2, X3, . . ., Xn.
(Xj � Xk) is the difference between current values and all

http://www.xlstat.com/en/


Table 3 The highest astronomical tide (HAT) and lowest
astronomical tide (LAT) elevation values for each station.

Station HAT [m] LAT [m] Data recording
time [day]

Murjan Island 0.56 �0.44 8187
Arrabiyah Island 0.92 �0.67 5556
Abu Ali Pier 0.88 �0.40 3110
Jubail 1.00 �1.01 10,074
Ras Tanura 1.13 �1.13 10,440
Qurayyah Pier 0.15 �0.19 7649
Mina Salman 1.02 �1.10 10,535
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previous values, where j > k, that takes on the values of 1, 0,
or �1.

Finally, the merged mean sea level from all the altimeters
was analyzed to find the linear trend. The data filtered to
approximately 10-days' time interval of 18 � 18 grids with
seasonal signals removed. The monthly mean sea level was
calculated for both global data (668S to 668N) and for the AG
region.

3. Results and discussion

Time series of the observed tide gauge data from all the
stations are shown in Fig. 2. Over the study period, the tidal
Table 4 The amplitudes of the major tidal harmonic constituent
estimation of the form factor are bolded.

Stations Amplitude of tide constituent 

Q1 O1 P1 K1 N2 M

Murjan Island 0.04 0.21 0.09 0.32 0.01 0
Arrabiyah Island 0.02 0.14 0.05 0.19 0.07 0
Abu Ali Pier 0.02 0.13 0.05 0.16 0.08 0
Jubail 0.02 0.13 0.05 0.16 0.10 0
Ras Tanura 0.02 0.11 0.04 0.14 0.12 0
Qurayyah Pier 0.002 0.01 0.01 0.02 0.01 0
Mina Salman 0.01 0.07 0.02 0.11 0.15 0

Figure 3 One-year time series of hourly tide gauge data (A), resid
Island (C).
range (between HAT and LAT) is inconsistent from station to
station. The highest range of about 2.00 m has been observed
at Ras Tanura, Jubail and Mina Salman stations. The tidal
range at Murjan Island is mostly about 1.00 m, while that at
Arrabiyah Island is 1.60 m and at Abu Ali Pier is 1.27 m. The
lowest tidal range is at Qurayyah Pier, which is about 0.34 m.
Few stations, for instance, Abu Ali Pier, have discontinuities
in data due to an error in recording or missing data from the
source (Aramco). Mina Salman has discontinuity in the time
series during 1998 and 2003.

Using the World Tides Package, the tidal and non-tidal
components have been acquired for each time series. The
Highest Astronomical Tide (HAT) and Lowest Astronomical
Tide (LAT) in each station are shown in Table 3.

To estimate the tidal harmonic constituents, we selected
uninterrupted one-year data for each station. However, the
data for Arrabiyah in 1992 have a discontinuity of seven days
in early February, which does not have an effect on the
estimation of the tidal constituent.

4. The astronomical tides

The results of the harmonic analysis are listed in Table 4. The
tidal type at each station is estimated by calculating the F
ratio (see Eq. (2)). The major constituents M2 and K1 are
determined as the most important semidiurnal and diurnal
constituents. The results of the tidal harmonic constituents
are plotted in Figs. 3—10.
s in the west coast of Arabian Gulf; the constituents used for

F-ratio Type of tide

2 S2 K2

.05 0.03 0.01 6.62 Diurnal

.34 0.13 0.04 0.70 Mixed mainly semidiurnal

.41 0.14 0.04 0.52 Mixed mainly semidiurnal

.51 0.18 0.06 0.42 Mixed mainly semidiurnal

.60 0.21 0.07 0.30 Mixed mainly semidiurnal

.08 0.02 0.01 0.30 Mixed mainly semidiurnal

.68 0.22 0.08 0.20 Semidiurnal

ual sea level (B) and the astronomical tide prediction at Murjan



Figure 4 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Arrabiyah
Island station.

Figure 5 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Abu Ali Pier
station.

Figure 6 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Jubail
station.
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Fig. 3 shows the time series of one-year raw tide gauge data,
the residual sea level and the predicted astronomical tide at
Murjan Island. The astronomical tide is dominant in the sea
level variability with a range of �1.00 m. Out of the eight major
tidal constituents S2, M2, N2, K2, K1, P1, O1 and Q1, the
amplitudes of diurnal constituents K1 and O1 show clear dom-
inance (Fig. 10). It is also evident in the F-ratio (F � 6.62). At
Arrabiyah, the tidal range is 1.60 m (Fig. 4) and the tide is
mixed semidiurnal with clear dominance of semidiurnal com-
ponent M2 (Fig. 10), where the F-ratio is �0.7. The tidal range
at Abu Ali Pier is 1.27 m (Fig. 5). Here, the tide is mixed
semidiurnal and the semidiurnal component M2 shows the
highest amplitudes compared to the other tidal components
(Fig. 10) with an F-ratio of �0.52. Previous studies also
reported mixed semidiurnal tide in this station (John, 1992)
and near the station (Najafi, 1997; Pous et al., 2012).



Figure 7 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Ras Tanura
station.

Figure 8 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Qurayyah
Pier station.

Figure 9 One-year time series of hourly tide gauge data (A), residual sea level (B) and the astronomical tide prediction at Mina
Salman station.
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The tidal range at Jubail is one among the highest in the
AG, which is about 2.00 m (Fig. 6). The tide is mixed semi-
diurnal with the clear dominance of semidiurnal component
M2, where the F-ratio is �0.42. This is consistent with other
studies conducted in stations close to Jubail (Al-Subhi, 2010;
John, 1992; Najafi, 1997; Pous et al., 2012). The maximum
tidal range reported in this study is at Ras Tanura station,
which is about 2.26 m (Fig. 7). Here, the semidiurnal con-
stituents are dominant, with the clear dominance of M2 over
the other major tidal components (Fig. 10). Hence, this is
also of mixed semidiurnal (dominant) and the F ratio is �0.3.
Several studies have been conducted to study the tide in this
region, due to the economic importance of the area (John,
1992; Pous et al., 2012; Sultan et al., 1995).



408 N.A. Siddig et al./Oceanologia 61 (2019) 401—411
The lowest tidal range is observed at Qurayyah Pier, which
is around 0.34 m (Fig. 8). The tidal analysis shows that the
highest amplitude among the 8 major tidal components was
M2 (Fig. 10). This station shows the same value of the F-ratio
as that of Ras Tanura with mixed mainly semidiurnal, even
though the two stations represent the two extreme ranges
among all stations. Najafi (1997) results showed mixed semi-
diurnal tides at this station. The seventh station is Mina
Salman with tidal range among the highest in the AG with
2.12 m (Fig. 9). The semidiurnal constituents M2 and S2 are
dominant with highest amplitudes among the 8 major tidal
components (Fig. 10). This station is the only station with
semidiurnal tide with F � 0.2 which shows a similar tidal type
to that reported by Sharaf El Din (1988) and El-Sabh and Murty
(1988).

In general, the tide at Murjan Island is dominated by
diurnal components, since this station is close to the semi-
diurnal amphidromic points in the northern AG. Similarly, the
Mina Salman station is near to the diurnal amphidromic
points, and hence the tide is dominated by semidiurnal
constituents. The remaining five stations show the mixed
tidal type. There are no previous studies available on
tide analysis at Murjan Island, Arrabiyah Island and Jubail
Figure 10 Tidal amplitudes of the major 8 constituents for all
the stations. 
stations. Thus the results obtained in this study will signifi-
cantly contribute to the scientific knowledge of the region.

5. Trend analysis

The monthly averaged residual sea level was used to estimate
the linear trend. The sea levels from all the tide stations and
those estimated from satellites show significant positive
trends with P-value < 0.05, except at Mina Salman and Arra-
biyah Island. The inconsistencies in these two stations are
due to large data gaps in the time series. Mina Salman has
discontinuity in data string from the available source about
six years as shown in Fig. 2 (panel 7). However, the trend
analysis for the uninterrupted period (1982—1997) show
Figure 11 Estimated linear trend for TG stations.



Table 5 Estimated mean sea level trend rates for the northwestern Arabian Gulf area as compared with the previous estimates.

Stations The present study Hosseinibalam et al. (2007) Alothman and Ayhan (2010) Alothman et al. (2014)

Estimated
trend
[mm/year]

P-value Period Estimated
trend
[mm/year]

Period Estimated
trend
[mm/year]

Period Estimated
trend
[mm/year]

Period

Murjan
Island

2.4 � 0.94 0.0001 1986—2008 9.75 � 0.15 1990—2000 9.37 � 2.02 1986—2001 7.05 � 1.17 1986—2001

Arrabiyah
Island

2.4 � 0.66 0.032 1990—2000 �4.15 � 3.52 1985—1998 �0.33 � 0.18 1985—1998

Abu Ali
Pier

3.1 � 0.70 0.000 2000—2008 4.5 � 0.04 1990—2000 1.74 � 1.14 1980—2001 1.18 � 0.63 1980—2001

Jubail 1.6 � 0.71 0.002 1980—2008
Ras Tanura 0.7 � 0.31 0.015 1980—2008 0.84 � 0.03 1990—2000 1.85 � 1.05 1980—2001 0.74 � 1.11 1980—2001
Qurayyah
Pier

2.2 � 0.84 0.001 1980—2000 3.29 � 1.35 1980—1998 2 � 0.99 1980—1998

Mina
Salman

3.4 � 0.98 0.0001 1979—2007 3.22 � 0.58 1979—2007 2.97 � 0.51 1979—2007

Figure 12 Global oceans mean sea level trend 2.8 mm/year, from multi-mission satellite altimetry.

Figure 13 Arabian Gulf mean sea level trend 3.6 mm/year, from multi-mission satellite altimetry.
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significant trend with P-value = 0.0001. Similarly at Arrabiyah
Island, after removing the periods with severe gaps, the
trend analysis (during 1990—2000) shows significant positive
trend. Fig. 11 shows the monthly sea level with fitted trend at
all the stations. The highest trend is seen at Mina Salman and
Abu Ali Pier stations (3.4 � 0.98 and 3.1 � 0.7 mm/year,
respectively). The lowest trend is found in Jubail (1.6
� 0.71 mm/year) and Ras Tanura (0.7 � 0.31 mm/year),
while the trend at the remaining stations are as follows:
at Murjan Island 2.4 � 0.94 mm/year, Qurayyah Pier
2.2 � 0.84 mm/year and at Arrabiyah Island 2.4
� 0.66 mm/year. The monthly average of the Multi-Missions
Satellite Altimetry data from 1993 to 2018 has been used to
estimate the linear trend for global oceans and the AG. The
estimated trends are 2.8 � 0.4 mm/year (Fig. 12) and about
3.6 � 0.4 mm/year (Fig. 13) respectively. They are signifi-
cant with P-value = 0.0001. Table 5 lists all the trends esti-
mated in this study as well as in the previous studies for an
inter-comparison of values, however, the data duration may
vary among the studies.

Even though, the estimated trend at Murjan Island station
is in a good agreement with that of other stations in the AG, it
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is much less than the previous estimates (Alothman and
Ayhan, 2010; Alothman et al., 2014; Hosseinibalam et al.,
2007). The main reason for the inconsistency is the shorter
duration in the previous studies (11—15 years). There are
clear decadal signals in our estimates with 23 years of data
(Fig. 11). We re-estimated the trends in same periods of the
previous studies and the results show similar high values,
which confirms the influence of decadal cycle in the analysis
(figure not shown). At Abu Ali Pier, the estimated trend is
3.1 mm/year, which is lower than the estimate by Hosseini-
balam et al. (2007) and higher than the estimated by Aloth-
man and Ayhan (2010) and Alothman et al. (2014) (Table 5).
At Qurayyah Pier, the estimated trend is similar to that of
Alothman et al. (2014), while that at Ras Tanura agrees with
the estimates of both Hosseinibalam et al. (2007) and Aloth-
man et al. (2014). At Mina Salman, the estimated trend
agrees with that estimated by Alothman and Ayhan (2010)
and Alothman et al. (2014). At Arrabiyah Island, the esti-
mated trend show contradictory results compared to pre-
vious studies; they found a decreasing trend (Alothman and
Ayhan, 2010; Alothman et al., 2014). Alothman et al. (2014)
related that decrease to human activities in that area and the
existence of oil platforms near the station. We find that the
data gaps in our records significantly affect the estimated
trends. A rough estimate by incorporating the previous trends
at the time of data gaps leads to a decreasing trend in this
region. In the present study that period is excluded and only
the data of minimal discontinuity is used (1990—2000) in the
trend estimation. The mean trend value for all the stations is
�2.3 mm/year in the AG.

6. Conclusion

In this paper, seven tide gauge stations on the west coast of
the AG have been analyzed. The observed tide data show a
pure diurnal tide at Murjan Island, semidiurnal at Mina Salman
and a mixed type of tide with semidiurnal dominance at
Arrabiyah Island, Abu Ali Pier, Jubail, Ras Tanura and Qurayyah
Pier station. The highest tidal range is recorded at Ras Tanura
with 2.26 m and the minimum tidal range is seen at southern
coastal station (Qurayyah Pier) with 0.34 m (Table 3).

The linear trend has been estimated using monthly mean
residual sea level for all stations. The highest trend values is at
Mina Salman about 3.4 � 0.98 mm/year and Abu Ali Pier about
3.1 � 0.7 mm/year. At Arrabiyah Island and Murjan Island
station the trend is about 2.4 � 0.66 mm/year and 2.4
� 0.94 mm/year, respectively. The trend estimate for Qur-
ayyah Pier station is almost similar, with an estimate of 2.2
� 0.84 mm/year. Lower trends have been estimated at Jubail
and Ras Tanura stations with about 1.6 � 0.71 mm/year and
0.7 � 0.31 mm/year respectively. The average linear trend
for all seven stations is about 2.3 mm/year.

The trend for global oceans based on satellite data for the
period from 1993 to 2018 was estimated as 2.8 + 0.4 mm/
year, while trend in the AG is about 3. 6 � 0.4 mm/year.

The present study shows the tidal analysis and trend
estimates for Jubail station from 29 years (1980—2008) for
the first time. Similarly, at Arrabiyah Island the present study
shows positive trend, which agrees with all other stations,
while all previous studies show negative trend at the same
station. The main reason for the negative trends in the
previous studies was due to inclusion of high variability data
(the period from 1985 to 1989) having lots of gaps. At Murjan
Island, the longer duration data (23 years) produced good
trend estimates, which agrees with that of the other stations.
The previous studies show very high trend at this station,
which is mainly due to shorter data record they analyzed.
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Summary A substantial body of research has shown that two key factors of global sea level rise are
thermal expansion and melting of land-based ice, glaciers and ice sheets. Moreover, climate change
may result in changes to wind speeds and directions, consequently resulting in contributions to
variations in wind-wave components, wave heights and directions. In this research, climate change
scenarios were used to assess the coastal vulnerability to the Chabahar port area due to global sea level
rise, significant wave height changes and tidal regime effects. These three items were calculated
separately using numerical models and the impacts of possible climate change scenarios were applied
to estimate possible changes to these items by 2100. Significant wave heights for 25, 50 and 100-year
return periods were evaluated. Based on statistical analysis, the maximum significant wave heights for
the A2 and A1B scenarios were estimated at approximately 13.7 and 7.6, respectively. Since the main
aim of this research was to assess the coastal zones at higher flood risk, therefore the mean global sea
level rise, extreme values of significant wave heights and tidal heights were investigated. The height of
sea during sea storms and for the most extreme case was calculated as 17.3 m and 11.2 m for A2 and
the A1B scenarios, respectively. According to output maps of inundation areas, large coastal zones in
the Chabahar port area are at risk due to the sea storms and possible climate change.
© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier
Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).

Peer review under the responsibility of Institute of Oceanology of the Polish Academy of Sciences.

* Corresponding author at: Department of Civil Engineering, Environmental Sciences Research Center, IslamShahr Branch, Islamic Azad
University, IslamShahr, Iran. Tel.: +98 9127144265.

E-mail address: Hgn1982@gmail.com (H. Goharnejad).

Available online at www.sciencedirect.com

ScienceDirect

jou rn al home pag e : ww w. j our na l s . e l se v ier. com/ oce an olog i a/

https://doi.org/10.1016/j.oceano.2019.03.001
0078-3234/© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier Sp. z o.o. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

https://doi.org/10.1016/j.oceano.2019.03.001
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:Hgn1982@gmail.com
http://www.sciencedirect.com/science/journal/00783234
www.journals.elsevier.com/oceanologia/
https://doi.org/10.1016/j.oceano.2019.03.001
http://creativecommons.org/licenses/by-nc-nd/4.0/


M. Armanfar et al./Oceanologia 61 (2019) 412—426 413
1. Introduction

During the past two decades, scientists and politicians from
developed and developing countries have become increas-
ingly interested in global warming and climate change.
Although climate change, as a natural phenomenon, occurs
on a variety of scales, some as long as a thousand years or
more, changes due to human activities have resulted in
increasing volumes of greenhouse gases in the atmosphere.
The recent climate changes have perhaps been more
intense than the earlier ones, happening some two million
years ago (IPCC, 2001; Stone et al., 2003). According to the
IPCC report, a global warming of 0.898C has occurred in the
global ocean temperature over the period 1901—2012,
whereas this figure was 0.748C within 1951—2003 (IPCC,
2007). Recent studies have shown that in the 20th century
the mean sea level and average wind speed increased by as
much as 30 cm and 1 m/s, respectively (WCRP, 2018). Related
changes, such as stronger hurricanes suggest that coastal
areas are becoming more vulnerable. Furthermore, due to
specific topography, population density, as well as economic
parameters, coastal zones are recognized as sensitive cli-
mate areas in the world (Tragaki et al., 2018). For example,
in the United States, approximately 25 million people live in
areas vulnerable to coastal flooding.

Climate change can affect coastal areas in a variety of
ways. The effects of climate change include a rise of mean
sea level, significant wave height changes due to wind speed
and direction changes, and the severity of oceanic storms.
These factors can seriously endanger coastal structures,
tourism, fisheries, transportation systems, and even offshore
energy farms. As a result, it is necessary to carry out studies
to analyze the impact of climate change on coastal zones. In
previous studies, global mean sea level rise due to the
increased water temperature, ocean internal expansions,
as well as melting glaciers have captured the interest of
several investigations (Bindoff et al., 2007; Houghton et al.,
2001; Pfeffer et al., 2008).

On the other hand, research conducted over the past
decade has suggested that wind characteristics including
speed and direction are influenced by climate changes,
and hence can result in changes in wind-wave heights. Over
a 100-year period to 2100, Chini et al. (2010) projected that
wind-wave heights may increase up to 12 percent because of
the climate change impacts on wind speed over the eastern
coast of England. Kamranzad et al. (2013) used three emis-
sion scenarios, A1B, A2 and B1, to investigate the impact of
climate change on wind speed and direction in the area
around Chabahar. Vanem et al. (2012) considered the impact
of climate change on the wave climate of the global ocean.
They investigated 12 specific zones including the North,
South, and middle Atlantic, North East, North West, and
South Pacific, Gulf of Mexico, Indian Ocean, Tasmanian
Sea, Mediterranean Sea, and West Australia ocean areas,
and found a correlation between CO2 changes and significant
wave heights under A2 and B1 emission scenarios. At 90%
confidence level, the results showed that the maximum and
minimum changes in the significant wave heights occurred in
the A2 and B1 climate change scenarios, respectively.

Dastgheib et al. (2016) analyzed the effect of climate
change in waters off the Vietnamese coastline. Two periods
of 1981—2000 and 2081—2100 were considered to represent
the present and the future climate periods, respectively. They
found that for northern Vietnam coastal areas, the mean
significant wave heights decreased by some 8 cm compared
to the present climate, and the wave periods increased by
0.2 s; whereas, for central and southern coastal areas, the
mean significant wave heights and wave periods showed 5—
7 cm and 0.08 and 0.16 s increases, respectively. In the mean-
while, Duan et al. (2014) studied the effects of climate change
on wave characteristics in 10 zones around the Japanese
coasts using observed buoy data from 1988—2012. They used
sea surface temperature (SST), Multivariate ENSO Index (MEI),
Southern Oscillation Index (SOI), Arctic Oscillation Index
(AOI), Pacific Decade Oscillation Index (PDOI), and North
Pacific Index (NPI) to calculate correlations between the
meteorological indexes and the wave parameters, significant
wave height, and wave period. They finally concluded that
mean significant wave heights and wave periods at all zones
increased 49.65 cm and 0.25 s, respectively.

In the North Atlantic during the fall hurricane season, Guo
et al. (2015) studied the impacts of climate changes on
surface waves. They used WAVEWATCHIII wave model and
winds from the Canadian global climate model, CGCM3.1,
dynamically downscaled using a regional climate model, and
A1B and B1 climate change scenarios to elucidate the changes
that might occur during 2040—2069 in wave regimes. They
suggest that compared to the present climate represented as
1970—1999 in their study, wave heights may increase in the
northeast North Atlantic, whereas in other areas such as mid-
latitudes, decreases are expected, with associated changes
in winds. Mitchell et al. (2015) simulated waves using WAVE-
WATCHIII under the A1B scenario to study the effect of
climate change on potential wave energy off the coasts of
England. They found a small reduction in mean significant
wave heights during 2040—2069; however, the reduction was
so trivial that no reductions are expected in potential wave
power levels. Wave power is directly related to the squared
significant wave height and the period.

Wandres and Pattiaratchi (2017) studied the possible
changes of the wave climate off the southwestern Australian
coast under two atmospheric greenhouse gas concentration
pathways using SWAN wave model for RCP4.5 and RCP8.5
climate change scenarios. They used wind data over the
period of 1986—2005 to model wave characteristics and then
they used the calibrated model to simulate the wave regime
during 2081—2100. Results suggest a 2—4% increase in mean
significant wave heights in nearshore areas and a small
change in the dominant wave directions. Moreover, in winter
months, the longshore wave energy flux, which is responsible
for littoral drift, is expected to increase by up to 39% and 62%
under the RCP4.5 and RCP8.5 greenhouse gas concentration
pathway with SLR, respectively. Karymbalis et al. (2012)
assessed the vulnerability of the southern coast of the Gulf
of Corinth due to the sea level rise. They concurred that
57.0 km of coastline (corresponding to 38.7% of the whole
coastline), is highly vulnerable because of low topography.

Likewise, Pantusa et al. (2018) investigated vulnerable
areas of Apulian coastline of southern Italy using the coastal
vulnerability index (CVI), which is described as follows. They
used 10 parameters (relative sea-level change, mean signifi-
cant wave height and mean tide range, etc.) to assess CVI in
the study area. Their results confirmed the importance of CVI
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to assess coastal vulnerability with respect to climate change.
Pendleton et al. (2005) also studied the vulnerability of Cape
Hatteras using this approach. CVI ranks the following in terms
of their physical contribution to sea-level rise-related coastal
change: geomorphology, regional coastal slope, rate of rela-
tive sea-level rise, historical shoreline change rates, mean
tidal range, and mean significant wave height.

Regarding mean sea level rise, many studies have been
carried out worldwide and on local scales (Horton et al.,
2008; Jevrejeva et al., 2010; Pfeffer et al., 2008; Rahmstorf,
2007). Mean sea level rise in the study area has been dis-
cussed by Goharnejad et al. (2013). They used A1B and A2
scenarios to study sea level changes to 2100 and reported
that the maximum expected sea level rise is 60 cm. The
current study continues the previous work by Goharnejad
et al. (2013).

In this study, we modeled tidal flows and wind-waves
regimes in the Chabahar port area. Since tidal currents are
not directly affected by climate change, hence wind-waves
have been calculated due to climate change under two
scenarios, namely A1B and A2, to 2100. The A2 and A1B
scenarios represent the possibly extreme and mean climate
changes, respectively. Thus, significant wave height extreme
values are estimated for return periods of 25, 50 and 100 years
using three probability distribution functions. The mean glo-
bal sea level rise has been extracted from the previous study
by Goharnejad et al. (2013). Finally, in order to assess the
vulnerability of the Chabahar coastal zone, the three above-
mentioned parameters have been summarized.

2. Study area

Chabahar with a total area of 17,155 km2 is located on
the southeastern part of Iran along the Oman Sea and
Figure 1 General view
close to the Indian Ocean. As seen in Fig. 1, Chabahar
port area is more than 11 km2 with the altitude of 7 m
above sea level and is located between 608200 to 608320E
longitudes, and 258170 to 258270N latitudes. Chabahar Bay
with the geometry of V shape and without any consider-
able rivers has moderate tropical weather. The summer
monsoon winds from the Indian subcontinent make Cha-
bahar the coolest southern port in the summer and the
warmest port of Iran in the winter. It has an average
maximum temperature of 348C and an average minimum
temperature of 21.58C.

3. Methodology and data collection

3.1. Spectral wave model setting and data used

In order to study the wave regimes in coastal areas off
Chabahar, it is necessary to have geographic data (boundaries
and bathymetry data), wind data (speed and direction), Buoy
wave data, and sea level pressure data. In this study, the
Spectral Wave analysis (SW) and Flow Model (FM) modules of
MIKE21 were used with the aim of hindcasting offshore wave
characteristics using available wind data. Waves were
numerically modeled in the study area using the SW model,
which is a dynamic modeling system based on the spectral
wave model and implemented on an irregular unstructured
grid often used in coastal areas, estuaries, and rivers. Danish
Hydraulic Institute initially prepared this wave model in the
version 2005 of DHI software (DHI, 2005). The model can solve
the energy transfer equation with wave source and sink terms
to predict the developing wave field.

The governing equation of MIKE21 wave model is the
spectral action balance equation, which for Cartesian coor-
dinates is:
 of the study area.



Figure 3 Chabahar local wind rose based on ECMWF data
(2006—2016).
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where s is the relative frequency, u is wave direction, N is
wave action density, which is equal to the energy density
divided by the relative frequency (N(s, u) = E(s, u)/s) and
Cg is the propagation velocity of wave action in (x, y, s, u)
space. The last term on the left side of the equation
denotes the effects of refraction and shoaling. The source
term on the right of the wave transfer equation is defined
as follows:

S ¼ Sin þ Snl þ Sdis þ Sot þ Ssurf ; (2)

where Sin represents energy transfer from wind to the waves,
Snl represents energy transfer from one frequency to another
by nonlinear wave-wave interactions, Sdis is wave energy
dissipation under the effect of the white-capping, Sot is
the wave dissipation due to bottom friction, and Ssurf repre-
sents wave dissipation resulting from the wave breaking in a
shallow area.

Bathymetry data at 1-min resolution (about 1.7 km) were
collected from National Centers for Environmental Informa-
tion, NOAA (https://www.ngdc.noaa.gov/mgg/bathymetry/
relief.html).

Because there were no comprehensive observed data of
the wind and waves in the study area at the beginning of the
study, a large scale model that covered the Oman Sea and a
small part of Indian Ocean with the eastern longitudes
extending from 568 to 668 and the northern latitudes extend-
ing from 218 to 278, was deployed (see Fig. 2). Moreover, wind
data were extracted from ERA-Interim reanalysis data
(Jan. 1979—present) with 0.258 spatial and 6-h temporal
resolutions at 10 m reference height above sea level as wave
model inputs (https://www.ecmwf.int/en/forecasts). In the
numerical wave model, wind data were used for two periods
within 1971—2000 and 2006—2016, as calibration and verifi-
cation periods, respectively.

Fig. 3 shows the average wind rose along the Chabahar
coastline based on ECMWF data.
Figure 2 Large scale model bathymetry, Chabahar buoy, and lo
As seen, the dominant winds blow from south and south-
west. Table 1 also represents the monthly minimum and
maximum wind speed, as well as the dominant direction of
the Chabahar local winds.

Determining the time step is one of the most important
parts of a wave model set up. Large time steps, on one hand,
require fewer integration steps and higher execution of
model computation. However, excessively large time steps
may decrease model accuracy. In this regard, with suitable
numerical experimentation, the appropriate time steps were
obtained in both large and local scales for the current and
wave models of MIKE21 (see Table 2).

Moreover, five other parameters are needed to calibrate
the model. The default and calibrated values are shown in
Table 3. As seen in this table, the bottom friction is a sensitive
factor in the wave model, whereas other parameters showed
no significant effects on the results.
cal model boundary in the Oman Sea and the Indian Ocean.

https://www.ngdc.noaa.gov/mgg/bathymetry/relief.html
https://www.ngdc.noaa.gov/mgg/bathymetry/relief.html
https://www.ecmwf.int/en/forecasts


Table 1 Wind characteristics in the study area based on ECMWF wind data (2006—2016).

Month Wind speed (m/s) Dominant wind direction

Minimum Maximum

January 0.08 10.71 WSW-SW
February 0.10 11.98 SW- WSW
March 0.09 11.50 WSW-SW
April 0.02 12.37 WSW-SW
May 0.21 11.51 SW-SSW
June 0.21 18.4 S-SSW
July 0.36 10.65 S-SSE
August 0.40 10.37 S-SSE
September 0.16 8.6 S-SE-SW
October 0.11 7.57 SSW-WSW
November 0.16 8.81 SW-SSW
December 0.04 11.45 N-W

Table 2 Time steps for large and local scales for ocean current and wave models.

Scale Current model time step (s) Wave model time step (s)

Appropriate Maximum Minimum Appropriate Maximum Minimum

Large 60 600 60 600 3600 300
Local 30 300 30 60 600 30

Table 3 Appropriate values for parameters in the wave model.

Parameter White capping (Cdis) White capping (d) Wave breaking (g) Wave breaking (a) Bottom friction

Default 4.5 0.5 0.8 1 0.04
Calibrated 4 0.5 0.8 1 0.13
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Once the effective parameter values were determined,
the model was used to simulate a one-month period and the
results were compared with buoy data. The buoy wave data
were obtained from the Chabahar Buoy station. It was estab-
lished in 1996 and the completeness percentage is 97% (see
https://www.psmsl.org/data/obtaining/stations/1881.
php). These data were used to calibrate and validate the
wave model results (see http://marinedata.pmo.ir). Buoy
characteristics are presented in Table 4. Thereafter, the
wind-wave model was verified for an additional three one-
month periods. The calibration and verification results for
these periods are shown in Table 5.
Table 4 Chabahar buoy properties.

Station Type Coordinate 

Latitude Longit

Chabahar Datawell 25.283 60.61
3.1.1. Spectral wave model performance
In order to evaluate the model performance, statistical
parameters between observed and modeled data were cal-
culated as follows:

bias Bias ¼ ðS�OÞ;

root mean squared errors RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
ðSi�OiÞ2

r
;

correlation coefficient CC ¼
PðSi�SÞðOi�OÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPðSi�SÞ2PðOi�OÞ2

q ;
Depth (m) Available parameters

ude

6 17 � Mean wave direction
� Wave period
� Significant wave height

https://www.psmsl.org/data/obtaining/stations/1881.php
https://www.psmsl.org/data/obtaining/stations/1881.php
http://marinedata.pmo.ir/


Table 5 Calibration and verification periods for the wave model.

Calibration period Verification period 1 Verification period 2 Verification period 3

July 2016 October 2015 January 2012 April 2011
31 days 31 days 31 days 30 days

Table 6 Results of model performance indices for the Chabahar buoy (2006—2016).

Parameter Normal range Ideal range Calibration Validation 1 Validation 2 Validation 3

Bias (m) 0.2—0.5 <0.3 0.150 0.008 0.015 0.003
CC 0.75—0.90 >0.8 0.830 0.930 0.870 0.910
RMSE (m) 0.1—0.7 <0.5 0.189 0.048 0.118 0.140
SI 0.15—0.35 <0.3 0.291 0.095 0.181 0.080
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dispersion coefficient SI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PðSi�OiÞ2
q

O
;

where Oi is the observed value at the ith time step, Si is a
forecast value at the same moment of time, N is the number
of time steps and O and S are the mean values of the observed
Figure 4 Time series of the modeled and observed significant wave 

Verification period 1 (October 2015); (iii) Verification period 2 (Januar
significant wave height; blue line: modeled significant wave height. (
the reader is referred to the web version of this article.)
data and forecast results, respectively. Table 6 depicts the
results of the model performance indices. Columns 2 and
3 show the normal and ideal ranges of each index, implying
that the wave model is sufficiently accurate to estimate wave
climate features. Meanwhile, Fig. 4 illustrates the modeled
and observed significant wave heights.
heights at Chabahar station. (i) Calibration period (July 2016); (ii)
y 2012); (iv) Verification period 3 (April 2011); red line: observed
For interpretation of the references to color in this figure legend,



Figure 5 The local model with triangular meshes in the study area.
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In the next step, boundary conditions including time
series of wave parameters were extracted from the large
area model and were used as boundary conditions for the
local model. The local model with triangular meshes is
shown in Fig. 5. The optimization of the number of nodes
and elements is an important part of wave modeling.
Thence, numerical experimentation with several model-
runs with different meshes were executed and even-
tually, the number of elements and nodes were deter-
mined as 2484 and 1453, respectively. As shown in Fig. 5,
the mesh sizes in deeper water areas are bigger than
those of shallow water areas, which are closer to the
coastline.

3.1.2. Spectral wave model outputs
Once the accuracy of the wind-wave model performance was
confirmed by statistical parameters, the model was run for
11 years, from 2006 to 2016. Significant wave height, wave
period, wave direction and the frequency of occurrence (%)
for these parameters are shown in Figs. 6 and 7.
Figure 6 Frequency of occurrence (%) for significant wave
height and wave direction at the Chabahar buoy location
(2006—2016).
3.2. Flow model setting and data used

In order to calculate the sea surface tidal currents and to
consider the tidal effects on coastal areas, the current
model was run over the local model domain. The wave
breaking and tidal currents are among the most impor-
tant parameters needed to determine the dominant wave
regime in the study area (Rahimipouri et al., 2006). Thus,
to set up a flow model, radiation stress data (Sxx, Sxy, and
Syy), local tidal parameters, as well as wind data are
required. A further point of interest is that the number of
elements and nodes were the same as those used for the
spectral wave model, and the radiation stress data were
taken from the spectral wave model and used as input
parameters in the flow model. Model calibration was
conducted during 3.15.2012 to 5.15.2012, and the ver-
ification period was from 11.19.2014 to 3.19.2015. The
calibration and verification periods are different from
those of the SW wave model because we used a different
source of observed tidal data, and our recorded data
Figure 7 Frequency of occurrence (%) for significant wave
height and wave period at the Chabahar buoy (2006—2016).



Table 7 The harmonic parameter values at Chabahar (Shirinmanesh and Chegini, 2014).

M2 S2 K1 O1

Phase Amplitude Phase Amplitude Phase Amplitude Phase Amplitude

267.3 0.62 299.6 0.24 34.5 0.4 35.8 0.2
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have better quality during these selected periods. The
main harmonic tidal parameters at Chabahar are
extracted as recorded in Table 7 (http://www.
tidetablechart.com/tides/hightide_lowtide/64110/
Chabahar and http://marinedata.pmo.ir/).

Time series of tidal data were extracted from the flow
model as shown in Fig. 8. In order to assess the flow model
performance, the mentioned statistical indices were
Figure 8 Predicted tid

Figure 9 Time series of modeled and observed sea le
calculated and the results are presented in Fig. 9 and
Table 8. Our results suggest that the flow model performance
is acceptable and the output parameter series can be used
with high reliability. Using the flow model outputs, the
minimum and maximum sea level due to tidal flows are shown
in Table 9. The results indicate that the minimum and max-
imum water levels during these 11 years are 1.69 and 2.96 m,
respectively.
al level at Chabahar.

vel due to tidal flows during two different periods.

http://www.tidetablechart.com/tides/hightide_lowtide/64110/Chabahar
http://www.tidetablechart.com/tides/hightide_lowtide/64110/Chabahar
http://www.tidetablechart.com/tides/hightide_lowtide/64110/Chabahar
http://marinedata.pmo.ir/


Table 9 Minimum and maximum sea level (2006—2016).

Year Minimum sea level (m) Maximum sea level (m)

2006 1.69 2.96
2007 1.76 2.70
2008 1.77 2.68
2009 1.76 2.93
2010 1.80 2.70
2011 1.72 2.85
2012 1.77 2.84
2013 1.80 2.70
2014 1.79 2.79
2015 1.86 2.61
2016 1.85 2.79

Table 8 Error parameters between observed and modeled
data during calibration and verification time periods.

Parameter Bias (m) CC RMSE (m) SI

Calibration 0.09 0.81 0.16 0.20
Verification 0.17 0.80 0.23 0.28
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3.3. Impact of climate change

There are several global climate models that attempt to
estimate the effects of climate change. In this research
study, the Coupled Global Climate Model (CGCM3) was used
and two emission scenarios, A2 and A1B, were selected (see
http://climate-scenarios.canada.ca). Because of the large
spatial and temporal scales of these data, downscaling is
needed to describe climate model outputs. Downscaling is
the process by which coarse-resolution GCM outputs are
translated into finer resolution climate information, so that
they can better account for regional climatic influences, such
as local topography. The resolution of CGCM3.1 data is
inappropriate for fine-resolution modeling of wave regimes.
On the other hand, output time steps in GCM models are often
monthly whereas modeling of local wave parameters needs
Figure 10 bu (left) and bv (right) for A1B
hourly data. Hence, downscaling is an essential procedure for
preparing input data. Generally, three main downscaling
methods are available, including dynamical, statistical and
combination of dynamical and statistical methods (Gutmann
et al., 2012).

In this study, a Change Factor Methodology (CFM) has been
applied, which is a combined method of dynamical and
statistical approaches for spatial downscaling of GCM data
(Trzaska and Schnarr, 2014). This method is consistent with
the methods used by Kamranzad (2014) in the Persian Gulf to
estimate wave power, and Breslow and Sailor (2002), in the
U.S. for approximating wind power. In order to confirm the
reliability of climate models outputs, it was necessary to
initially compare observed and climate data. In this regard, a
period was determined as a control period and the collocated
data were examined. Comparing the ECMWF and CGCM3.1
wind data revealed that CGCM3.1 wind data were often
underestimated. Hence, equations 3 and 4 were used to
re-calibrate the CGCM3.1 wind data. The modification of
CGCM3.1 wind data for monthly averages of absolute wind
components is calculated by:

bu ¼ jujECMWFðmonthly averageÞ
jujCGCM3:1ðmonthly averageÞ

; (3)

bv ¼ jvjECMWFðmonthly averageÞ
jvjCGCM3:1ðmonthly averageÞ

; (4)

in which, bu and bv represent the modification factors for u
and v components of the wind speed, respectively.

Figs. 10—13 depict ECMWF data ratio to A1B and A2 data in
the 4 periods (July, January, October, and April) of calibration
and verification.

Wind speed data taken from GCM climate change scenar-
ios and ECMWF were compared with each other and results
are depicted in Fig. 14. It is clear that the wind speed ratios
between ECMWF data and A2 scenario are higher than those
of the A1B scenario, which implies that A1B data and ECMWF
data are more similar.

Once CGCM3.1 wind data were downscaled for A1B and A2
scenarios, the spectral wave model was run with modified
 and A2 scenarios in July (1981—2010).

http://climate-scenarios.canada.ca/


Figure 11 bu (left) and bv (right) for A1B and A2 scenarios in January (1981—2010).

Figure 12 bu (left) and bv (right) for A1B and A2 scenarios in October (1981—2010).

Figure 13 bu (left) and bv (right) for A1B and A2 scenarios in April (1981—2010).
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Figure 14 Comparison of wind speed ratios for (i) A2 climate change scenario and (ii) A1B climate change scenario to the ECMWF wind
speed data for the present climate (1981—2010).

Figure 15 Frequency of occurrence (%) for significant wave
height (Hs) and wave direction at Chabahar for A1B scenario
(2071—2100).
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climate change wind data for 30 years, 2071—2100. Wind
model implementation results using A1B and A2 scenarios for
climate data of years 2071—2100 are provided in Figs. 15—18,
respectively.

Furthermore, as we should consider the global mean sea
levels in our study, we used the results from Goharnejad et al.
Figure 16 Frequency of occurrence (%) for significant wave
height (Hs) and wave period at Chabahar for A1B scenario (2071—
2100).
(2013). Their study showed that sea levels in southern seas of
Iran are increasing because of thermal expansion and melting
glaciers. According to their results for Chabahar, the mean
sea level rise by 2100 for A1B and A2 are estimated to be
48 and 60 cm, respectively.

4. Discussion and results

We have calculated the wave characteristics for an 11-year
period (2006—2016) representing the present time and a 30-
year period (2071—2100) representing the future; the results
are shown in Figs. 6 and 7. Accordingly, over 65% of the mean
significant wave heights are smaller than 1 m, the majority of
the waves have a period of less than 8 s, and travel from the
south. The waves in the Oman Sea are influenced by several
phenomena including monsoon fronts, local winds, and tro-
pical typhoons. Since Chabahar is an oceanic port, it is
influenced by swells coming from the Indian Ocean and the
Arabian Sea; thus wind roses in this area are different from
other parts of the Oman Sea. Moreover, due to the Arabian
Peninsula, warm regional winds blow, in some months, from
the southwest causing southwesterly waves to emerge. In
general, mean significant wave heights of more than one
meter often occur in June to September during summer
monsoon phenomena. The maximum wave height for the
11-year period is 7 m with about 10 s wave period and
direction toward the south, which are seen essentially every
year in July. The mean wave height is 0.8 m and the mean
wave period is calculated as 3.5 s. With respect to 11-year
occurrences, the mean significant wave height is 2.5 m with a
period of 5.7 s. Wave heights between 0.5—1.0 m have the
maximum frequency of occurrence.

The ocean current flow direction is often from east to west
turning towards the north at about Chabahar Bay. Sea level
for the east-west current flow is between 1.7—2.8 m
(Fig. 19i). Sometimes, additional weak flows travel from
south-west and west directions into the study area, espe-
cially in the winter. In such cases, the maximum change in
water level is less than 1.5 m (Fig. 19ii).

4.1. The effects of climate change

Studies have revealed that climate change influences the
wave climate (Wojtysiak et al., 2018). The results of wave
modeling for years 2006—2016 indicate that about 65% of the



Figure 17 Wave occurrence (%) based on significant wave
height (Hs) and wave direction in Chabahar for A2 scenario
(2071—2100).

Figure 18 Wave occurrence (%) based on significant wave
height (Hs) and wave period in Chabahar for A2 scenario
(2071—2100).

Figure 19 The current flow direction in Chabahar Bay: (i) the dom
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wave heights are less than 1 m, of which 48% and 17% of these
waves have wave periods less than, and more than, 10 s,
respectively. In both climate change scenarios, approxi-
mately 50 percent of mean significant wave heights are
1 m or less. According to the wind-wave model results for
A1B and A2 scenarios, it is suggested that although there is no
considerable difference between wind speeds under A1B and
A2 scenarios in Chabahar bay, wind speeds for A2 scenario in
other areas of the integration, especially along the eastern
boundary longitudes towards the Indian Ocean are much
more than corresponding wind speeds under A1B scenario.
In current climate conditions, most mean significant wave
heights more than 1 m are observed during monsoon condi-
tions between 1—2 m, and during hurricane conditions, wave
heights with more than 4 m height have been observed in
numerical results. According to these results, mean signifi-
cant wave heights of 1 m or more during 2071—2100 would be
expected in approximately 50% of the total distribution of
waves where wave frequency is 2—4. Therefore, according to
the A2 scenario, it is projected that longer waves will be
developed during this climate scenario. On the other hand,
more swells are expected to travel into Chabahar harbor in
the future.

4.2. Wave characteristics in current conditions
and climate change scenarios

As depicted in Fig. 6, in current conditions, more than 50% of
the recorded waves travel from south and southwest direc-
tions relative to Chabahar Bay. Moreover, 4.19% of the mean
significant wave heights are more than 4 m, 13.51% are
between 3—4 m, 32.14% between 2—3 m, 39.38% between
1—2 m, 9.94% between 0.5—1 m, and only 0.83% are less than
0.5 m. According to Fig. 7, most wave periods were seen in
the range 4—6 s with the mean significant wave heights 0.5—
1 m, whereas wave periods with 8—10 s periods have 23.54%
frequency of occurrence. In addition, the wave periods with
over 14 s have a relatively rare frequency of occurrence.

Regarding A1B scenario, the majority of waves travel from
the south with a frequency of occurrence of 38.3% followed
by those from the south-southwest with a frequency of
occurrence of 17.6%. Under this scenario, more than 70%
of the waves travel from south and southwest. Around 25% of
the mean significant wave heights of 2—3 m also come from
the south. Furthermore, 24.1% and 21.5% of waves have
inant flows in the study area and (ii) weak winter current flows.



Figure 21 Sea level changes for A1B and A2 climate change
scenarios for the three 25, 50, and 100-year return periods.
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periods of 8—10 and 2—4 s, respectively, which show that
wave periods will decrease in the A1B scenario in comparison
with present climate conditions. In addition, approximately
21.59% of the waves with periods of 2—4 s have the height of
0.5—1 m.

Concerning A2 scenario, 35.31% of the waves travel from
the south, 18.3% from the south-southwest, 14.1% from the
southwest, and 11.5% of the waves come from the west-
southwest. This implies that around 80% of the waves move
from south and west to the coast with mean significant wave
heights of 2—4 m. Moreover, in 25.6% of the waves, the wave
periods occur in the range 8—10 s. In general, wave periods
for this scenario will increase by end-of-the-century, where
18.3% of the wave periods with 8—10 s are in the range
between 0.5—1 m in height.

4.3. Climate change and extreme values of mean
significant wave heights

To evaluate the Chabahar coastal vulnerability, it is necessary
to calculate mean significant wave heights with 25, 50, and
100-year return periods. Additionally, one of the most impor-
tant parameters in determining vulnerable areas with
respect to coastal floods is significant wave heights. Thus,
once climate change impacts were modeled for the time
2071—2100 (30 years) under A1B and A2 scenarios, statistical
computations were completed to estimate wave heights for
the 25, 50, and 100-year return periods and at-risk coastal
areas were determined based on statistical analysis. Fig. 20
shows wave heights under the two A1B and A2 climate change
scenarios for the three 25, 50, and 100-year return periods.
For these calculations, three distribution functions were
considered, namely log-normal, Weibull, and Gumbel.
Finally, based on an evaluation of chi-squared test, the
Weibull distribution function was selected.

According to Fig. 20 and under the A1B scenario, the mean
significant wave heights for 25, 50, and 100-year return
periods were 6.1, 6.7, and 7.6 m, respectively; and for the
A2 scenario, the mean significant wave heights for 25, 50, and
100-year return periods were calculated as 8.4, 11.0, and
13.7 m, respectively. The results show that the mean sig-
nificant wave heights under the A2 scenario is considerably
higher than those under the A1B scenario; and according to
these estimates, the areas influenced by such waves are also
augmenting.
Figure 20 Mean significant wave heights for A1B and A2 climate ch
4.4. Extreme values of sea levels for climate
change scenarios

The purpose of the present study is to investigate the coastal
vulnerability in Chabahar Bay; thus, the maximum sea levels
under both scenarios were calculated. In order to calculate
maximum sea levels, three parameters are considered,
including global mean sea level, maximum tidal wave height,
and significant wave heights. Thus, we assess vulnerability
for this region based on possibly severe climate change
scenarios to 2100.

According to Fig. 21, the results indicate that under A1B
scenario, the sea level change with 25, 50, and 100-year
return periods will increase by 9.7, 10.3, and 11.2 m, respec-
tively, and for A2 scenario, will increase by 11.9, 14.6, and
17.3 m for 25, 50, and 100-year return periods, respectively.

4.5. Zoning of water level in Chabahar

In the study area, after determining wave heights for the 25,
50, and 100-year return periods, inundation should be esti-
mated. A flood inundation map was created in order to
estimate vulnerable areas, as shown in Fig. 22, taking into
account significant wave heights, mean sea level rise, and
tidal heights. Clearly, the potential impact might be large,
ange scenarios for the three 25, 50, and 100-year return periods.



Figure 22 Potential inundation map for end-of-the-century taking into account possible climate change impacts on significant wave
heights, mean sea level rise, and tidal heights.
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implying that mitigation measures may need to be imple-
mented.

5. Conclusions

To have sustainable development in coastal areas, attention
should be drawn to present climate conditions as well as
possible future climate scenarios. The present study focuses
on the possible effects of climate changes on wind-wave
characteristics in Chabahar Bay. In this regard, using wind
data as well as bathymetric data of the study area, the wind-
wave model was implemented as part of the MIKE21 model
system. Next, the model outputs were compared and cali-
brated with data from buoy located in Chabahar Bay, using
statistical methods. Once a model performance was shown
reliable, it was run for an 11-year calibration period. Then,
using the flow model of MIKE21, the sea level was simulated.

To predict the effect of climate change, global climate
model data (CGCM3.1) was downscaled for A1B and A2
scenarios. Results suggest that in comparison to the current
climate regimes, there is a notable potential for coastal
inundation in the future climate, 2071—2100, and increased
Hs wave climate, particularly in regard to the A2 climatic
change scenario. Clearly, additional studies are needed,
including ensembles of simulations, and additional climate
scenarios, such as the more recent RCP4.5 and RCP8.5. When
a consensus is reached of these additional studies, with some
level of reliability, society may need to re-examine policies
and protocols guiding offshore and coastal infrastructure and
activities, for sure concerns as design criteria and opera-
tional procedures, for example in routine situations as well as
in emergencies and severe storm events. These considera-
tions might affect a wide range of activities such as offshore
and coastal oil and gas developments, marine transport,
fisheries, recreational coastal touring, search and rescue,
and coastal security.
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Summary The Arabian Sea, off SW India, is becoming more anoxic in recent years. Poor
ventilation affects microbial degradation of organic matter in the oxygen minimum zone
(�2.85 ml l�1 O2, �0.02 mM NO2) and the anoxic marine zone (�0.09 ml l�1 O2, �0.5 mM
NO2). We posit that one of the reasons at the microbial level could be due to a more prominent
increase in sulfate-reducing activity (SRA), than sulfur-oxidizing activity (SOA). Hence, the
objective was to measure the extent to which SOA can counter the effect of SRA. We, therefore
examined these activities along with relevant environmental variables from 2009 to 2011 off
Kochi (9.558N—75.338E) and Trivandrum (8.268N—76.508E), covering the three phases of upwell-
ing. SRA was measured radiometrically using 35S, and SOA by iodometry. Off Kochi, the SOA of the
water column increased 6� (194—1151 mM d�1) and SRA 4� (13—54 nM d�1) from phase I to III. Off
Trivandrum, the increase in SOA was 1.7� (339—560 mM d�1) and SRA 7� (24—165 nM d�1)
contributing to the build-up of reducing/oxidizing conditions. This increase in SOA moderates
the effect of increase in SRA. Besides, the average concentrations of dissolved oxygen and nitrite
off Trivandrum were 1.80 � 1.66, 1.48 � 1.55, 1.93 � 1.86 ml l�1 and 0.14 � 0.14, 1.69 � 0.67,
0.34 � 0.42 mM during the three phases respectively. Hence, it is suggested that the coastal
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waters examined in this study could probably be between oxygen minimum zone (OMZ) and
anoxic minimum zone (AMZ) in patches temporarily. The present paper highlights the interactions
between sulfate-reducing and sulfur-oxidizing activities, during upwelling for the first time in
these waters. These observations give an important and timely insight into the implications.
© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In the North Indian Ocean, off the south-west coast of India,
the Arabian Sea water experiences seasonal upwelling during
the summer monsoon (May—September). This upwelling phe-
nomenon initiates from Trivandrum (TVM) in the south, and
its strength decreases northward (Shetye et al., 1990). The
process generally comprises of three different phases, i.e.,
the initial (May to June: phase I), middle (July to August:
phase II) and final (August to September: phase III). During
the first phase, primary productivity is at a relatively higher
rate triggered by the nutrients brought to the surface. In the
second phase, the primary production increases, along with
an increase in secondary production. In the third phase, the
processes decline, accompanied by plankton degradation by
microbes mediating different biogeochemical cycles (Walsh
et al., 1999).

While a number of researchers have covered the physical
and chemical aspects influencing the biological parameters
like primary, secondary and tertiary production (Kumar
et al., 2001; Madhupratap et al., 2003; Naqvi, 1991; Shetye
et al., 2015), the important aspect of bacterial contribution
linking different trophic levels and different parameters have
been few. Lately, off TVM and off Kochi, Malik et al. (2015),
observed strong relationships between the variables
mediated by the microbes.

The maintenance of redox conditions of such coastal
systems could depend upon the capacity to oxidize or reduce
a certain amount of organic material without significantly
changing the redox potential. This net condition could result
from several oxidizing and reducing activities prevailing in
the system. The relative increase in the sulfate-reducing
activity over sulfur-oxidizing activity could be one such
important redox cycle that could play a major role in con-
tributing to the lowering of dissolved oxygen and other
electron acceptors like nitrate and the “build-up of reducing
conditions”. It is this accumulation of these reducing condi-
tions/regions coupled with the weak ventilation that could
add to the spread of the oxygen minimum zone (OMZ) in space
and time. During monsoon/upwelling, intense winds tend to
weaken the OMZ in the upper layers by the supply of oxygen
through enhanced ventilation which is greater than oxygen
consumed by remineralization. However, below thermocline
layers (>100 m, Banse et al., 2017), the biological consump-
tion of oxygen exceeds the supply of oxygen by ventilation
which causes intensification and expansion of OMZ on a
decadal scale (Lachkar et al., 2018). In line with these
observations, we have noticed such intensification at the
micro-aerophilic to anaerobic level, which particularly
revolves around the activities of colourless sulfur-oxidizing
(CSOB) and sulfate-reducing bacteria (SRB) and the interac-
tions between them.
Previous studies by Canfield et al. (2010) in the OMZ of
Chilean coast have used the metagenomic approach to study
the cryptic sulfur cycle. Nevertheless, in our studies, the
abundance and activity of pertinent microbial groups were
used to understand the spatiotemporal spread in oxidizing/
reducing conditions in upwelling waters. However, Banse
et al. (2014) stated that 8—128N of Arabian Sea was outside
the suboxic OMZ. Moreover, till 2004, the borders of the OMZ
in the Arabian Sea, extended from 188N to 118N at a depth of
150—400 m (Banse et al., 2017). More importantly, it has
been reported that the Arabian Sea OMZ is weakly dictated by
the seasonal cycle of ocean dynamics and the biogeochem-
istry influenced by the Asian monsoon system of the region.
Also, OMZ of this region is “spatially decorrelated” from the
coastal upwelling systems where biological productivity is
the highest (Resplandy et al., 2012).

However, the participation of microbes and the processes
they mediate need to be quantified to appreciate their
relative influence from the oxic to the sub-oxic state of
the waters. Sulfate-reduction could be an important process
in the anaerobic marine environment (Canfield et al., 2005)
perhaps even in the OMZ. Organic mineralization by SRA in
the marine ecosystem is one of the important terminal
degradative processes in low ambient oxygen concentration.
It is able to degrade >50% organic matter, accumulating
sulfide in the process (Jørgensen and Boetius, 2007). SRB
are ubiquitous and are prevalent under both anaerobic and
aerobic conditions (Bottrell et al., 1991; Fortin et al., 2002;
Gibson, 1990; Winch et al., 2009). Besides, a relatively wide
number of sulfate-reducing bacterial genera have been iden-
tified from the water column of stratified fjords (Teske et al.,
1996). Generally, oxic degradation of organic matter is fol-
lowed by micro-aerobic to anaerobic breakdown. The pre-
dominance of anaerobic bacterial community and their
activity over the aerobic counterparts could contribute to
the intensification of the reducing conditions in the eastern
Arabian Sea (Gonsalves et al., 2011). Besides, SRB and their
activity have been known to propagate in regions rich in
electron donors like sediments and even in surface layers of
euphotic waters (Teske et al., 1996). This is particularly true
for upwelling waters where electron donors are supplied both
physically due to upwelling and biologically by primary and
secondary production.

The colourless sulfur-oxidizing bacteria (CSOB) and their
activity could play a major role in oxidizing reduced sulfur
and restoring the redox balance in the ecosystem (Jørgensen
and Gallardo, 1999; Lavik et al., 2009). SOA could be pro-
minent even in the absence of oxygen, where nitrate could
act as an alternate electron acceptor (Fossing et al., 1995).
Such interactions between sulfate-reducing and sulfur-
oxidizing bacteria have been elucidated but restricted to
the sediments of upwelling regions off Namibia, Peru and

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Chile using lipid biomarkers (Arning et al., 2008; Canfield,
2001). The present study aims to understand the extent of
SRA and SOA in the upwelling waters of the south-west coast
of India. Here, the term reducing activity has been used, in
the context where the rate of increase in sulfate-reducing
activity is more than the rate of increase in sulfur-oxidizing
activity during the three phases of the study.

We posit that one of the explanations for the restoration
of redox balance could be a higher “increase” in sulfur-
oxidizing activity (SOA) when compared to “increase” in
Figure 1 Details of sampling locations off Kochi and Trivandrum, so
phase III (2011) of upwelling.
sulfate-reducing activity (SRA). However, a significantly large
imbalance in which SRA exceeds SOA could lead to the spread
of reducing conditions in time and space. Hence, the activity
and the distribution patterns of bacteria responsible for
these processes were examined along the transects off Kochi
and Trivandrum during the initial, middle and final phases of
upwelling. The present paper highlights the interactions
between sulfate-reducing and sulfur-oxidizing bacterial
abundance and their activities, along with the related
environmental parameters during upwelling.
uthwest coast of India during phase I (2009), phase II (2010) and



Table 1 Details of sampling depths in the southwest coast of
India during phase I (2009), phase II (2010) and phase III (2011)
of upwelling.

Station no. Water depth [m] Sampling depth [m]
Kochi and Trivandrum

1 30 5, 15, 25
2 50a 5, 10, 25, 45
3 100 5, 20, 60, 80, 90
4 200 5, 20, 60, 80, 150, 175
5 500b 5, 20, 60, 80, 150, 300, 450

Total number of samples, n: Phase I (2009) = 25; Phase II (2010)
= 28; Phase III (2011) = 32.
a No sampling during Phase II.
b No sampling during Phase I.
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2. Material and methods

2.1. Description of the study sites

Water samples were collected onboard FORV Sagar Sampada,
during cruises #267 (2009), #276 (2010), #289 (2011), along
the transect off Trivandrum and Kochi in the south-eastern
Arabian Sea at 8.268N—76.508E & 9.558N—75.338E (Fig. 1),
during the three phases of upwelling — end-May to end-June
2009, initial phase (phase I), July to mid-August 2010, middle
phase (phase II) and mid-August to mid-September 2011, final
phase (phase III). Hereafter, these samplings would be
referred to as phase I, II and III respectively. Samples were
collected at different depths from six different stations in
each transect (Table 1).

2.2. Sample collection

Water samples were collected using 10 L Niskin bottles fixed
to CTD-rosette system. Bottles were rinsed twice with sam-
ple water before sub-sampling for parameters like dissolved
oxygen (DO), nutrients (nitrate, nitrite, phosphate and sili-
cate), chlorophyll a (Chl a), phaeopigments, total counts (TC)
and total viable counts (TVC) of bacteria, sulfate-reducing
bacteria (SRB) and colourless sulfur-oxidizing bacteria
(CSOB). Experiments were conducted for SRA and SOA and
were incubated onboard.

2.3. Chemical parameters

Dissolved oxygen was measured by Winkler's titrimetric
method (Strickland and Parsons, 1977). Samples were col-
lected in 125 ml glass stoppered bottles without air bubbles
and were immediately fixed with Winkler's reagents. Fixed
samples were stored in the dark for further analyses. DO
samples were analyzed onboard using a dosimeter
(Metrohms785 DMP Titrino). Analyses of nutrients were car-
ried out onboard using a SKALAR auto analyzer (Wurl, 2009).
Chlorophyll a (Chl a) concentrations were determined
(Yentsch and Menzel, 1963) fluorometrically (Turner Designs,
USA). Samples were filtered on GF/F filters (0.7 mm) and the
extraction was done by adding 10 ml of 90% acetone to the
filter and incubating for 24 h in the dark under refrigerated
condition. For phaeopigments, the Chl a, samples were
acidified with 10% HCl just before fluorometric measurement
(Yentsch and Menzel, 1963). Ammonium was estimated
manually by spectrophotometric method (Grasshoff et al.,
1983).

2.4. Bacteriological parameters

The TC of bacteria was determined by acridine orange direct
count (AODC) method using epifluorescence microscopy and
expressed as numbers per litre. Aliquots of 5 ml water sample
in triplicate were each fixed with 250 mL of buffered formalin
(2% final concentration) as described by Hobbie et al.
(1977). TVC was done quantitatively as outlined by Kogure
et al. (1984). In brief, the yeast extract in the incubating
medium allows for an increase in size but the cocktail of
antibiotics used prevented the cell division, thus enabling the
enumeration of enlarged cells. The fixed water samples of
TVC were stained for 5 min with acridine orange (final con-
centration 2%) and filtered through 0.22 mm Millipore black
nucleopore membrane filters. The bacterial cells were
counted by epifluorescence microscope (Nikon Epifluores-
cence Microscope, Model A 80i) and expressed as numbers
per litre.

SRB were enumerated using the most probable number
(MPN) method, with the liquid media supplemented
with 0.5 mM lactate and 0.5 mM acetate as carbon sources
(Hatchikian's medium (1972) modified by LokaBharathi and
Chandramohan (1990)). The samples were inoculated in
screw-capped tubes and incubated at 27 � 28C and were
enumerated after 15—20 days.

Modified Leiske's medium with 10% of the recommended
thiosulfate concentration (0.5 g l�1) was used for the enu-
meration of CSOB by MPN technique (LokaBharathi, 1989 and
references therein). The samples were incubated at 27 � 28C
for 5—7 days and the numbers were expressed as cells l�1.

MPN method used as the target organisms were less in
numbers and difficult to grow on medium containing agar.
This method also helps to measure the number and activity
simultaneously. Though the method selected is used for fast-
growing bacteria on liquid medium, it is also useful for
comparing trends in the distribution of numbers and activity
across samples (LokaBharathi et al., 1988).

2.5. Sulfate-reducing activity

SRA was measured in the terms of rate (SRR) expressed in
nM d�1. The method was described earlier by King (2001) and
was adopted for coastal waters by Lavik et al. (2009). Radio-
active sodium sulfate 300 ml (35SO4

�2, specific activity,
37 kBq from BARC, Mumbai) was injected into a known
volume of sample in gas-tight vials and the activity was
arrested at the end of 72 h by adding 5 ml (5% w/v) zinc
acetate and maintained at 48C until further analysis. At each
station, zinc acetate was added to each tube before the
tracer addition to determine a blank. Radioactivity was
measured using a liquid scintillation counter (Perkin Elmer
Wallace 1409 DSA). SRA was calculated using the equation:

SRAðdpmÞ ¼ H2
35S

35SO4
2�

� �
�32SO4

2�� IDF
T

;
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where SRA is the sulfate-reducing activity, H2
35S the radio-

activity of reduced sulfur in DPM (disintegration per minute),
35SO4

2� the radioactivity of sulfate at the beginning of
incubation, 32SO4

2� the sea water sulfate concentration in
mM SO4

2�, IDF the isotopic discrimination factor = 1.06, and
T is the time of incubation in hours.

The SRA was calculated from the amount of radioactive
sulfate used and was expressed in nM SO4

2� d�1. The SRB
medium contained both lactate and acetate in order to assess
the SRA at the expense of both the major substrates.

2.6. Sulfur-oxidizing activity

The water samples were tested for their ability to oxidize
thiosulfate by measuring the residual concentration of thio-
sulfate, iodimetrically (Hansen, 1973). To 200 ml of sample,
50 ml of diluted sulfuric acid (3 N), and 25 ml of 0.0125 N
iodine solution were added and titrated immediately with
standardized 0.0125 N Na2S2O3�5H2O until most of the iodine
was consumed. A few drops of freshly prepared starch solu-
tion (1%) was added and titrated until the blue colour dis-
appeared. Blanks were estimated as mentioned below. The
method was suitably adopted to estimate MPN and to mea-
sure the sulfur-oxidizing activity. The experimental tubes
were incubated at 27 � 28C for 5—7 days. Uptake of thio-
sulfate was expressed as mM S2O3 d

�1.

Titre value of sea water blank (Avg): A
Titre value of un-inoculated media (Avg): B
Average titre value of sample: S

A�B�1400
Volume of sea water used for titration 100 mlð Þ
¼ B1 thiosulfate measured in mediumð Þ;

A�S�1400
Volume of sea water used for titration 100 mlð Þ
¼ S1 thiosulfate measured in sampleð Þ;

where 1400 = mol. wt. of S2O3 (112 � 0.0125 N � 1000),

B1�S1 ¼ D amount of thiosulfate utilized mg½ �ð Þ
¼ D=112 mol: wt: of S2O3ð Þ

�1000 mg to mgð Þ=incubation in days ¼ D mMd�1 :

The rates of these processes are generally measured in nM
for sulfate reduction (Albert et al., 1995) and mM for thiosulfate
oxidation (Tuttle and Jannasch, 1976; Visscher et al., 1992).
This difference in the activity is attributable to ecological and
technical reasons. While the product of the former (sulfide) is
environmentally toxic to fauna even in low concentrations from
nM to mM, the latter, is relatively benign. Therefore, there is a
3—4 order difference between the two activities. Technically
the methodology for sulfate reduction based on radiometry is
much more sensitive to lower concentrations than the iodo-
metric method for thiosulfate oxidation.

It is, therefore, suggested that the spread of reducing
activity may not be directly based on the stoichiometry but
on the 'actual changes in the rates' of these two activities
over the three different phases of upwelling. It should be
noted that the main focus is on measuring the “relative
increase” in these activities over the three phases.

2.7. Statistical analysis

Biological data was log(x + 1) transformed for statistical
analysis. Correlations between biological and environmental
parameters were determined using Statistica version
6.0. One-way analysis of variance (ANOVA) was performed
on data to find the significant variation between SRA, SOA
from phase I to phase III. The analysis was carried out using
Statistica 6.0 software package.

3. Results

Comparison of transects, parameter wise, off Kochi and TVM,
was performed to reveal how microbial variables especially
SRA/SRB and SOA/CSOB responded to differences in the
physical, chemical and biological forcings. The vertical var-
iations in these parameters were more off Kochi than off
TVM.

3.1. Physico-chemical parameters

Off Kochi, from phase I to phase III, the average values of
physico-chemical parameters like temperature (23.58—
20.318C), pH (7.97—7.56), salinity (35.05—34.77) and DO
concentrations (2.03—1.82 ml l�1) showed decreasing trends
(Table 2) with a dip in the DO concentration in the second
phase of 1.75 ml l�1. The average values of parameters for
the three different phases showed decreasing trends. This
decrease is not statistically significant. However, the water
column averages of some chemical parameters like nitrate,
nitrite and phosphate showed little variation over the study
period. Other chemical parameters like silicate concentra-
tions decreased from 7.64 to 5.08 mM with a dip in the second
phase (0.32 mM), and ammonium concentration showed a
definite increase from 0.07 to 1.51 mM (Table 2, Fig. 2a).

Off TVM, the average values of the parameters from phase I
to phase III, like temperature (21.56—20.698C), pH (7.98—7.50)
and salinity (34.97—34.84), also showed decreasing trends with
little or no statistical significance. The nutrient distribution was
different off TVM, from that off Kochi. Off TVM, nitrite,
phosphate, and silicate did not show any definite trend,
whereas nitrate and ammonium increased 1.3� (15.55—
20.22 mM) and 	7� (0.19—1.31 mM) respectively (Fig. 2b). In
the first phase, the range in the concentration of phosphate
(0.18—2.96 mM), silicate (0.47—28.15 mM), and nitrate (0.02—
37.78 mM) levels were higher off TVM than off Kochi.

Off Kochi, the SRA was not depth dependent, while off
TVM, SRA decreased with depth, i.e. about 10% of the
variation in SRA was negatively influenced by depth
(r = �0.315; r2 � 100 = 10%) in phase I and 13% in phase III.
Off Kochi and TVM the SRB was depth dependent in phase I
and phase III. However, the temperature had a positive
influence of 36% on the distribution of SRB ( p < 0.05) in
phase I off Kochi.

Off TVM, nutrients affect the distribution of CSOB in phase
I, phase III and that of SRB in phase II. Relationship of SRB with



Table 2 Range (bold), average and standard deviation (�) of physico-chemical and biological parameters during the three phases
of upwelling (2009—2011).

Parameters Phase I Phase II Phase III

Kochi Trivandrum Kochi Trivandrum Kochi Trivandrum

Temperature (8C) a13.46—28.88
b23.58 � 4.97

10.90—29.18
21.56 � 4.94

11.30—26.90
23.06 � 4.03

11.25—28.30
20.07 � 5.80

7.26—27.03
20.31 � 5.79

7.13—28.04
20.69 � 6.17

Salinity (%) 34.88—35.61
35.05 � 0.20

34.80—35.30
34.97 � 0.13

34.30—35.60
35.07 � 0.29

34.30—35.20
34.97 � 0.21

33.53—35.21
34.77 � 0.43

34.15—35.15
34.84 � 0.29

pH 7.68—8.30
7.97 � 0.23

7.69—8.50
7.98 � 0.24

7.76—7.93
7.92 � 0.23

7.70—8.26
7.90 � 0.17

7.32—7.85
7.56 � 0.18

7.25—7.78
7.50 � 0.18

Phosphate (mM) 0.16—2.42
1.44 � 0.74

0.18—2.96
1.21 � 0.81

0.35—4.51
1.49 � 1.57

0.85—1.56
1.06 � 0.25

0.23—2.16
1.25 � 0.58

0.30—5.16
1.70 � 0.94

Silicate (mM) 0.29—19.45
7.64 � 5.71

0.47—28.15
7.75 � 7.48

ndl—1.74
0.32 � 0.50

0.07—4.75
1.65 � 1.12

1.07—12.40
5.08 � 2.96

0.71—18.76
5.80 � 4.30

Nitrate (mM) 0.64—33.17
18.20 � 11.26

0.02—37.78
15.55 � 12.62

ndl—15.40
11.36 � 7.37

0.51—17.39
12.56 � 6.14

0.06—36.50
17.55 � 13.37

ndl—40.84
20.22 � 11.99

Nitrite (mM) 0.04—1.96
0.34 � 0.51

ndl—0.68
0.14 � 0.14

0.13—7.0
1.92 � 4.47

1.24—4.25
1.69 � 0.67

ndl—2.15
0.28 � 0.46

ndl—1.39
0.34 � 0.42

Ammonium (mM) ndl—0.14
0.07 � 0.06

ndl—1.23
0.19 � 0.27

0.03—4.59
0.47 � 1.06

0.13—4.59
0.79 � 1.25

0.63—4.79
1.51 � 0.80

0.57—2.75
1.31 � 0.55

Chl a (mg l�1) ndl—2.18
0.67 � 0.70

ndl—1.04
0.34 � 0.33

0.35—17.45
4.97 � 6.28

ndl—3.49
0.63 � 1.03

0.07—15.31
1.96 � 3.19

0.02—1.90
0.65 � 0.58

Phaeopig* (mg l�1) ndl—0.76
0.28 � 0.22

ndl—0.87
0.23 � 0.21

0.80—2.17
1.29 � 0.44

0.02—2.67
0.49 � 0.68

ndl—10.72
1.06 � 2.24

ndl—2.98
0.57 � 0.58

Phaeopig/Chl a 0.01—2.50
1.01 � 0.80

0.15—4.64
1.38 � 1.23

0.05—3.16
2.67 � 9.25

0.44—9.50
2.65 � 2.52

0.01—4.66
1.23 � 1.36

0.12—9.17
1.85 � 2.08

DO (ml l�1) 0.29—4.88
2.03 � 1.70

0.03—4.40
1.80 � 1.66

0.54—4.50
1.75 � 1.73

0.23—4.57
1.48 � 1.55

0.40—5.24
1.82 � 1.73

0.33—5.17
1.93 � 1.86

TC � 108 l�1 8.21—8.73
8.39 � 0.13

8.32—8.91
8.59 � 0.14

8.11—10.58
9.48 � 0.77

8.83—10.17
9.09 � 0.27

0.50—7.12
3.20 � 1.67

0.94—9.56
4.36 � 2.13

TVC � 107 l�1 7.82—8.18
7.97 � 0.11

7.70—8.0
7.84 � 0.09

7.84—9.07
8.50 � 0.32

7.09—8.83
8.44 � 0.41

0.23—4.43
1.72 � 1.03

0.21—6.05
1.98 � 1.51

SRA (nM d�1) 1.37—54.98
13.72 � 14.55

5.87—90.65
23.90 � 30.83

21.08—28.79
26.19 � 2.15

19.24—28.43
22.89 � 2.32

12.76—290.15
54.04 � 71.90

0.71—398.35
165.17 � 155.45

SRB � 104 l�1 0.05—0.91
0.46 � 0.31

0.18—1.50
0.52 � 0.34

0.04—2.20
0.33 � 0.51

0.20—4.0
1.40 � 1.17

0.01—0.90
0.25 � 0.27

0.01—0.96
0.36 � 0.30

SOA (mM d�1) 18.74—568.62
194.25 � 205.84

9.39—601.71
339.29 � 195.37

33.85—729.58
360.19 � 213.43

3.76—793.51
215.10 � 232.67

348.46—1747.44
1151.06 � 365.16

6.45—1728.10
560.93 � 388.60

CSOB � 106 l�1 0.26—1.56
0.72 � 0.45

0.28—1.71
0.83 � 0.34

0.12—1.08
0.46 � 0.23

0.06—0.66
0.34 � 0.19

0.01—0.20
0.10 � 0.05

0.01—0.37
0.15 � 0.09

* Note: ndl, non-detectable limits; DO, dissolved oxygen; Chl a, chlorophyll a; phaeopig, phaeopigment; TC, total counts; TVC, total viable
counts; SRB, sulfate-reducing bacteria; SRA, sulfate-reducing activity; SOA, sulfur-oxidizing activity; CSOB, colourless sulfur-oxidizing
bacteria.
a Range.
b Average and standard deviation.
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ammonium evolved from negative (r = �0.394, p < 0.05) to
positive (r = 0.424, p < 0.05) from phase I to phase III and
synchronized with an increase in phaeopigment from
0.23 mg l�1 in phase I to 0.57 mg l�1 in phase III. The SOA
negatively influenced ambient phosphate (26%, p < 0.01),
silicate (24%, p < 0.01) and nitrate concentrations (18%,
p < 0.05) in phase I. In phase II, SOA positively correlated
with nitrite (r = 0.430, p < 0.05) (Table 3).

Both groups of bacteria were influenced differently with
phosphate. In phase I, off TVM, SOA related negatively with
phosphate (r = �0.506, p < 0.01), while in phase II, SRB
related positively (r = 0.615, p < 0.01). Silicate was influ-
enced positively by SRB (r = 0.446, p < 0.05) in phase II and
negatively by SOA (r = �0.490, p < 0.01) in phase I. However,
SRB showed positive relation with phosphate (r = 0.615,
p < 0.01) and silicate (r = 0.446, p < 0.05) in phase II.

3.2. Biological parameters

Off Kochi, the average Chl a values increased from 0.67 to
1.96 mg l�1 from phase I to phase III. High Chl a values
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Table 3 Significant correlation of sulfate-reducing bacteria (SRB), sulfate-reducing activity (SRA), colourless sulfur-oxidizing
bacteria (CSOB) and sulfur-oxidizing activity (SOA) with various environmental parameters.

Parameters Kochi Trivandrum

Phase I Phase II Phase III Phase I Phase II Phase III

Depth SRB (�0.545*) CSOB (0.589**) SOA (0.524*) SRB (0.782***) SRA (�0.359*)

Temperature SRB (0.593*) — SRB (0.396*) SRB (0.394*), SRA
(0.396*), SOA (0.524*)

— —

Nutrients — CSOB (NO2
� 0.530*) — CSOB (NH4

+ �0.394*),
SOA (PO4

3� �0.506**,
SiO4

4� �0.490**,
NO3

� �0.420*)

SRB (PO4
3�

0.615**, SiO4
4�

0.446*, NO3
�

0.435*), SOA
(NO2

� 0.430*)

CSOB (NH4
+

0.424*, NO2
�

0.417*), SOA
(NO3

� 0.364*)

Chlorophyll a — — SOA (�0.523*) SRB (0.572**), SRA
(0.595**)

SRB (�0.451*) SRA (0.382*)

Phaeopigments — CSOB (0.538*) SOA (�0.549*) SRB (0.539**), SRA
(0.652***)

SRB (�0.442*) —

Note: Values in parenthesis indicate r values (correlation coefficient). Chl a, chlorophyll a; phaeo, phaeopigments; PO4
3�, phosphate;

SiO4
4�, silicate; NH4

+, ammonium; NO2
�, nitrite; NO3

�, nitrate.
* p < 0.05.
** p < 0.01.
*** p < 0.001.
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(4.97 mg l�1) off Kochi in phase II was matched by low silicate
(non-detectable levels (ndl) to 1.74 mM) and nitrate concen-
trations (ndl to 15.4 mM). Consequently, like Chl a, phaeopig-
ments and phaeo/Chl a ratio also showed increasing trends
over the phases from 0.28 to 1.06 mg l�1 and 1.01 to
1.23 mg l�1 respectively (Table 2).

Off TVM, the average Chl a increased from 0.34 mg l�1 in
phase I, to 0.63 mg l�1 in phase II, and to 0.65 mg l�1 in phase
III (Table 2). Like the transect off Kochi, the average phaeo-
pigment concentrations off TVM showed a definite increasing
trend from 0.23 mg l�1 to 0.57 mg l�1 from phase I to phase III.
The phaeopigment/Chl a ratio ranged from 0.15—4.64 in
phase I, 0.44—9.50 in phase II and 0.12—9.17 in phase III.
The whole water column average of phaeo-pigment/Chl a
ratio was 1.38 in phase I, 2.65 in phase II and 1.85 at phase III.

Off TVM, in phase I, SRB and SRA varied positively with Chl a
(r = 0.572, r = 0.595, p < 0.01 respectively). In phase II, SRB
varied negatively with Chl a (r = �0.451, p < 0.05) and in phase
III, it was not influenced. However, in phase III, SRA varied
positively with Chl a (r = 0.382, p < 0.05). In phase I, SRB and
SRA varied positively with phaeopigment (r = 0.539, p < 0.01,
r = 0.652, p < 0.001 respectively). In phase II, SRB varied
negatively with phaeopigment (r = �0.442, p < 0.05), whereas
in phase III, no such relationship was observed with SRB and
SRA. Such relationships were not observed off Kochi (Table 3).

3.3. Microbiological parameters — abundance

Off Kochi, total bacterial counts were in the order of 108 l�1

and did not show significant variation over the period exam-
ined. Similarly, there was no appreciable change in the direct
viable count which was one order less. Off TVM, the total
bacterial abundance and viability was 4.36—8.59 � 108 l�1

and 1.98—7.84 � 107 l�1 respectively.
Off Kochi, the average SRB population showed low varia-
tion from 0.25 � 104 l�1—0.46 � 104 l�1. Off TVM, the range
in SRB abundance was from 102 to 104 l�1. Generally, higher
SRB population was observed in the upwelling waters off
TVM. Off Kochi, CSOB did not show any logarithmic variation
and was in the range of 0.1 � 106 l�1 to 0.72 � 106 l�1. Off
TVM, CSOB populations varied from 0.15 � 106 l�1 to
0.83 � 106 l�1 (Fig. 3a and b, Table 2).

Spearman's correlation analysis showed TC to correlate
with environmental parameters at phase I only off TVM
(depth: r = �0.473, p < 0.05, temperature: r = 0.631, phos-
phate: r = �0.664, silicate: r = 0.609, nitrate: r = �0.696,
ammonium: r = 0.606, Chl a: r = 0.577, phaeo/Chl a:
r = �0.502, p < 0.001).

3.4. Microbiological parameter — activity

There was a general increase in reduction processes over
the phases. Off Kochi, the average SRA increased from
13.72 nM d�1 in phase I, to 26.19 nM d�1 in phase II, and
54.04 nM d�1 during phase III. Off TVM, the average SRA
increased from 23.90 to 165 nM d�1 from phase I to phase
III, with a lower rate of 22.89 nM d�1 in phase II.

Off Kochi, SOA values were 194, 360, 1151 mM d�1, for the
three phases respectively. Comparatively, off TVM low SOA of
339, 215 and 560 mM d�1 was noticed during the three phases
respectively.

Off Kochi, the average water column SRA increased
4 times, and SOA 6� from phase I to III. The increase in
offshore SRA was 5.9� (10.09 nM d�1 to 59.58 nM d�1) over
these phases. Off TVM, the increase in column SRA was 7�
(24 nM d�1 to 165 nM d�1) and SOA was 1.7�. The increase in
offshore SRA was 9� (13.94 nM d�1 to 126.65 nM d�1) over
the phases (Fig. 4).
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Analysis of variance (ANOVA) of the whole column of SRA
and SOA off Kochi and TVM further support our observation on
the differences in the 2 processes between the transects. The
increase in SRA from phase I to phase III is more significant off
TVM ( p < 0.001) than Kochi ( p < 0.03). SOA, on the other
hand, is more significant off Kochi ( p < 0.001) than off TVM
( p < 0.04) (Table 4).

4. Discussion

The results are discussed in the context of physicochemical
parameters off Kochi, and TVM, followed by biological and
microbial parameters. The interaction of geochemical vari-
ables of sulfur bacteria and their activities highlight for the
first time, the contribution of this group to the ecology of the
upwelling system in these waters.
Figure 3 Distributory pattern of sulfate-reducing activity (SRA), su
colourless sulfur-oxidizing bacteria (CSOB) off (a) Kochi and (b) Triv
phase II (2010) and phase III (2011).
The physical oceanographic processes influence the input
of nutrients to the nutrient-impoverished waters of Arabian
Sea (Goes et al., 2005; Wiggert et al., 2002) thus making it
one of the most productive areas (Madhupratap et al., 1996).
The decreasing trends of temperature, pH, DO in both the
transects could be attributed to the different phases of
upwelling which were associated with the different stages
of monsoon. The upwelling is discernible by the presence of
cooler more saline and denser water containing less DO than
the normal waters of the surface layers (Fig. 2a and b).

The differences in the parameters off the two transects
could be attributed to the difference in the upwelling inten-
sity due to the differences in the strength of physical forcing
of upwelling (Shetye et al., 1990).

Off Kochi, the increase in Chl a and phaeopigments at
phase II has been noticed (Fig. 2a). The increase in the range
of phaeopigments, and phaeo/Chl a ratio from phase I to
lfate-reducing bacteria (SRB), sulfur-oxidizing activity (SOA) and
andrum (TVM) in southwest coast of India during phase I (2009),



Figure 3 (Continued).
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phase III suggest that the three phases follow the general
paradigm, where the phytoplankton and zooplankton
increase in succession. The phytoplankton then get intensely
grazed and degraded.

Although TVM is known to be more productive (Gerson
et al., 2014), the Chl a concentration was generally lower
than that off Kochi due to higher grazing activity by meso-
zooplankton. Consequently, the phaeopigment concentra-
tion off TVM was highest (2.98 mg l�1) during phase III and
was distributed throughout the water column. However, the
water column phaeopigment/Chl a ratio, suggest that the
degradation processes were more active in phase II.

4.1. Microbiological parameters — abundance

The abundance of TC and TVC are in the range reported
earlier by Ducklow et al. (2001). The abundance of SRB
ranged from 102 to 104 l�1. Of late, they have been encoun-
tered in the aerobic regions hosting anaerobic microniches
(Colin et al., 2017; Jørgensen and Parkes, 2010; LokaBharathi
and Chandramohan, 1990; Shanks and Reeder, 1993). In the
solar lake, the higher abundance of SRB at 106—7 l�1 was
reported in the oxic surface waters (Teske et al., 1998).
Similarly, Neretin et al. (2007) stated that, the proportion
of SRB to total bacteria was 0.1% in the oxic, 0.8—1.9% in the
suboxic and 1.2—4.7% in the anoxic zone, where SRB popula-
tion ranged from 5 � 105 l�1—6.3 � 105 l�1 in sub-oxic to
anoxic water column of Black Sea. The peak MPN SRB of
2.5 � 109 cells l�1 was estimated in the water column of the
alpine meromictic Gek-Gel Lake at 33 m depth (Karnachuk
et al., 2006). In the present study, the higher abundance of
SRB was in the sub-surface waters and accounted for 0.01% of
total bacterioplankton. Colin et al. (2017) also stated that
SRB thriving in the anoxic sediments may be re-suspended
in the oxic water column and transported through oxic



Figure 4 Times increase in sulfate-reducing activity (SRA) and sulfur-oxidizing activity (SOA) from phase I (2009) to phase III (2011) of
upwelling at nearshore and offshore of Kochi and Trivandrum (TVM).
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marine-influenced waters. Intense interactions among phy-
sical, chemical, and biological processes forming strong gra-
dients of the waters may help re-suspend anaerobes to
survive in the water column and even maintain their meta-
bolism within anoxic micro-niches. More importantly, SRB can
be found in water column either because they have the
enzyme superoxide dismutase (Wu et al., 2017) or they have
anti-oxidative defense systems (Brioukhanov et al., 2010) or
they have the ability to respire oxygen (Cypionka, 2000).
Dolla et al. (2006) also stated that SRB can develop molecular
strategies to remove oxygen or they use oxygen temporarily
for respiration to reduce toxicity.



Table 4 Analysis of variance of sulfate-reducing activity (SRA) and sulfur-oxidizing activity (SOA) during the three phases of
upwelling off Kochi and Trivandrum (TVM).

Station Parameters Source of variation SS df MS F P-value F crit

Kochi SRA: Phase I to Phase III Between groups 13,487.59 1 13,487.59 5.37 0.0286 4.22
Within groups 65,302.40 26 2511.63

SOA: Phase I to Phase III Between groups 6,484,745.00 1 6,484,745.00 66.23 0.0000 4.22
Within groups 2,545,819.00 26 97,916.12

TVM SRA: Phase I to Phase III Between groups 409,652.70 1 409,652.70 39.52 0.0000 4.07
Within groups 435,257.90 42 10,363.28

SOA: Phase I to Phase III Between groups 488,047.70 1 488,047.70 4.55 0.0387 4.07
Within groups 4,501,256.00 42 107,172.80
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While SRB produces sulfide, CSOB can oxidize this toxic
end product to polythionates/thiosulfate and sulfate, both
aerobically in the presence of oxygen or anaerobically in
presence of nitrate (Nelson et al., 2004). Off Kochi and TVM,
CSOB did not show any logarithmic variation and ranged from
0.1 � 106 l�1 to 0.72 � 106 l�1 and 0.15 � 106 l�1 to
0.83 � 106 l�1 respectively (Fig. 3a and b, Table 2). The
free-living marine sulfur oxidizers are abundant in diverse
seawater samples including in dark ocean (Swan et al., 2011)
and they accounted for 45% of the 16S rRNA gene clones
recovered from an OMZ in the South Atlantic and 37% from an
anoxic fjord in British Columbia (Lavik et al., 2009; Walsh
et al., 2009). They are especially abundant in coastal sea-
water. Some of the thiosulfate oxidizers oxidize thiosulfate as
an auxiliary electron donor to tetrathionate. This allows
them to use a greater portion of available organic carbon
for biosynthesis rather than for respiration (Jannasch et al.,
1991). However, knowledge regarding their abundance, dis-
tribution, and ecological role is scarce. Lavik et al. (2009)
also identified groups of sulfur oxidizers in the upwelling
coastal waters of Namibian shelf and reported chemoauto-
trophic bacteria to account for 	20% of the bacterioplankton
in the sulfidic waters. Their abundance in the non-sulfidic and
sulfidic bottom waters was in the range of 106 cells l�1 to
107 cells l�1. Other authors (Arning et al., 2008; Goldhammer
et al., 2010; Sievert et al., 2007) noticed the presence of
chemolithotrophic sulfur-oxidizing bacteria in the upwelling
areas. The present study shows that the culturable sulfur
oxidizers are widely present in upwelling waters, accounting
for 1% of the bacterio-plankton.

A culturable approach was used for the analysis because
the high organic loading in the coastal waters permits rela-
tively high recovery (De Souza et al., 2007). Despite the
inherent caveats, the culturable approach retrieves the
dominant culturable bacterio-plankton communities as
coastal waters have considerable dissolved organic carbon
levels (Simu et al., 2005). Besides, new isolates could add to
the existing bacterial database which is an important
requirement.

4.2. Microbiological parameters — activity

Off Kochi, the SRA values increased over the phases. Off TVM,
SRA increased from phase I to phase III with the dip in phase II
(Table 2). This decrease was associated with high Chl a and
phaeopigment concentrations. The SRA off Kochi and TVM are
comparable to 13 nM d�1 reported by Jørgensen et al. (1991),
and 3.5 nM d�1 by Albert et al. (1995) in the Black Sea water
column and 12 nM d�1 in the OMZ waters of Chilean coast by
Canfield et al. (2010). However, much higher values of
1569 nM d�1 have been reported by Pimenov and Neretin
(2006) in these waters.

SOA values were 194, 360, 1151 mM d�1 off Kochi and 339,
215 and 560 mM d�1 off TVM for the three phases respectively
suggesting more dominant oxidation processes off Kochi. The
sulfur-oxidizing activity was comparable to the north Atlantic
water where 358 mM d�1 was reported by Tuttle and Jannasch
(1976). High values could be due to the contribution from
organic loading from inshore waters that promote both SRA
and SOA. Thomas et al. (2013) stated that coastal waters off
Kochi receive inshore waters and organic load from back-
waters along with more fresh water and nutrients. Perhaps
higher inputs of electron donors could account for higher SOA
off Kochi, especially, in the presence of nitrate (LokaBharathi
et al., 1997).

4.3. Inter-relationship of parameters driving
SRA/SRB and SOA/CSOB

4.3.1. Depth
The SRA off Kochi is not depth dependent, while off TVM, SRA
is negatively influenced by depth in phase I (r = �0.315;
r2 � 100 = 10%) and phase III (13%). These observations sug-
gest that the signature of upwelling had just begun in phase I
and it had dissipated by phase III. However, the SRB off
Kochi and TVM are depth dependent in phase I and phase III.
These observations suggest that the activity gets relatively
more influenced by upwelling than the bacterial abun-
dance. At these stages, the availability of organic
matter (PON: r = 0.820, p < 0.001 and POC: r = 0.633,
p < 0.01 unpublished data by Sam Kamaleson et al., under
review) released during phytoplankton growth and degra-
dation at the surface waters facilitates the distribution and
intensity of SRA than the abundance of SRB. Moreover,
Aluwihare et al. (1997) stated that DOM available in the
ocean's surface was at least twice that in the deep sea.
Besides, a high abundance of SRB has been noticed earlier
by other researchers at the surface in non-upwelling
regions (Cypionka, 2000; LokaBharathi and Chandramohan,
1990; Teske et al., 1998).
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4.3.2. Temperature
The temperature, on the other hand, influenced SRB distri-
bution positively, being responsible for 36% ( p < 0.05) of the
variation in phase I off Kochi. SRA and SOA are also positively
influenced by temperature ( p < 0.05) in phase I off TVM
accounting for 16% and 27% of their variation respectively.
Sokolova (2010) suggested that the optimum temperature for
SRB was in the range of 278C—358C. They also found that the
SRA was 6� higher at mesophilic condition than at psychro-
philic condition.

4.3.3. Nutrients
Off TVM, nutrients affect the distribution of CSOB in phase I
and in phase III and, SRB in phase II. Relationship of ammo-
nium with CSOB evolves from negative to positive from phase
I to phase III. The pigment degradation to form phaeopig-
ments increased from 0.23 mM in phase I to 0.57 mM in phase
III and is accompanied by more ammonium production in
phase III. Perhaps CSOB increases due to the higher rate of
nitrification that could provide nitrate as an electron accep-
tor (Sorokin et al., 2006). The SOA negatively influences
ambient phosphate, silicate and nitrate concentrations in
phase I (Table 3). In phase II, CSOB positively correlated with
nitrite suggesting that the community is capable of nitrate
reduction. Krishnan et al. (2008) have shown that intrinsic
nitrification can feed denitrification in the coastal waters.
Such release has also been noticed by Schutte et al. (2018)
along with nitrate accumulation.

Off TVM, both the groups of bacteria act differently with
phosphate. In phase I, SOA related negatively with phos-
phate, while in phase II, SRB related positively (Table 3).
Anaerobic oxidation of phosphite to phosphate during sulfate
reduction increases soluble phosphate (Schink and Friedrich,
2000). The SRB produce sulfide through SRA which binds with
ambient iron thus releasing the iron-bound phosphate
(Howarth et al., 2011). However, phosphate could be taken
up by CSOB through SOA directly for later use (Glaubitz et al.,
2013).

Off TVM, the significant correlation of silicate with SRB
and negative correlation with SOA suggests its oxidation to
the insoluble state. SRA increases pH during the process and
silica solubility also increases with alkalinity (Meier et al.,
2012).

Sulfur oxidizers are also known to store phosphate intra-
cellularly and use phosphate for sulfide/thiosulfate oxidation
(Goldhammer et al., 2010). In this study also, SRB correlated
with phosphate and silicate, indicating its role in releasing
these nutrients, which CSOB utilize, thus confirming the
synergistic relationship between these two groups.

4.3.4. Chl a and phaeopigments
Off Kochi, high Chl a values are matched by low concentra-
tions of silicate and nitrate (r = �0.709, p < 0.001 and
r = �0.521, p < 0.05) suggesting the uptake of these nutri-
ents for chlorophyll build-up and primary productivity. More-
over, iron limited diatom communities that multiply
generally deplete silicate long before nitrate (Capone and
Hutchins, 2013). The limitation of bio-available iron could be
attributed to the increase in SRA over the three phases.
Sulfide the product of sulfate reduction is known to readily
bind with iron.
The relationships of SRA/SRB with Chl a/phaeopigments
could be incidental and attributed to the effects of upwelling
which could have facilitated the interactions between SRB
and the surface-produced chlorophyll. In phase II, the rela-
tion between SRB and Chl a, phaeopigment was negative due
to limited availability or due to faster uptake of break down
products of the pigments. The influence of Chl a on SRA,
changes from negative to positive from phase II to phase III.
The observation suggests that when upwelling peaks, it
increases the production of pigments and DOC which is turn
stimulates SRA at the surface. It should be also noted that SRA
and SRB are not deterred by the presence of oxygen
(Cypionka, 2000; Sass et al., 2002) especially under DOC/
POC replete conditions in upwelling waters.

Both SRA and SRB relate to Chl a off TVM due to upwelling
linked productivity. Further, anaerobic niches in TSM could
support these bacteria and their activity better. Such an
observation was however restricted to TVM. Further, phaeo-
pigment which covaries with Chl a could also contribute to
this association. Up to 43% of the variation in SRA was due to
phaeopigment off TVM. Phaeopigments form a part of TSM as
evidenced by their inter-relationships. Besides, phaeopig-
ment is a degradative product of Chl a, and is a rich source of
secondary metabolites for SRB and its activity. Hence both
TSM (r = 0.624, p < 0.001) and phaeopigments (r = 0.652,
p < 0.001) influence SRA positively.

On the contrary, the influence of these parameters is
negative to CSOB and its activity as these forms are less
heterotrophic and more autotrophic to mixotrophic (Nelson
et al., 2004). Incidentally, phase I off Kochi was an exception.
Thus, on the whole, chlorophyll a and phaeopigments have a
positive influence on SRB (32%) and SRA (43%) respectively
while, nutrients like nitrate, phosphate and silicate
responded and interacted with CSOB and SOA.

4.4. Microbial interaction — abundance

The interaction of TC with environmental parameters was
obvious off TVM in the initial phase of upwelling, disappeared
in the subsequent phases suggesting disruption of connectiv-
ity over the phases. These interactions of TC show that they
decrease with depth, and covary with phosphate, nitrate and
phaeo/Chl a ratio. However, silicate and ammonium inter-
acted positively being responsible for 36% variation of TC.
Intriguingly, such interactions were not observed in all phases
off Kochi perhaps attributed to higher riverine forcing than
upwelling.

4.5. Reducing activity

In coastal areas, the reducing activity due to hypoxia (oxygen
concentration � 2.8 ml l�1 or 63 mM) has been increasing
(Banse et al., 2014; Middelburg and Levin, 2009). Naqvi et al.
(2010) also stated that the coastal hypoxia has been devel-
oping in the most productive part of the Indian Ocean (Ara-
bian Sea). Moreover, recent studies on the Gulf of Arabian Sea
proved that the dead zone (OMZ) has expanded more than
expected, raising a serious threat on local fisheries and
ecosystems (Queste et al., 2018). As low as 10 mM of oxygen
(0.23 ml l�1) was detected in phase II and 15 mM (0.33 ml l�1)
in phase III off TVM. Understanding how the sulfur cycle
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operates in such an environment is important to predict how
these expanding areas will impact organic matter degrada-
tion. It should be noted that the borders of the OMZ in the
Arabian Sea, south-west coast of India have extended from
188N to 118N as on 2004 (Banse et al., 2017) and have not yet
been known to impinge the waters off Kochi (108N) and
Trivandrum (088N). However, to distinguish low oxygen zones
from true anoxic zones, which are rich in nitrite, the latter
are often referred to as anoxic marine zones (AMZs) by Ulloa
et al. (2012). OMZ waters are characterized by �63 mM of
oxygen and �0.02 mM of nitrite (Banse et al., 2014) and AMZs
are characterized by �2 mM oxygen and �0.5 mM of nitrite
(Ulloa et al., 2012). In the current study, the average oxygen
concentration off TVM was 1.48 � 1.55 ml l�1 and 1.93
� 1.86 ml l�1 in phase II and III respectively. The correspond-
ing minimum oxygen concentrations were 10 mM and 15 mM
respectively. The average nitrite concentrations were 1.69
� 0.67 mM and 0.34 � 0.42 mM in phase II and III respectively.
The minimum nitrite concentration was 1.24 mM in phase II
and it was non-detectable in phase III. Hence, it is suggested
that the coastal waters examined in this study could probably
have a status between OMZ and AMZ in patches intermit-
tently. Noticeably, some pockets of hypoxic conditions
defined by oxygen concentration 	45 mM have also been
encountered off Kochi. However, physicochemical and micro-
biological processes perhaps prevent the spread of hypoxic
pockets over time and space.

The spread of reducing activity off Kochi could be mostly
due to the riverine influence and anthropogenic effects
(Thomas et al., 2013), while off TVM could be more a con-
sequence of upwelling. Here, the SRA gets mitigated both by
stronger physical forcing that carries the water offshore and
by SOA which counters the effect of SRA partially.

Thus, the coastal waters off TVM and Kochi are influenced
by sulfate-reducing and sulfur-oxidizing activities. Preva-
lence of both SRB and CSOB has also been documented in
the Chilean coast by Canfield et al. (2010) and Aldunate et al.
(2018). Though they state that the sulfur cycle was cryptic
with no obvious in situ chemical expression, the metage-
nomic results suggest an active sulfur cycle. Perhaps SOA
counters SRA so effectively with a quick turn over of sulfide
that the sulfur cycle appeared cryptic in those waters (Crowe
et al., 2018).

4.6. Relation between SRA and SOA

Sulfur oxidation is one of the important processes which
occur in most productive upwelling areas (Arning et al.,
2008). Generally, SRA and SOA increase over the three phases
of observation. Wherever the sulfate reduction is prominent,
it is accompanied by sulfur-oxidizing activity (Alsenz et al.,
2015; Arning et al., 2008). Ulloa et al. (2012) also identified
sulfide (dsr), thiosulfate oxidation (sox) and sulfate-reducing
(aprA) genes by metagenomics of Arabian Sea waters. Simi-
larly, in the present study SRA and SOA have been shown to
occur simultaneously except that, the increase in rates are
different in different phases and transects. The increase 	7�
in SRA and 1.7� in SOA, return the redox of the ecosystem
only partially off TVM. Off Kochi, 	6� increase in SOA is more
than the 	4� increase in SRA thus mitigating an increased
effect of SRA (Fig. 4). Further, ANOVA of whole column SRA
and SOA emphasizes that the increase in SRA is more statis-
tically significant ( p < 0.001) off TVM than off Kochi
( p < 0.02) and the increase in SOA is more significant off
Kochi ( p < 0.001) than off TVM ( p < 0.03). Thus, the present
study highlights the importance of SOA. Besides, it is impera-
tive that sulfide/thiosulfate-oxidation proceeds at much
faster rates than sulfate-reduction, as the end product sul-
fide could be detrimental to biotic variables even at low
concentrations. Our studies show that bacterial communities
responsible for sulfur-cycle, shift over the course of the
upwelling season from a sulfate-reduction dominated regime
to a more sulfur-oxidation-dominated system in the later
stage.

5. Conclusion

The self-organization of a system runs through several layers
mainly, primary, secondary and tertiary levels, which have
been well documented. However, the layer below the pri-
mary level that is the microbial layer which is responsible for
the important processes of mineralization and rejuvenation
is hardly chronicled. This is a first attempt to elucidate the
contribution of bacteria of the sulfur cycle at the activity
level in these waters. Thus we have been able to detect a
general temporal increase in oxidizing activity over three
different phases accompanied by general spatial spread
towards offshore. However, due to eutrophication, these
couplings could weaken, and there is a tendency for the
increase and spread of reducing activity. Future observations
beyond upwelling seasons including transects south of 108N
could further enlighten our inference. Our studies reiterate
the ecological rebound and recovery that happens after
upwelling due to bacterial processes.
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Summary In this study, the multi-time-scale variability of the South English Channel (case of the
Seine Bay, North France) sea level and its exceptional events have been investigated in relation with
the global climate patterns by the use of wavelet multi-resolution decomposition techniques. The
analysis has been focused on surges demodulating by an envelope approach. The low-frequency
components of the interannual (2.1-yr, 4-yr, 7.8-yr) and the interdecadal (15.6-yr and 21.2-yr) time-
scales, extracted from 46-years demodulated surges, have been correlated to 36 exceptional stormy
events according to their intensity. Results have revealed five categories of storms function on their
correlation with the interannual and the interdecadal demodulated surges: events with high energy
are manifested at the full scales while moderate events are only observed at the interannual scales.
The succession of storms is mainly carried by the last positive oscillations of the interannual and the
interdecadal scales. A statistical downscaling approach integrating the discrete wavelet multi-
resolution analysis for each time-scale has been used to investigate the connection between the
local dynamic of surges and the global atmospheric circulation from SLP composites. This relation
illustrates dipolar patterns of high-low pressures suggesting positive anomalies at the interdecadal
scales of 15.6-yr and 21.3-yr and the interannual scales of 4-yr while negative anomalies at 7.8-yr
should be related to a series of physical mechanisms linked to the North-Atlantic and ocean/
atmospheric circulation oscillating at the same time-scales. The increasing storm frequency is
probably related to the Gulf Stream variation and its weakening trend in the last years.
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1. Introduction

During the last decades and in relation with the global
evolution induced by climate change, the oceanographic
scientific community have devoted their efforts to improve
our understanding of the impacts of climate fluctuations on
coastal hydrodynamic variability, in particular during stormy
events. Several approaches have been extensively employed
to investigate the extreme physical dynamic of the sea level
and simulate the impact of the global climate oscillations for
providing different coastal projections. For this reason,
determining how and to what extent the large-scale climate
oscillations can be identified in the oceanographic para-
meters and storm surges is required.

In the present context of global changes, the combined
effects of the sea level rise and the land loss are commonly
mentioned as a consequence of climate variability (e.g.,
Devoy, 2008; Nicholls et al., 2010). In the same context,
the land loss itself is often a result of an increasing storminess
responsible for coastal erosion (Stive et al., 2002) or flooding
areas whose repeated restoration might be inefficient and
the land is abandoned.

The acceleration of the sea level rise along the coastal
mid-Atlantic in recent decades, where the climate is strongly
influenced by the Gulf Stream (GS), is possibly caused by the
Atlantic Meridional Overturning Circulation (AMOC) and its
upper branch, the GS. Consequently, coastal communities
have observed a significant increase in flooding frequency in
the last years (Mitchell et al., 2013).

By the hypothesis that the variation in the GS location and
strength is responsible on changes in the sea surface height
gradient across the GS and, consequently, the sea level
variability on both sides of the stream, the elevation of
the sea surface gradient is proportional to the surface velo-
city of the GS. Then, the weakening of the GS strength will
raise the sea level northwest of the GS; which is suggested by
several recent studies (e.g., Ezer and Corlett, 2012; Ezer
et al., 2013; Levermann et al., 2005; Sallenger et al., 2012).
The impact of the GS variation on coastal sea level has been
demonstrated by many observations (Sweet et al., 2009) and
circulations models (Ezer, 2001) of the Atlantic Oceans and,
also, by Global Climate models (Yin et al., 2009).

The effects of continuous changes in atmospheric patterns
on sea level dynamic and stormy events have been investi-
gated through a series of probabilistic approaches based on of
climate indices by the use of nonstationary analyses of
extremes (e.g. Minguez et al., 2012). Marcos et al. (2012)
have related changes in the median and the higher-order
percentiles of observed water levels in the Mediterranean
Sea by the large-scale atmospheric circulation of winter
North Atlantic Oscillation (NAO). Moreover, Menendez and
Woodworth (2010) have demonstrated that changes in
extreme events are due to changes in mean sea levels; they
have reported the important role of the NAO and the Arctic
Oscillation (AO) indices on the extreme sea level variability
along the European coasts. Then, Masina et al. (2015) have
shown a similar behavior between the regional and global
scales at Venice and Porto Corsini (Adriatic Sea) from a
detailed analysis of the annual mean sea level evolution.
They have evidenced a relation between increasing extreme
water levels since the 1990s and changes in wind regime, in
particular, the intensification of Bora and Sirocco winds
events whose intensity and frequency have been increased
after the second half of the 20th century.

One of the challenges in investigating the sea level
dynamic with global patterns related to Climate circulation
is how to identify the multi-scale variability associated with
the different physical processes involved.

In the framework of the further altimetry mission of Sur-
face Water and Ocean Topography (SWOT), planned for
launch in 2021, Turki et al. (2015) have investigated the
low-frequencies of the sea level variability in the eastern
English Channel (NW France) at annual and inter-monthly
scales. Such changes result from the combining effect of
meteorological and oceanography forces with an important
contribution of the hydrological signal coming from the Seine
river; the climate signature of the NAO circulation is also
observed at the annual scales. Massei et al. (2017) have
focused on the relation of the local Seine hydrological varia-
bility with the global climate patterns, and the time-scale
dependence of this connection by developing a downscaling
modeling basing on an empirical statistical approach. Their
works have shown that the multi-scale links between the sea
level pressure (SLP) and the regional hydrological variations
are statistically significant for frequencies greater than
2 years (3.2-yr, 7.2-yr and 19.3-yr); they should be caused
by coupling effects of North-Atlantic oceanic paths and atmo-
spheric circulation.

In this context, the present research has been carried out
to investigate the multi-time-scale variability of the sea level
in the Seine Bay (South English Channel) and its exceptional
events in relation with the global climate patterns by the use
of high-resolution spectral techniques. A special focus is
devoted to the connection of stormy events and their occur-
rence with the atmospheric circulation. The paper is orga-
nized as follow. After the introduction, the second section
presents the data and the methodological approach used.
Section 3 provides all results and discussions of the multi-
scale sea level variability in relation to the exceptional
events and the teleconnections of the atmospheric circula-
tion. Finally, some concluding remarks and further
researches are presented in Section 4.

2. Data and methodological approach

2.1. Sea level and climatological data set

Hourly sea level measurements, extracted from Le Havre tide
gauge between 1964 and 2010, have been provided by the
National Navy Hydrographic Service (http://refmar.shom.fr/
en/home); see Fig. 1. Climatological data in the North
Atlantic zone have been extracted from the National Center
for Environmental Prediction and National Center for Atmo-
spheric Research-1 (NCEP/NCAR-1) reanalysis (Kalnay et al.,
1996) with a time resolution of a month. This dataset repre-
sents the North Atlantic atmospheric dynamics over the
North Atlantic region (758W—358E and 158E—758N) with a
horizontal spatial resolution of 2.5*2.5 (i.e., 1125 grid-
points). As suggested by previous researches, SLP field is
considered as a good indicator for the local hydro-climatic
conditions (e.g., Massei et al., 2017; Ruigar and Golian,
2015); it has been used in the present analysis and will be

http://refmar.shom.fr/en/home
http://refmar.shom.fr/en/home


Figure 1 Study area: the Seine Bay located in the south-eastern English Channel (NW France).
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referred to “large scale” in the subsequent parts of the
analysis while local scale” refers to the sea level.

2.2. Tidal modulation and residual sea level

The total sea level height, resulting from the astronomical
and the meteorological processes, exhibits a temporal non-
stationarity explained by the combining effects of the long-
term trend in the mean sea level, the modulation by the
deterministic tidal component and the stochastic signal of
surges, and the interactions between tides and surges. The
occurrence of extreme sea levels is controlled by periods of
high astronomically generated tides, in particular at inter-
annual scales when two phenomena of precession cause
systematic variation of high tides. The modulation of tides
contributes to the enhanced risk of coastal flooding.

The separation between tidal and non-tidal signals is an
important task in any analysis of sea level timeseries. The
stochastic component associated with the non-tidal variation
in the Seine Bay, extracted from Le Havre tide gauge, is
mainly explained by the meteorological and the hydrological
effects of the Seine river reaching the bay during flood
events. By the hypothesis of independence between the
astronomical and the stochastic effects, the non-linear rela-
tionship between both components is not considered to
separate the tidal modulation from the total sea level.

Using the classical harmonic analysis, the tidal component
has been modeled as the sum of a finite set of sinusoids at
specific frequencies to determine the determinist phase/
amplitude of each sinusoid and predict the astronomical
component of tides. In order to obtain a quantitative assess-
ment of the non-tidal contribution in storminess changes,
technical methods basing on MATLAB t-tide package have
been used to estimate year-by-tear tidal constituents. The
sea level measurements present strong tidal modulations
which have long been recognized by their significant effects
on long-term changes (e.g., Gratiot et al., 2008); in parti-
cular, those produced at inter-annual scales. These processes
result from 18.61-year lunar nodal cycle and the 8.85-year
cycle of lunar perigee and influence the sea level as a quasi
4.4-year cycle (Menendez and Woodworth, 2010; Wood,
2001; Woodworth and Blackman, 2004).

A year-by-year tidal simulation (Shaw and Tsimplis, 2010)
has been applied to the sea level timeseries to determine the
amplitude and the phase of tidal modulations using harmonic
analysis fitted to 18.61, 9.305, 8.85, and 4.425-year sinusoi-
dal signals (Pugh, 1987).

2.3. Demodulated surges by the use of envelope
technique

Once the annual sea level trend and the tidal components
have been removed, the residual signal has been used as
'surges' to be demodulated by an envelope approach, a
preliminary step before the frequency decomposition by
the multi-resolution wavelet.
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Determining envelopes of a statistical signal is generally
used for detecting the amplitude modulation. In the present
research, the objective is to detect if any (and what) under-
lying low- frequency component controls the variations of the
sea level signal amplitude. The most known envelope is the
analytic one based on the Hilbert transform. However and in
practice, calculating envelopes of real signals in environ-
mental contexts is different from analytic ones, although
these uniquely define envelopes (Yang, 2017). The most
methods for envelope identification depend on extrema
detection followed by a low-pass filter. The envelopes of
real signals are obtained using a spline interpolation from
extrema sequences, as used for instance in the empirical
mode decomposition (EMD) (Massei and Fournier, 2012; Mas-
sei et al., 2017). Here, the present work is more particularly
interested in high surges with extreme values from consider-
ing only the upper envelope of a real-valued surge signal by
identifying all the local maxima and interpolating between
them using a cubic spline.

2.4. Atmospheric composite maps

The relationship between the local sea level variability and
the global atmospheric patterns has been investigated to
identify the physical links at different time-scales by the use
of the Sea Level Pressure (SLP) field. The procedure for
investigating this global/local scale connection consists in
decomposing both the SLP field and the surge signal across
the different time-scales into a series of wavelet details (WD)
using a multiresolution analysis.

Then, for each wavelet time-scale, an associated SLP
composite map is constructed by: (1) calculating the
Figure 2 (a) The maxima envelope (thick line) of the mean month
original SS, demodulated SSM surges, and the difference SS�SSM.
point-wise (i.e. at each grid-point) positive temporal mean
of the SLP field WD at this scale for high values of the
corresponding surge WD, (2) similarly, calculate the point-
wise negative temporal mean of SLP field WD for low values of
surge WD, (3) computing the difference positive mean-nega-
tive mean SLP value at each grid point (Massei et al., 2017).
Here, “high” and “low” values of sea level WD have been
chosen such as they exceed +0.5 or fall below �0.5 standard
deviation (SD). Statistically significant regions have been
estimated for each wavelet scale from the highest to the
lowest frequencies; the degrees of freedom has been
adjusted according to the wavelet scale and the “effective”
sample size N from the actual sample size N has been
calculated according to the first order autocorrelation coef-
ficient AR[1] of each of the two positive and negative mean
SLP WD (Mitchell et al., 1966).

3. Results and discussions

3.1. Sea level dynamic and exceptional events in
the Seine Bay

The sea level variability in the Seine Bay has been investi-
gated from the 46-year record. Once the tidal components
and the regressive trend of the sea level rise were removed,
the signal of surges has been demodulated by an envelope
approach; then, the upper envelope has been calculated by
joining local extrema and using a spline function (Fig. 2a).

Taking the Fourier transform of the original and the
demodulated surges, the spectrums SS and SSM have been
simulated in Fig. 2b with the aim to illustrate the different
frequency components characterizing each signal. Compar-
ly surges (thin line) between 1961 and 2010; (b) spectrum of the
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ing both spectrums shows that the interpolative envelope
contains the message signal of the original surges: similarities
of the main components with the most vibration of the high-
frequency components in the original signal vs a clear illus-
tration of low-frequency components in the demodulated
signal. Hence, the simulated upper envelope can be used to
modulate the main information of nonstationary surges.

The interpolative envelope, used for demodulating non-
stationary surges, contains the lower chirp signal component
with the fault characteristic frequency and its harmonic
interferences. The demodulated surges cover a series of
frequencies with different time-periods able to reconstruct
the most variability of the original signal. This result confirms
the last investigations reported by Yang (2017); they have
concluded that the envelopes of real-valued stationary and
nonstationary signals contain some low-frequency compo-
nents of the original signal and some new components gen-
erated by the new-Nyquist extrema sampling.

Fig. 3 displays the continuous wavelet spectrum of the
total sea level (a), surges (b) and the demodulated surges (c).
The first spectrum (Fig. 3a) shows that most of the energy is
homogenously located around 1-yr with more than 90% of the
total variance. By removing the astronomical components,
the signal of surges reveals the existence of frequencies
lower than 1-yr, differently distributed at 2-yr and 4-yr
scales; it illustrates a non-homogenous repartition during
the period 1964—2010 (Fig. 3b) with two peaks of energy
in both periods 1970—1980 and 2000—2001. The 2-yr and 4-yr
frequencies are even more pronounced in the spectrum of
the demodulated surges where the interannual and the
interdecadal frequencies of 8-yr and 15-yr, respectively,
are clearly structured with a high concentration of energy
(Fig. 3c).

A multiresolution analysis has been applied to the demo-
dulated surges with the aim to extract the different compo-
nents explaining the total variability of the envelope. The
process has resulted in the separation of 9 components, the
so-called wavelet details numbered from D1 to D9.

The different wavelet details have been associated to the
following time-scales: intermonthly (D1, D2 and D3), annual
(D4), interannual (D5, D6 and D7) and interdecadal (D8 and
D9) scales. The most part of these frequencies has been
illustrated as peaks of energy in the continuous wavelet
spectrum (Fig. 3c).
Figure 3 Continuous wavelet diagram of the monthly mean sea lev
surges (maxima envelope) between 1964 and 2010.
The focus of the present research is to investigate the key
role of the low-frequency components (higher than 2-yr) with
a mean explaining variance of 82.7% from the total demo-
dulated signal (Table 1): �2.1-yr, �4-yr, �7.8-yr, �15.6-yr
and �21.3-yr. This distribution of variance between 2-yr and
21-yr implies the importance of the large-scale variability in
surges of the Seine Bay.

Similar scales, reported by Massei et al. (2017) from Seine
watershed precipitations, have only presented a mean
explained variance of 30% showing a low contribution of
the large-scales in the total energy of the signal and high-
lighting the eventual weak dependence between high and
low frequencies. In the case of high discrepancies between
the different frequencies composing some statistical signals
and with the aim to extract their low-frequency components,
demodulating their evolution by the use of the envelope
technique should be a useful way to investigate more deeply
their large-scale behavior.

A total of 36 exceptional stormy events (from E1 to E36)
produced in the Seine bay during the period 1964—2010 and
with surges higher than 2-yr return period level has been
extracted from REFMAR data base (Table 2). The different
storms have been reported to the low-frequency components
of the demodulated surges by vertical color bars (Fig. 4).

Five categories have been defined and attributed to the
different storms according to their surge return period (Re):
“A” with Re = 2-yr, “B” 2-yr <Re<5-yr, “C” with 5-yr
<Re<10-yr, “D” with 10-yr <Re<20-yr and “E” with
Re > 20-y using gray, yellow, red, purple and dark purple
colors, respectively. The closing events succeeding in time
within a given period (days to months) are represented in
Fig. 4 by only one vertical bar whose color is attributed to the
higher category of storms produced during this period.

The first two categories of storms with a moderate surge
return period are related to higher frequencies and can be
observed at scales smaller than �4-yr. For example, stormy
events E8, E16 and E17-19 of the category “A” (gray box in
Fig. 4) are mainly manifested at 2.1-yr and seem to be not
expressed at higher scales. E3-7, E9-10 and E32-34 of the
category “B” (yellow box in Fig. 4) are well observed at
the interannual scales 2.1-yr and 4-yr. The events E1, E11,
E20-21, E35 and E36 of the category “C” (red box in Fig. 4) are
manifested at the three scales 2.1-yr, 4-yr and 7.8-yr. The
category “E”, E13, E28-29 and E30-31 (dark purple box in Fig. 4),
el: (a) the total sea level, (b) the surges and (c) the demodulated



Table 1 Equivalent Fourier period, standard deviation and energy, expressed as the percentage of total standard deviation of the
maxima envelope, associated with each component (i.e. wavelet details and smooth) of Seine surges between 1964 and 2010.

Surges D1—D4 D5 D6 D7 D8 D9 Total

Fourier period (yr) ��1 �2.1 �4 �7.8 �15.6 �21.3 —

Standard deviation (m) 0.01 0.009 0.005 0.0035 0.003 0.005 —

Energy (%) 17.3 32 26 11 8 5.7 100
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is fully manifested at the different time-scales while E2,
E14-15 and E23-27 of the category “D” (purple box in Fig. 4)
pass away the lowest frequency of 21.1-yr.

According to this analysis, 36 high stormy events (Re > 2-
yr) have been identified during a period of 46 years; they are
of different categories depending on the surge return period
and the time-scale associated with the spectral period:
19 events of category “A” with 2.1-yr, 6 events of category
“B” with 4-yr, 5 events of category “C” with 7.8-yr, 3 events
Table 2 List of stormy events produced between 1964 and 2010;

Number of event Date of event Return

E1 20 January 1965 5—10 

E2 27 November 1965 10—20
E3 11 March 1967 2 year
E4 04 October 1967 2—5 y
E5 13 November 1967 2 year
E6 02 November 1967 2—5 y
E7 07 January 1968 2 year
E8 06 July 1969 2 year
E9 06 February 1974 2 year
E10 09 February 1974 2—5 y
E11 25 December 1976 2—5 y
E12 15 December 1979 2 year
E13 13 December 1981 >20 y
E14 25 October 1984 2 year
E15 22 November 1984 10—20
E16 15 October 1987 2 year
E17 20 December 1989 2 year
E18 03 January 1990 2 year
E19 26 February 1990 2 year
E20 20 January 1994 2—5 y
E21 15 April 1994 5—10 

E22 19 February 1996 2 year
E23 25 December 1999 10—20
E24 22 January 2000 5—10 

E25 08 February 2000 2 year
E26 04 April 2000 2 year
E27 02 September 2000 2 year
E28 10 October 2000 >20 y
E29 29 October 2000 2 year
E30 17 September 2001 >20 y
E31 28 December 2001 2 year
E32 08 February 2004 2 year
E33 10 December 2004 2 year
E34 08 April 2005 2—5 y
E35 11 March 2008 5—10 

E36 09 January 2009 5—10 
of each category “D” and “E” with 15.6-yr and 21.3-yr,
respectively.

The distribution of storms is not homogeneous in time and
their occurrence according to the different categories takes
a nonstationary behavior since the number of events in a
window of one-year changes in time. Results have shown that
24 among 46 years do not display any significant event
(Re > 2-yr) emphasizing alternating phases of moderate
energy and storminess. Moderate phases with non-significant
 only storms with surge return period (Re) higher than 2 years.

 period of surges (Re) Tidal cycle

years Spring tide (coefficient 102)
 years Neap tide (coefficient 68)
s Neap tide (coefficient 86)
ears Spring tide (coefficient 113)
s Neap tide (coefficient 63)
ears Spring tide (coefficient 111)
s Neap tide (coefficient 50)
s Neap tide (coefficient 67)
s Spring tide (coefficient)
ears Spring tide (coefficient 112)
ears Neap tide (coefficient 70)
s Neap tide (coefficient 66)
ears Spring tide (coefficient 104)
s Spring tide (coefficient 100)
 years Spring tide (coefficient 102)
s Neap tide (coefficient 28)
s Neap tide (coefficient 90)
s Spring tide (coefficient 103)
s Spring tide (coefficient 106)
ears Neap tide (coefficient 50)
years Spring tide (coefficient 100)
s Spring tide (coefficient 113)
 years Spring tide (coefficient 104)
years Spring tide (coefficient 106)
s Neap tide (coefficient 88)
s Spring tide (coefficient 98)
s Spring tide (coefficient 94)
ears Spring tide (coefficient 101)
s Spring tide (coefficient 95)
ears Spring tide (coefficient 115)
s Neap tide (coefficient 74)
s Spring tide (coefficient 90)
s Neap tide (coefficient 79)
ears Spring tide (coefficient 104)
years Spring tide (coefficient 106)
years Spring tide (coefficient 108)



Figure 4 Multiresolution decomposition of the monthly surges, using the so-called, redundant, maximum-overlap discrete wavelet
transform. Wavelet detail at scales higher than 1 year: 2.1-yr, 4-yr, 7.8-yr, 15.6-yr and 21.3-yr. The 36 exceptional stormy events with
different categories function of their return period (Re), occurred during the period 1964—2010, are illustrated by colored boxes: “A”
(gray line) Re = 2-yr, “B” (yellow line) 2-yr < Re < 5-yr, “C” (red line) 5-yr < Re < 10-yr, “D” (purple line) 10-yr < Re < 20-yr and “E”
(dark purple line) > 20-yr.
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storms are longer with 3—4 successive years during the first
35 years (1964—2000) and decrease to 2 years in the begin-
ning of the last decade when the succession of events seems
to be more important. Stormy phases display different cate-
gories of events mainly distributed between November and
February with only 11% of storms observed in October. Some
events for each of September (2000, 2001), April (1994 and
2000) and March (1967 and 2008), July (1967) have been
associated with the category “A”.

This connection between the low-frequency components
and the historical record of the exceptional events suggests
that storms would occur differently according to a series of
physical processes oscillating at multi-time-scales; these
processes control their frequency and their intensity.

The seasonal dependence between stormy events and the
extreme sea levels, already observed in previous works (e.g.,
Tsimplis and Woodworth, 1994), is mainly caused by astro-
nomical forces of spring tides and meteorological conditions
of seasonal storms. This dependence explains the distribution
of storms and their organization in time; which is strongly
related to the large-scale variability of surges. For example,
the four storms of 1967 (E3 to E6) and the five storms of 2000
(E25 to E29) show a seasonal dependence in their succession,
tidal phase and intensity (return period).

The combining effect of local driven forces with meteor-
ological, oceanographic and hydrological origins explains the
most significant of the stochastic signal of surges in the Seine
Bay where the fluvial activity plays an important role in
changes of water elevations. This activity is largely observed
during flooding periods; an example is produced in December
2001 (e.g., Massei and Fournier, 2012) when E31 of the
category A has occurred.

The origin of physical processes responsible for storm
surges exhibits a temporal nonstationary behavior due to a
combination between the seasonal, the interannual and the
interdecadal variability, and a non-linear interaction
between the different time-scales. The assessment of the
nonstationary effect on the estimation of extreme surges
should be largely considered in the methods of extreme
analysis by the use of the nonstationary models. For example,
a time-dependent Generalized Extreme Value (GEV) distri-
bution has been used by Masina and Lamberti (2013) to model
the nonstationary features contained in the sea level time
series by introducing the seasonality effect of GEV para-
meters (location, scale and shape) in order to improve the
fitting of extreme values and reduce the uncertainty on the
estimation of the return levels.

3.2. Relationship between storm surge dynamics
and the atmospheric patterns

This section is focused on the connection between the local
large-scale variability of surges and the global climate
changes induced by the atmospheric circulation.

The climate patterns, extensively studied over the last
two decades, have been mainly described by the NAO
mechanisms (e.g. Hurrell et al., 2003). The SLP fields cover-
ing the English Channel, between 1964 and 2010, have been
used with their different structures to characterize the
climate patterns from the wavelet multiresolution decom-
position into different time-scales.

Five composite maps have been calculated from the SLP
field and the large-scale components of demodulated surges
(Fig. 5). Provided maps are focused only on low frequencies
ranging between 2.1-yr (D5) and 21.3-yr (D9) whose fluctua-
tions correspond to oscillations periods less than half the
length of the time series, and with the high-energy contribu-
tion on the variance of the total signal. As suggested by these



Figure 5 Composite maps of SLP generated for each scale based on surge variability. Black dashed lines indicate statistically
significant regions (Student t-test with a 95% confidence limit).
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composite maps, the relationship between the demodulated
surges and the SLP fields is statistically significant and varies
spatially in magnitude and phase. The spatial extent and the
location of high-low pressure regions displayed by the atmo-
spheric patterns are organized differently according to the
time-scales of variability. Both 2.1-yr and 7.8-yr time-scales
have shown dipolar structures with high-pressure anomalies
located over the northern North Atlantic/sub-Arctic regions
and low-pressure anomalies across the Atlantic (2.1-yr time-
scale) and developing toward the English Channel and the
North Sea (7.8-yr time-scale). Such dipolar structures can be
associated with the typical western circulation, reminiscent
of the negative NAO regime, more particularly for the 7.8-yr
time-scale. This distribution should be attributed to the
cyclonic circulation over northwestern Europe (508N) with
an alternating increase and decrease of West moisture fluxes
from the Atlantic Ocean to the southern side of the English
Channel and the Seine Bay.

On the contrary, 4-yr (D6), 15.6-yr (D8) and 21.3-yr (D9)
time-scales have pointed North-South structures that could
not be related to western circulation. Trough-shaped SLP
anomalies in the center of the North-Atlantic basin would
suggest weakened western circulation dynamics that would
not be preeminent at these time-scales. In their analysis of
multi-time-scale hydroclimate dynamics over the Seine river
watersheds in Northern France, Massei et al. (2017) have
found similar pattern shapes of SLP composites calculated
from the Seine rainfall at the same time-scales.

Similar low-frequency oscillations have also been outlined
by Feliks et al., 2011 in relation with NAO patterns of the
simulated marine atmospheric boundary layer (MABL) forced
with SST from a simple Ocean Data Analysis. Such relations to
NAO index have been also observed by Turki et al. (2015) from
the sea level fluctuations for scales between 1-yr and 3-yr,
while the origin of higher frequencies, smaller than 1-yr, is
related to the seasonal cycle of alternating high-low energy
and changes in river discharges and temperature.

The different time-scales of the local variability of surges
is not linearly related to the atmospheric circulation pro-
cesses since their spatial extent, highlighted by the wavelet-
based composite analysis, seems to be not fully similar
according to the different scales of the hydro-climatic varia-
bility; each time-scale is associated with a determined phy-
sical mechanism explaining the oscillation period of changes.

The “switch on” and “off” of the influence of climate
patterns on the variability of surges have an important
application for many predictability issues. In this way, if
SLP structures and surges anomalies are of similar patterns,
the use of surges for predicting its variability from the SLP
patterns at different time-scales could increase the accuracy
of statistical predictions. At these scales, the atmospheric
teleconnections explained by a series of physical mechanisms
show a nonstationary behavior with a focus in the stochastic
variability of surges.

This behavior is still under debate (Martin-Rey et al.,
2012; Polo et al., 2008; Rodriguez-Fonseca et al., 2009).

According to their works related to the nonstationarities
of the Atlantic influence on the Pacific in the 20th century,
Lopez-parages et al. (2013) have shown that the statistical
predictability of the rainfall variability can be improved by
selecting the most suitable predictors depending on the
period on which the prediction is carried out. They have
also suggested that the nonstationary link between rainfall
and SST takes place when the dipolar patterns of rainfall is



I. Turki et al./Oceanologia 61 (2019) 321—330 329
reinforced and coincides with negative phases of the AMO
(Atlantic Multidecadal Oscillation) index along the 20th
century.

Hence, the results obtained here point out a nonstationary
behavior of the teleconnections between the local surges and
the global SLP field, in particular for the interannual oscilla-
tions modulated by the interdecadal scales. The physical
coherent modulation at a multi-scale variability is mainly
related to the atmospheric circulation influenced generally
by ocean currents and the Gulf Stream (GS). Several questions
behind the reasons for this nonstationary teleconnections
remain open, as the origin of the modulating factors.

In fact, the sea level pressure (SLP) and the baroclinic
instability of wind stress are related to the GS path as given by
NCEP reanalysis. In fact, the dominant signal is a northward
(southward) displacement of the GS after the NAO reaches
positive (negative) extrema (Frankignoul et al., 2001).

In the present context of global changes, the underlying
issue of rising sea levels is combined to more stormy events
and extremes. The increasing trend of stormy events in the
Seine Bay, probably induced by the sea level rise scenarios of
the English Channel, should be highly correlated with large
variations in the GS transport (Ezer et al., 2013). The hypoth-
esis of the GS transport reduction resulting in slower surface
geostrophic currents, smaller gradients across the GS, and
higher variations in the coastal sea level in the north GS has
been supported by global climate models and satellite obser-
vations. Ezer et al. (2013) have demonstrated a strong rela-
tion between the coastal sea level changes and the GS
variations on time-scales ranging from a few months to many
decades with an increasing explained variance. The shift of
the GS from 6—8 year oscillation cycle to a continuous
weakening trend since the beginning the last century; which
corresponds to the period of changes in storm organization
and an increase in their frequency in time.

4. Conclusions

This research is focused on investigating the nonstationary
dynamic of surges in the Seine Bay (southern side of the
English Channel, NW France) and its nonlinear relationship
with the global atmospheric circulation basing on a spectral
approach of wavelet multi-resolution decomposition. By the
use a new technique of envelope for demodulating surges,
the large-scale variability has been quantified during 46 years
(1964—2010). A total of 36 exceptional stormy events has
been reported to the interannual (2.1-yr, 4-yr and 7.8-yr) and
interdecadal (15.6-yr and 21.3-yr) time-scales of surges.
Results have suggested a strong connection between the
categories of storms, their intensity (return period 'Re')
and their organization in time with the large-scale variability
of surges. In fact, the interannual scales of 15.6-yr and 21.3-
yr have been linked to stormy events with Re higher than
10 years; storms with Re of 2 years are only manifested at 2.1-
yr scales, while events with Re between 2 and 10 years have
been reported to 4-yr and 7.8-yr scales. Dipolar patterns of
high-low pressures have been detected at 2.1-yr and 7.8-yr
scales and should be related to the western circulation
having an impact on the sea surge maxima, while the varia-
bility of 4-yr, 15.6-yr and 21.3-yr should obey to different
mechanisms related to the pronounced North-South circula-
tion processes and NAO, as interpreted from the distribution
of SLP anomalies.

The present investigation brings some interesting results
about the nonstationary behavior the teleconnections
between the local surges and the global climate circulation
at large-time scales. By simulating the low-frequency com-
ponents of demodulated surges and SLP fields, results have
highlighted the important role of the interdecadal frequen-
cies in the modulation of interannual variability. Deeper
investigations related to the physical mechanisms responsi-
ble for this nonstationary dynamic are required in order to
improve our understanding of the system climate-ocean
changes.

The conclusion of this research suggests that wind—stress
variations driven by energetic currents such as the GS may
play a key role in coastal sea level changes. Establishing a
strong connection between large-scale sea level changes
with flooding risks and the GS gradients could improve our
understanding of the relation between the global climate
patterns and the local sea level changes; also allow us to infer
the future projections of sea level change and extreme
events.

This finding can represent a step forward in the under-
standing of the role of the sea level surges and should be
useful to improve the downscaling models of sea surges,
therefore allowing a better assessment of flood risks. Further
works will be focused on developing the large-scale/local-
scale nonstationary models by the use of different large-scale
variables related to the atmospheric circulation. This may
allow proposing the improved statistical downscaling models
and exploring the capabilities of such models to produce
forecasts of the probability of extreme sea level trends by
considering the interannual and the interdecadal variability
of global climate patterns.
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Summary We investigated air-sea carbon dioxide (CO2) transfer in situ to determine the role of
wind and turbulence in forcing gas transfer. In situ gas transfer velocities of CO2 were measured
with a floating chamber technique along the Norwegian coast and inside the Sogne- and
Trondheimsfjord. Gas transfer velocities were related to wind speed and turbulence, but neither
wind speed nor turbulence can satisfactorily predict gas transfer velocity. However, comparison
to existing wind-based parameterizations showed that the data from this study have a similar
trend. Generally, we measured higher transfer velocities than the parameterizations predict. In
the North Atlantic, we measured transfer velocities of up to 54.9 cm h�1 versus predicted transfer
velocities of 6.3 cm h�1 at a wind speed of 3.7 m s�1. In addition, we observed that measurements
of transfer velocities at wind speeds below 4 m s�1 are higher than predictions. Wind-based
parameterizations are lacking data in the low wind regime for validation, and we provide 25 data
points for this critical wind speed range. Overall, results indicate that Norwegian fjords and the
adjacent North Atlantic are sinks for atmospheric CO2 during summer, with uptake rates of �9.6
� 7.6 mmol m�2 min�1 and �4.1 � 1.7 mmol m�2 min�1, respectively. Due to the low partial
pressure of CO2 in the upper water layer of the stratified fjords (down to 150.7 matm), the
Sogne- and Trondheimsfjord absorb 196 tons of carbon per day during the summer.
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Figure 1 Map of the sampling region during cruise HE491
(southwestern Norway), with all stations that are analyzed in
this study. The map was produced using Ocean Data View
(Schlitzer, 2017, Ocean Data View, https://odv.awi.de/).
1. Introduction

Since the beginning of the Industrial Era, the atmospheric
concentration of carbon dioxide (CO2) has increased by
128 ppm, to approximately 405 ppm in 2017 (Le Quéré
et al., 2018). Due to the continuous increase of anthropo-
genic CO2 emission and its property as a greenhouse gas,
understanding how the ocean absorbs CO2 is crucial in cli-
mate research. For example, about 25% of anthropogenically
released CO2 is taken up by the oceans (Takahashi et al.,
2009). It is therefore essential to determine exchange rates
of CO2 between the atmosphere and the ocean for reliable
estimation of the global carbon budget.

The CO2 uptake by the oceans influences water chemistry
and leads to ocean acidification because aqueous CO2 reacts
to carbonic acid, bicarbonate, and carbonate ions (Fabry
et al., 2008). Ocean acidification, also known as “the other
CO2 problem” (Doney et al., 2009), has become an important
field of study to obtain a better understanding of its effect on
marine ecosystems (e.g., Hong et al., 2017; Kroeker et al.,
2013). With global warming and ocean acidification, two
highly debated environmental issues are directly related to
the concentration of CO2 in the atmosphere and the role of
the oceans regarding the uptake of CO2 from the atmosphere.

Whether the ocean acts as a source or a sink for CO2

depends on the partial pressures of CO2 in the ocean
( pCO2,ocean) and the atmosphere ( pCO2,atm). These partial
pressures try to reach an equilibrium; e.g., CO2 gets dissolved
in the ocean if pCO2 is lower in the water than in the atmo-
sphere, until pCO2,ocean is equal to pCO2,atm. The air-sea flux
rate of CO2 depends on the difference of the partial pressures
and the gas transfer velocity, also represented by the letter
k. However, field measurements of gas transfer velocities (k)
are challenging (Vachon et al., 2010). For this reason, it is
common that k are estimated from parameterizations, solely
based on wind speed (Wanninkhof, 2014), to compute fluxes
and the global ocean budget (Takahashi et al., 2009). The gas
transfer velocity is often parameterized to wind speed
because it is well-known that wind-driven near-surface tur-
bulence has a major influence on k (Ho et al., 2011; Vachon
et al., 2010; Zappa et al., 2003). However, the wide span of
wind-based parameterizations indicate that other parameters
affect the velocity, such as surfactants, microscale wave
breaking, bubbles, rain and biological and chemical enhance-
ment (Garbe et al., 2014). For this reason, field-based mea-
surements of k are important to gain a mechanistic
understanding of gas exchange processes and to validate
parameterizations. Indeed, few studies report the agreement
of parameterizations between field studies (Ho et al., 2006;
McGillis et al., 2001; Wanninkhof, 1992). While data for
moderate wind speeds exist (reviewed by Johnson, 2010),
data for low (<4 m s�1) and high (>15 m s�1) wind speeds are
lacking (Johnson, 2010; Ribas-Ribas et al., 2018a).

The aim of this study is to contribute to advanced knowl-
edge of air-sea CO2 exchange velocities under different field
conditions. We compared measurements from two Norwe-
gian fjords with transects from the inner parts to the adja-
cent North Atlantic. A drifting buoy with a floating chamber
was deployed to measure in situ k and relate them to
coherent measurements on turbulence and wind speed.
Moreover, we compared the field measurements to existing
parameterizations and provide new data to the low wind
regime.

2. Material and methods

2.1. Study area

The data were collected during cruise HE491 onboard the r/v
Heincke from July 8 to 25, 2017. Stations were located in the
Sognefjord, the Trondheimsfjord, and along the Norwegian
coast, as shown in Fig. 1. The Sognefjord is the world's
second-longest (205 km) and deepest (up to 1308 m) fjord
(Manzetti and Stenersen, 2010). With a length of 130 km,
Trondheimsfjord is the third-largest Norwegian fjord. Fjords
are high-latitude estuaries that were formed by glaciers
(Syvitski et al., 1987). They typically have deep basins that
are separated from the shallower coastal ocean through a
sill. The depths of the sill in the Sognefjord and the Trond-
heimsfjord are 155 m and 195 m, respectively (Mascarenhas
et al., 2017). Due to large freshwater inputs, water masses of
fjords are commonly stratified (Stigebrandt, 2012). However,
only the upper 5 to 15 m of the water column in the Sogne-
and Trondheimsfjord show a strong salinity gradient, and the
lower water masses are well-mixed. The Sognefjord shows a
strong salinity gradient in the surface layers from the inner to
the outer fjord due to large freshwater inputs from glacial
meltwater (Mascarenhas et al., 2017). Both the Sogne- and
Trondheimsfjord are influenced by semi-diurnal tides. The
Norwegian coastal current consists of water from the Atlantic
Ocean and the North Sea, which mixes with less-saline water
masses from the Baltic Sea and the runoff from the Norwegian
coast (Sætre et al., 2003). The Norwegian Coastal Current

https://odv.awi.de/
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transports heat and less-saline water northwards (Skagseth
et al., 2011).

2.2. Field sampling

We deployed an autonomous drifting buoy (Sniffle) to mea-
sure in situ data on gas transfer velocities (k), which is
described in detail by Ribas-Ribas et al. (2018b). To measure
the k of CO2, we used the floating chamber (FC) technique
(Kremer et al., 2003) by monitoring pCO2 over time inside the
chamber, floating upside-down within the perimeter of Snif-
fle. Sniffle measured pCO2 in the air ( pCO2,atm), in the water
( pCO2,ocean), and in the FC ( pCO2,FC) with an integrated
infrared gas analyzer (IIRGA) (SubCtech OceanPackTM, LI-
COR LI-840�, range: 0 to 3000 matm � 1.5%). pCO2,ocean

was measured for 40 min through a 1—2-mm flat-silicone-
membrane-equilibrator at a depth of 1.2 m. The upside-down
floating chamber had a volume of six liters (diameter:
0.33 m). It was connected to the IIRGA via gas-tight tubing
(Swagelok, inner diameter: 6.4 mm). pCO2,FC was measured
twice in a sequence, each time over 15 min. From station 5 to
station 15, only data from the last 9 min were used due to
nonlinearity in the beginning of the cycles. Before record-
ing pCO2 inside the chamber, air in the floating chamber was
exchanged completely by four air pumps (NMP 830 KNDC-B,
KNF, flow rate = 2.5 L min�1). pCO2,atm was measured
before and after each deployment for one hour on the deck
of the r/v Heincke while on the station. For later calcula-
tions, the mean of all stable pCO2,atm measurements taken
on the cruise was used.

Temperature, air pressure, and humidity inside the float-
ing chamber were recorded with a UNI-T UT330C USB data
logger at 30-s intervals. The drift of Sniffle was monitored by
a GPS logger (GT-730FL-S, Canmore, Taiwan) every 10 s.
Additionally, Sniffle was equipped with two acoustic doppler
velocimeters (ADVs) (Nortek) to measure the turbulent
kinetic energy (TKE) at approximately 0.1 m depth. The first
ADV is located underneath the floating chamber, and the
second ADV approximately 0.55 m outside the chamber's
perimeter. The inner ADV was equipped with an inertial
motion sensor (IMU) (Microstain 3DM-GX3-25-OEM) to correct
TKE for the movement of Sniffle. A correction was performed
according to Kilcher et al. (2016), and data treatment of TKE
is described by Ribas-Ribas et al. (2018b).

Conductivity (�0.2%) and temperature (�0.18C) at 1 m
depth were measured from the research catamaran Sea
Surface Scanner (S3) (as described in Ribas-Ribas et al.
(2017)). Wind speed and air temperature were measured
at 3 m height by a weather station mounted on S3 (Davis
Instruments, Vantage Pro2, range wind speed: 0.5 to 89
� 1 m s�1; range air temperature: �40.0 to 65.0 � 0.38C).
Wind speed was converted to u10 according to Kleemann and
Meliß (1993): u10 ¼ ð10=HÞg��uH (H = 3 m, uH = wind speed at
H, g* = 0.16 for open water). The wind speed data taken by S3

were compared to the wind speed measurements on the
research vessel (Thies Clima, Windgeber Classic, 0.3 to
50 m s�1 � 2% or 0.3 m s�1) at 23 m height (converted to
u10 as described above). During deployment, Sniffle and S3

were drifting together with a distance of approximately 20 m
to collect data from the same water mass. Sniffle and S3

drifted at a distance of >50 m, but typically >100 m from the
research vessel. Air pressure was continuously measured on
the research vessel.

2.3. Gas transfer velocities

Gas transfer velocities were calculated according to Ribas-
Ribas et al. (2018b). Fluxes in CO2 ðFCO2

Þ were obtained using
the following equation (1):

FCO2 ¼
dp CO2

dt
V

S T Rg
; (1)

where dpCO2/dt is the slope of pCO2 increase or decrease
inside the floating chamber, V is the volume of the floating
chamber, S is its surface area, T is the water temperature at
1 m depth, and Rg is the gas constant. Negative fluxes indi-
cate an oceanic uptake of CO2, while positive fluxes show a
release to the atmosphere.

Measurements of dpCO2/dt were rejected with regression
coefficients R2 < 0.90 for the slope. To calculate the gas
transfer velocity kCO2

, the following equation (2) was used:

kCO2 ¼
FCO2

KðpCO2;ocean�pCO2;atmÞ : (2)

The solubility coefficient K depends on the temperature and
salinity (computed from the conductivity) of the seawater
and was calculated according to Weiss (1974).

Finally, kCO2
was standardized to k660 with the following

formula (3):

k660 ¼ kCO2

660
ScCO2

� ��n0:5

; (3)

ScCO2
is the temperature-depending Schmidt number (Wan-

ninkhof, 1992) and n the Schmidt number exponent (n = 1/2)
(Guérin et al., 2007).

In this study, we obtained 66 accepted k values from
88 measured values in total; i.e., 75% were valid measure-
ments. The error associated with k660 and CO2 fluxes are
13.7% and 10.8%, respectively (Ribas-Ribas et al., 2018b).

2.4. Statistics

Data from the fjords and the North Atlantic were divided into
two groups. All stations inside a fjord as well those located at
the fjord's mouth were assigned to the group “fjord” due to
their direct influence by the characteristics of the fjord
system. Stations in the North Atlantic were assigned to the
group “oceanic” with a distance of >20 km from the coast
(Wurl et al., 2011).

Statistical analysis was performed using R (R Core Team,
2017). Two putative outliers of k660 were excluded from
further statistical analyses. Correlations between two vari-
ables were analyzed using Spearman's correlation analysis.
Deming regression was used to find the best fit for two
independent variables. Comparison of means was performed
using the non-parametric Wilcoxon rank sum test. Analysis of
covariance (ANCOVA) was used to compare the means and
intercept of the regressions for k with TKEins and TKEout. A
null hypothesis was assumed to be significant when p < 0.05.

To parameterize k660's dependency on u10, quadratic
regression analysis was performed. As recommended in



Table 1 Main variables (mean � standard deviation) measured at each station (abbreviations: station (st.), number (no.), temperature (temp.)).

St. Day
[2017-07-]

Deployment
coordinates
[start]

Region Sampling
duration
[min]

pCO2,ocean

[matm]
No.
of k

k660
[cm h�1]

Flux
[mmol m�2 min�1]

u10 [m s�1] TKEout
[m2 s�2]

3 10 58807001.28600N
03822033.76600E

Oceanic 446 370.9 � 5.7 11 35.6 � 9.4 �5.5 � 0.4 4.7 � 0.7 0.051 � 0.010

4 11 60849051.93800N
03855037.41200E

Oceanic 300 383.7 � 1.6 7 25.8 � 3.8 �2.3 � 0.5 7.0 � 1.0 0.077 � 0.013

5 12 61821024.45500N
07822001.52800E

Inner Sognefjord 397 195.3 � 15.6 11 10.4 � 7.5 �11.7 � 6.3 3.1 � 1.3 0.017 � 0.012

6 13 61805020.71700N
06859056.66300E

Middle-Inner Sognefjord 436 192.0 � 5.9 11 10.9 � 3.4 �14.1 � 4.3 4.9 � 1.6 0.018 � 0.011

7 15 61800049.63000N
04849036.91900E

Outer Sognefjord 144 365.4 � 3.6 3 24.6 � 6.0 �4.6 � 0.7 7.1 � 0.6 0.050 � 0.017

8 16 61811002.34200N
06833036.05800E

Middle-Outer Sognefjord 372 211.1 � 5.2 2 13.0 � 1.4 �15.6 � 1.6 7.8 � 0.9 0.026 � 0.004

9 17 61821058.57900N
07822031.19900E

Inner Sognefjord 376 150.7 � 21.9 5 10.0 � 5.6 �16.3 � 9.9 8.5 � 1.7 0.031 � 0.025

10 19 62835058.59600N
04823027.93800E

Oceanic 388 385.6 � 3.8 2 45.2 � 3.2 �2.6 � 0.5 7.3 � 0.7 0.066 � 0.005

15 25 63831027.30000N
10824039.79800E

Middle Trondheimsfjord 415 336.1 � 2.7 12 3.2 � 1.2 �1.1 � 0.4 1.2 � 1.0 0.005 � 0.002
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Spiess and Neumeyer (2010), the Bayesian Information Cri-
terion (BIC) was used to compare nonlinear models. Basically,
the lower the BIC, the better the fit. The relationship
between k660, u10, and TKE was examined with a multiple
linear regression (MLR), and the goodness of fit was also
evaluated with the BIC (Quinn and Keough, 2009).

3. Results

3.1. Description of general observations

Mean pCO2,atm during the cruise was 398.3 � 5.3 matm
(N = 1800). Mean pCO2,ocean ranged from 150.7 � 21.9 matm
(N = 5) in the inner Sognefjord to 385.6 � 3.8 matm (N = 2) in
the North Atlantic (Table 1). Salinity ranged from 1.32 in the
inner Sognefjord (station 5) to 35.14 in the North Atlantic
(station 3). pCO2,ocean and salinity show a significant correla-
tion (Spearman correlation, R � 0.83, p < 0.0005). The
water temperature in the North Atlantic (14.0 � 0.38C)
was in general lower than inside fjords (15.5 � 0.88C).

Meteorological records are presented in Table S1. The
range of u10 during the chamber cycles was from
0.43 m s�1 (station 15) to 9.65 m s�1 (station 9). Wind speed
from S3 and the research vessel are comparable, as shown by
correlation analysis (Spearman correlation: R � 0.93,
p < 0.0001). For further data analysis, we used wind speeds
from the catamaran S3 due to close proximity to Sniffle–—i.e.,
< 20 m.

3.2. k parameterizations

Fig. 2 shows k660 without error bars for better clarity. The
same data with error bars are shown in Figure S1. Mean k660
values from all oceanic North Atlantic measurements are, at
Figure 2 Gas transfer velocities scaled to a Schmidt number of 660 

blue circles) and the oceanic stations (open data points) vs. a wind s
(McGillis et al., 2001; Raymond and Cole, 2001; Wanninkhof, 2014). T
wind speeds, where known parameterizations fall short. (For interpre
is referred to the web version of this article.)
33.1 � 9.5 cm h�1, significantly higher than those from fjords
at 9.6 � 7.0 cm h�1 (Wilcoxon rank sum test, p < 0.005). The
highest mean k660 value was measured at station 10 in the
North Atlantic (45.2 � 3.2 cm h�1, N = 2), while lowest mean
k660 was found at station 15 in the Trondheimsfjord (3.2
� 1.2 cm h�1, N = 12), associated with the lowest mean wind
speed of 1.2 � 1.0 m s�1.

Fig. 2 shows that k660 values from this study generally fit to
existing parameterizations, but values measured in the fjords
show a better fit than the values from the North Atlantic.
However, scattering of the values does not allow choosing a
single parameterization for the best fit. Therefore, we per-
formed quadratic regression for our data (Fig. 2), as recom-
mended in Wanninkhof (2014). Regression of all our data
(k660 � 0:176�u210 þ 12:21, N = 64, BIC � 532.3), and the data
from fjords (k660 � 0:138�u210 þ 3:60, N = 44, BIC � 293.9) lie
in the range of the existing parameterizations (McGillis et al.,
2001; Raymond and Cole, 2001; Wanninkhof, 2014), although
they predict higher k660 values at low wind speeds but a
smaller slope. Regression for oceanic data
(k660 � �0:240�u210 þ 41:09, N = 20, BIC � 151.8) has a nega-
tive slope which does not accord to what is known from the
literature. Therefore, we assume that the regression shows a
wrong trend due to the limited amount of data in a small
range of wind speed and other factors than wind affecting
k660 in the North Atlantic. It is noticeable that nearly all North
Atlantic measurements revealed higher k660 values than
predicted from the wind-based parameterizations. Donelan
and Drennan (1995) measured k660 in a similar high range in
Lake Ontario (see Fig. 3 in Donelan and Drennan, 1995).
Though several k660 values fit best to the curve of Raymond
and Cole (2001), probably because data used in Raymond and
Cole (2001) were taken in rivers and estuaries and about 33%
of their data were measured with the floating chamber
technique similar to this study. However, our study provides
(k660) and a Schmidt number exponent of �0.5 for the fjord (solid
peed (u10) scatterplot in comparison to other parameterizations
he data in the red box are the empirical data added in the lower
tation of the references to color in this figure legend, the reader



Figure 3 Relationship between Turbulent Kinetic Energy (TKE)
inside (TKEins) and outside (TKEout) the floating chamber for the
fjord stations (solid blue circles) and oceanic stations (open data
points). The black line represents the Deming regression
(TKEout � 1.54 � TKEins + 0.0018). The line of perfect agreement
(1:1 line) is shown in red. (For interpretation of the references to
color in this figure legend, the reader is referred to the web
version of this article.)

Figure 4 Relationship between wind speed at 10 m (u10) and
TKEout for the fjord stations (solid blue circles) and oceanic
stations (open data points). The black line represents the Deming
regression (TKEout � 0.007 � u10). (For interpretation of the
references to color in this figure legend, the reader is referred
to the web version of this article.)

Figure 5 Relationship between TKEout and k660 for the fjord
stations (solid blue circles) and oceanic stations (open data
points). The black line represents the Deming regression
(k660 � 665.95 � TKEout � 4.26). (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the
web version of this article.)

H.M. Banko-Kubis et al./Oceanologia 61 (2019) 460—470 465
k660 values (N = 25) for the low wind regime (0 to 4 m s�1),
while wind-based parameterizations typically lack empirical
data for low wind speeds. Our data show that the gas transfer
velocity is not as close to zero as predicted by parameteriza-
tions for the low wind regimes (<4 m s�1), as shown in Fig. 2.

3.3. TKE measurements

Fig. 3 shows that TKE outside Sniffle's structure (TKEout) was
higher for nearly all measurements. On average, TKEout
was approximately 1.5 times higher than TKE below
the floating chamber (TKEins) (Deming regression:
TKEout � 1:54�TKEins þ 0:0018, N = 64). TKE measurements
from the two different measuring points (TKEins and TKEout)
have a significant dissimilarity (Wilcoxon rank sum test;
p < 0.005). Additionally, TKE measured in the fjords was
significantly lower compared to the TKE measured in the
North Atlantic (Wilcoxon rank sum test; p < 0.005).

ANCOVA showed that the slopes between k660 and both
TKE measurements were similar (F-test of slopes, p � 0.59,
F � 0.29), and thus any interference of the chamber on near-
surface turbulence was minimal and did not interfere with
the CO2 flux. Because TKEins and TKEout have a similar slope,
only TKEout will be shown in the further analysis for simplicity.

Although there is a significant correlation between wind
speed and turbulence (Spearman correlation, TKEins:
r � 0.72, TKEout: r � 0.74, p < 0.001), higher turbulence
did not always result in higher wind speeds (Fig. 4). For
example, in the fjords, TKE does not reach high values at
higher wind speeds (e.g., >8 m s�1 at station 9), probably
due to the lower fetch. On the other hand, at low wind
speeds, TKE tended to be in its lowest range. The relationship
between k660 and TKEout is shown in Fig. 5. We observe two
clear data groups, one for measurements in the fjords with
TKE lower than 0.04 m2 s�2 and another with higher TKE and
k660 observed in the North Atlantic.

3.4. Combined impact of wind speed and
turbulence

To investigate the combined effect of u10 and TKE on k660, MLR
was performed with u10 and TKEout: log(k660) � 1.35 (�0.13)



Figure 6 Relationship between observed k660 and predicted
k660 from the multiple linear regression for the fjord stations
(solid blue circles) and oceanic stations (open data points). The
line of perfect agreement (1:1 line) is shown in red. (For inter-
pretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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+ 0.05 (�0) � u10 + 27.51(�2.53) � TKEout; BIC � 121.45. Due
to the lower BIC values, MLR explains the relationships
between k, u10, and TKE better than the quadratic regression
between k660 and u10 (see Section 3.2). Fig. 6 shows the
relationship between observed and predicted k660 values from
multiple linear regression with TKEout and TKEins. It is clear
that there is a bilateral trend and that there is less scattering
in the area of low k660 values.

3.5. Revisiting a single station

We deployed Sniffle twice in the inner part of the Sognefjord;
i.e., on the 12th and 17th of July 2017 (stations 5 and 9)
(Table 1). The k were insignificantly different (t test, p
value � 0.91) at station 5 (10.4 � 7.5 cm h�1) and station
9 (10.0 � 5.6 cm h�1), although the wind speed was signifi-
cantly higher (Wilcoxon rank sum test, p value < 0.005) at
station 9 (8.5 � 1.7 m s�1) compared to station 5 (3.1
� 1.3 m s�1). The dominating wind direction on both days
was west-northwest. Mean TKE under the chamber was
0.06 m2 s�2 (station 5) and 0.11 m2 s�2 (station 9). Salinity
was low on both days and ranged from 1.7 to 4.0 (station 5:
5.88 � 4.75; station 9: 3.37 � 0.29) (Table S1). pCO2,ocean was
significantly higher (test,p at station 5 (195.3 � 15.6) com-
pared to station 9 (150.7 � 21.9). Ancillary data, like surfac-
tants reported in Mustaffa et al. (submitted) and chlorophyll-a
(data not shown), were similar at both stations, not explaining
similar k660 values of the two wind regimes.

4. Discussion

4.1. Aqueous pCO2

This study shows that the Norwegian fjords might play an
important role as sinks for atmospheric CO2. Due to the high
inflow of cold, fresh glacial meltwater, they have low pCO2

values. Even though estuaries are known to be a source of CO2

(Cai, 2011), other studies concluded that fjords may play an
important role in global carbon cycling (Meire et al., 2015;
Smith et al., 2015). For example, Meire et al. (2015), who
investigated an Arctic fjord, calculated CO2 fluxes and
reported that the fjord act as sink for CO2 throughout the
year. Our correlation of aqueous pCO2 with salinity agrees
with Torres et al. (2011), who found a correlation between
aqueous pCO2 and salinity, as well as aqueous pCO2 and water
temperature. In addition, surface CO2 saturation changes
with the season due to differences in biological activity or
the frequency of storm events. For example, Torres et al.
(2011) observed a maximum saturation of CO2 in winter,
while aqueous pCO2 was lower in spring and summer. In
our study, photosynthetic efficiency was low (data not pre-
sented), suggesting that we conducted our measurements
after summer bloom.

4.2. Modification of k parameterization

In this study, it was inappropriate to parameterize k solely by
wind speed. Existing wind-based parameterizations do not
fully explain k in the fjords or in the North Atlantic. The fact
that we measured similar k values at the same location under
different wind and turbulence regimes (Section 3.5) clearly
indicates that the wind speed or turbulence alone could not
explain the variability in k. Interestingly, k values for stations
5 and 9 were close to 10 cm h�1 and consistent with a
reported non-zero intercept (Ribas-Ribas et al., 2018a; Zhang
and Cai, 2007) suggesting a background k in certain condi-
tions.

For example, multiple linear regression of our data with
wind and turbulence explained the variations better but with
some remaining discrepancies. As Jeffery et al. (2010)
already suggested, other influencing parameters, such as
surfactants and rising bubbles, should be taken into account
to develop a complete model for k. For example, the effect of
surfactants was recently investigated in a wind-wave tunnel
with a reduction of k by up to 60% with increasing surfactant
concentrations (Ribas-Ribas et al., 2018b). However, this has
not been achieved yet due to challenges in field measure-
ments and the high complexity of air-sea gas transfer and its
description in models. Hence, parameterizations with one
variable, for example, wind or turbulence, have been used as
an approximation. Nevertheless, it should be considered if
parameterizations are valid in general terms and how good
such approximations are. For example, the data from our
study show that there are differences between estuaries and
oceanic CO2 transfer velocities. Therefore, we agree with
Raymond and Cole (2001) that parameterizations of k should
be distinguished for estuaries and open ocean environments.

Although there are still some discrepancies, our data show
that a parameterization with TKE explains more variance of k
compared to parameterizations with wind speed alone. That
is illustrated in Fig. 5, showing that higher turbulence is not
always related to higher wind speeds. This is in agreement
with Zappa et al. (2007) and Esters et al. (2017), suggesting
that near-surface turbulence is the primary driving mechan-
ism for k at low to moderate wind speeds (u10 < 10 m s�1).
Therefore, we propose to use TKE instead of the dissipation
rate (e) because the calculation of e is a parameter in a
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spectral fit and not straightforward to determine. A good fit is
critical for e to be a good proxy for k. TKEs are easier to
calculate for scientists from a wider range of research back-
grounds, as determination of TKE does not require the com-
putation of the fit and can be directly calculated from the
dolfyn routine (https://lkilcher.github.io/dolfyn/). More-
over, TKE and e show a similar trend (e.g., Figures 14B and
D in Kilcher et al. (2017)).

Regarding parameterizations with wind speed, Wannin-
khof (2014) highlighted the strong agreement between exist-
ing quadratic parameterizations. In terms of the data
collected in this study, we suggest adding an intercept to
the parameterization because we observed higher k at low
wind speeds than the quadratic parameterizations predict
(see Fig. 3). Our statement agrees with other studies (McGillis
et al., 2001; Raymond and Cole, 2001; Ribas-Ribas et al.,
2018a) who also detected higher k in the range of 0 to
4 m s�1, based on direct covariance, gas tracer measure-
ments and the floating chamber.

4.3. Other factors and processes potentially
affecting gas transfer velocities

There are several other factors apart from wind speed or
turbulence, that have an impact on the CO2 transfer velocity
as described by Wanninkhof et al. (2009). These additional
factors might explain the high values for k we detected in the
North Atlantic: values which are higher than other in situ data
from the literature (Ho et al., 2006; McGillis et al., 2001).
Such a discrepancy can have various reasons:

(a) Fetch: In the fjord systems, correlations between tur-
bulence and wind speed are less significant (Fig. 4) than
the open ocean, which could be due to the different
wind fetch in the narrow fjords. On the open surface at
the oceanic stations, high wind speeds have a more
pronounced effect on near-surface turbulence as well
as the formation of waves and therefore the presence of
bubbles and sea spray.

(b) Surfactants: The occurrence of surface slicks, a sea
surface phenomenon of wave-damping areas visible as
lighter patches (Romano, 1996) can reduce near-surface
turbulence and thus have a profound effect on the
reduction of k (Frew et al., 2002). In different experi-
ments, the suppression of k due to surfactants was
investigated. In in situ measurements, k was found to
decrease by 62% in the presence of surface films (Mus-
taffa et al., in preparation), which is in agreement with
Pereira et al. (2016), who found 14—51% k suppression
(ex-situ) and Bock et al. (1999), who performed lab
experiments (k reduction up to 60%).

(c) Water-side convection: Water-side convection can
greatly increase gas transfer velocity (Rutgersson and
Smedman, 2010), such as surface cooling and resulting
convective mixing enhancing the oceanic uptake of CO2.
Andersson et al. (2017) found strong enhancement of
CO2 exchange in Arctic fjords and highlight the impor-
tance of this observation for Arctic fjords and coastal
waters. In the case of this study, high k values were
found at the oceanic stations but not inside the fjords.
That can have several reasons. In contrast to Andersson
et al. (2017) who conducted their measurements in the
high Arctic in March, we sampled in temperate fjords in
summer. Furthermore, a deep mixed layer depth is
important for high water-side convection. The observed
fjords have a highly stratified water column during
summer, while high turbulence might have caused a
deep mixed layer depth in the North Atlantic.

(d) Temporal and spatial variability: Sampling for this study
took place in summer, while other parameterizations
include measurements at other seasons or over a com-
plete seasonal cycle. Biogeochemistry of the sampled
water can largely differ depending on the sampling time
and region. For example, McGillis et al. (2001) reported
gas fluxes for the open North Atlantic during June, with
the potential presence of a phytoplankton bloom.

(e) Technology: The use of different techniques to measure
k may further explain discrepancies between different
data sets as we further explain in Section 4.5.

Clearly, the bilateral trend of our data indicates that more
research is needed in the future to identify the impact of
factors that might affect k.

4.4. CO2 air-sea fluxes in fjords and adjacent
oceans

As mentioned above, the results show that fjords have a large
CO2 absorption capacity: Mean flux for fjords was �9.6
� 7.6 mmol m�2 min�1 (N = 44) and �4.1 � 1.7 mmol m�2

min�1 (N = 20) for the North Atlantic. Overall, our study
reveals that the Sogne- and Trondheimsfjord absorb 196 tons
of carbon per day (C d�1) during summer, based on the fjords'
area and assuming that our measured fluxes are representa-
tive across the whole area. Chilean fjords also act as a
CO2 sink during warm weather in a similar range
(�9.5 mmol m�2 min�1) (Torres et al., 2011). The sampling
locations in the North Atlantic are located north of 548N,
which Bozec et al. (2005) defined as the northern North
Atlantic. Bozec et al. (2005) reported that the northern North
Atlantic acts as a sink for atmospheric CO2 within a similar
range to our observation –— i.e., �1.7 to �2.6 mmol m�2 d�1

–— during late summer.
Turbulence inside the two fjords was lower than in the North

Atlantic, with averaged TKE inside the fjords of 0.010 � 0.009
(n = 44) and 0.040 � 0.009 (n = 20) in the North Atlantic, con-
sequently causing lower k in the fjords. Large absorption with
low k could only happen with very large DpCO2, which drives
the large uptake of CO2 inside the fjords (Table 1).

Regarding the difference in k between estuarine and open-
ocean measurements, we observed the reverse trend of Ray-
mond and Cole (2001). They detected higher k values in estu-
aries than in the open ocean at the same wind speed. A possible
reason could be that they investigated estuaries from North
American rivers that already run great distances, whereas the
glacial meltwater in the fjords has not been exposed to the
atmosphere for long and was less influenced by humans.

4.5. Possible limitations of the floating chamber
technique

Measuring k remains a challenging task of today's ocean
scientists. Three techniques are widely used: the floating

https://lkilcher.github.io/dolfyn/
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chamber technique (as in this paper), eddy covariance,
and the dual tracer technique (Wanninkhof et al., 2009).
The floating chamber technique is a direct measurement
and offers a high spatial and temporal resolution, which is
needed to understand high ocean variability. Eddy covar-
iance and dual-tracer gases have a much larger spatial
footprint (>1 km2) and temporal scales (>12 h). Further-
more, their data analysis requires more expertise, and
they are challenging to apply from research vessels due to
the ship's movement (eddy covariance) and need to track
the plumes of injected tracer gases (dual tracer gases).
The floating chamber technique has been criticized
because it covers the water surface and thus has a direct
impact on the flux measurement (Borges et al., 2004).
The wind is eliminated from the chamber's interior, and
the chamber can cause mass boundary perturbations
(Vachon et al., 2010). Our data showed that the chamber
did not create artificial turbulence as is assumed in
Tokoro et al. (2007), as the measurements inside the
floating chamber (TKEins) were not higher than outside
(see Fig. 4). To the contrary, turbulence outside the
chamber was 1.5 times higher than inside. It could be
that the chamber was dampening the movement of the
inner ADV or that the outer ADV moved more due to
leverage and we only corrected for Sniffle's movement
with the inner ADV, where the IMU is located. In our case,
we did not correct for different turbulence because the
two regressions did not intersect; i.e., they had similar
slopes (Ribas-Ribas et al., 2018b). Additionally, no light
penetrates the chamber's walls. This might shift the
dominant metabolism under the chamber from photo-
to heterotrophy and thereby change the gas transfer.
However, the switch from photo- to heterotrophy requires
more time on a scale of hours (Pringault et al., 2007) than
the measuring cycle from Sniffle (15 min). Another cri-
tique is that the temperature and pressure inside the
chamber might also change during one measuring cycle.
In our case, both factors slightly changed by a maximum
of 31 and 0.6%, respectively (Table S1), but not always in
the same direction, making it challenging to determine
their influence on k measurements. Moreover, the partial
pressure inside the chamber is measured over a period of
time (in our case 15 min), so the value for pCO2 in the air
inside the chamber changes over that time. We achieved
good slopes to calculate k with a strict quality control
scheme, but changing partial pressure may also shift the
slopes during deployment. Another source of error, shared
with the eddy covariance and dual-tracer techniques is,
that Sniffle measures pCO2,ocean at 1.2 m depth (due to
the size of the pCO2 sensor) and not close to the sea
surface, where the exchange occurs. This could be a
possible explanation of why we observed occasionally
negative k with higher pCO2,ocean than pCO2,atm. Due to
the stratification of the water, the gradient from 1.2 m
water depth to the surface could have been significant
with much lower pCO2,ocean at the sea surface, and there-
fore the surface layer may act as a source of CO2 with
negative k values. For future measurements, we recom-
mend measuring aqueous pCO2 closer to the water surface
and comparing the floating chamber measurements in situ
to another method (e.g., the eddy covariance and dual
gas tracer techniques).
5. Conclusion

Overall, our study provides a better understanding of k,
especially at low wind speeds. The data from this study show
that there are differences between estuaries and oceanic
CO2 transfer velocities. Therefore, we agree with Raymond
and Cole (2001) that parameterizations should be distin-
guished for estuaries, coastal areas, and open ocean. Our
data from two marine environments show that wind-based
parameterizations of k cannot fully explain both regimes. Our
data suggest that a parameterization with TKE would explain
more variance of k than parameterizations with wind speed.
Additionally, we conclude that fjords might play an important
role as a sink for CO2 due to low aqueous pCO2 values driving
flux. Measurements in the North Atlantic revealed lower
uptake rates of CO2 but higher transfer velocities due to
closer conditions to equilibrium. Therefore, new in situ
approaches to parameterize k with multiple parameters
(e.g., turbulence) should be developed to verify or modify
existing parameterizations.
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Summary The paper presents preliminary results of monitoring the population of the bivalve
Chamelea gallina, which is the main source of biogenic carbonates for the Anapa bay bar beaches
(the Black Sea). It is shown that by 2017, the biomass of the clams decreased more than twice
compared to 2010, but began to increase in 2018. The average sizes of C. gallina are clearly
divided in terms “year” — “section” — “age”. At the same time, interannual variations of the
average size are very strong in all age groups. The average shell length of C. gallina significantly
increased in 2018 compared to 2016, and especially — to 2017. This may be caused by the
population decline of the predator Rapana venosa feeding on clams. Geographic differences in
the shell length between sections are not directly related to the distribution of biogenic elements
(nitrogen and phosphorus). The differences in longevity and shell size between C. gallina from the
Anapa region and distant populations from the other parts of the distribution area are likely
related to its significant negative correlation with the growth rate, which in turn negatively
correlates with latitude.
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1. Introduction

The accumulative shores of the World Ocean are unique
natural formations of great recreational, economic, and
historical value. According to the geological time scales,
the modern coasts are of the same age as the Holocene
transgression, estimated at 7000—9000 years BP (before
present). Immediately after the Holocene transgression,
intense changes in the coastal slopes began to occur along
the entire coastline of the oceans causing the destruction of
abrasion areas and simultaneous formation of accumulative
bodies. As the rate of abrasion decreased, the transport of
new sediments to accumulative forms declined, and in many
cases, the accumulation process was replaced by erosion.
The action of some factors, primarily solid river runoff and
the entry of biogenic material (shells of benthic mollusks)
reduced the erosion rate, but erosion generally increases
during the deficit of sediments or during the periods of the
ocean level rise (Kosyan and Krylenko, 2014). Flooding of
coastal areas, erosion of sandy beaches, and the destruction
of harbor constructions became typical on the global and
regional scales (Kont et al., 2003; Mimura, 1999; Nicholls and
Cazenave, 2010; Nicholls and Mimura, 1998; Peltier, 1999;
Zerbini et al., 1996). Biogenic material (shells, supplied by
coastal mollusks) is becoming increasingly important. In some
areas of the Black Sea, the proportion of shell residues that
makes up the beaches reaches 98% (Kosyan, 2018).

During several years, we have been studying the lithody-
namics of the Black Sea accumulative shores, the main of
which are situated near the Anapa city (Anapa bay bar)
(Kosyan et al., 2018, 2011; Kosyan and Krylenko, 2014;
Krylenko et al., 2011). According to our data, mass bivalve
mollusks Chamelea gallina and Donax trunculus are the main
suppliers of carbonates in the sediments of sandy beaches
(Fedorova et al., 2018). The main quantitative contribution
belongs to C. gallina population whose mass development
zone is located at depths of 6—10 m (Kosyan et al., 2012).

Chamelea gallina (Linnaeus, 1758) is a common infaunal
bivalve of the Veneridae family inhabiting shallow water sand
or mud along the European coasts. It is distributed through-
out the Mediterranean and Black Seas as well as in a few
localities in the Atlantic, along the southern coast of the
Iberian Peninsula as far west as Faro, Algarve (Backeljau
et al., 1994). The species is commercially used in the Med-
iterranean and Atlantic (Froglia, 1975a; Gaspar et al., 2004;
Özden et al., 2009). There are a number of papers focused on
Figure 1 Map of 
its population studies in the Mediterranean countries and
Portugal (Delgado et al., 2013; Froglia, 1975b; Romanelli
et al., 2009), but only fragmentary information exists about
its ecology in the Black Sea (Boltacheva and Mazlumyan,
2003; Chikina, 2009; Kiseleva, 1981; Koluchkina et al.,
2017a,b,c; Revkov et al., 2014).

To determine the volume of shell material (biogenic car-
bonates) entering the Anapa bay bar beach and to predict its
changes in the coming years it is necessary to know the
number and biomass, size and age structure of mollusk
populations in the coastal waters, as well as the threats
and factors influencing their dynamics such as biogenic
nutrients concentration, environmental conditions, and pre-
dators. In order to fill the data gap, monitoring of the bivalve
C. gallina and its predator, the gastropod Rapana venosa has
been conducted in 2016—2018. The goal of this work is to
study the spatial characteristics of the distribution and
interannual dynamics of the C. gallina populations on the
Anapa bay bar coast of the Black Sea. The main question of
the data analysis is as follows: are there statistically signifi-
cant differences between the average shell sizes (in terms of
length) depending on the year of observation, age, geo-
graphic location, and habitat depth.

2. Material and methods

Samples of mollusks were taken in the area of the Anapa bay
bar located in the northeastern part of the Black Sea; this is an
open part of the coast with a total length of about 40 km
(Fig. 1). The bottom is flat in the offshore part with a
pronounced system of underwater bars at depths of up to
6 m. The sampling was carried out along four sections (7, 18,
24, 29) in June 2016, 2017, and May 2018, with stations at
depths of 6 and 10 m (Fig. 1 and Table 1). Two samples were
taken at each station. The location of sections was deter-
mined by the characteristics of the granulometric composition
of the sediments. High content of coarse fractions in the sands
was previously identified over sections 18, 24, and 29 (Fedor-
ova et al., 2018); it was low on section 7. Samples were taken
by divers by means of the bottom frame with a size of
32 cm � 32 cm; the thickness of the sand layer collected
under the frame was about 3 cm. Subsequently, the samples
were sieved through a sieve with 1 mm mesh. The following
characteristics of the collected mollusks were determined:
number, weight, length of the shell (maximum distance along
the anterior-posterior axis), and age. The age was determined
sampling sites.



Table 1 Salinity and N, P and Si concentration in the sea water of Anapa bay bar, May 2018.

Section Coordinates Depth [m] Salinity [%] PO4 [mM/l] Si [mM/l] NO3 [mM/l] NO2 [mM/l] NH4 [mM/l]

7 3781601200 4485701600 10a 18.20 0.16 3.04 0.21 0.05 1.65
3781601200 4485701600 10 17.93 0.09 3.28 0.45 0.07 1.75
3781602700 4485702700 6 18.44 0.06 3.04 0.15 0.04 1.33
3781604400 4485703600 2 19.59 0.37 3.70 0.75 0.13 2.46

18 3780904400 4580004900 10a 19.06 0.05 2.86 0.17 0.07 1.26
3780904400 4580004900 10 18.57 0.41 3.46 0.13 0.18 2.33
3780905600 4580100200 6 18.52 0.41 3.52 0.00 0.11 1.45
3781000700 4580101200 2 19.82 0.19 2.62 0.11 0.12 1.60

24 3780505100 4580201400 10a 18.52 0.12 2.86 0.33 0.00 1.92
3780505100 4580201400 10 18.99 0.44 3.76 0.12 0.14 3.04
3780505900 4580203100 6 18.60 0.21 3.28 0.28 0.17 2.18
3780600600 4580204300 2 19.59 0.19 3.10 0.00 0.17 1.77

29 3780201900 4580301200 10a 18.23 0.13 2.27 0.08 0.00 2.20
3780201900 4580301200 10 19.23 0.12 3.58 1.22 0.08 3.69
3780203000 4580303500 6 18.40 0.13 3.52 0.00 0.05 1.32
3780203400 4580304700 2 19.11 0.24 3.40 0.00 0.08 2.18

a Samples taken in near-bottom layer.
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by counting external shell rings (Deval, 2001; Ramon and
Richardson, 1992); this method is considered as appropriate
for quick estimates of the age (Gaspar et al., 2004).

In addition to C. gallina, we sampled R. venosa, a carni-
vorous gastropod predating on bivalves, at the same sections
and dates (sampling methods and some results are published
in Kosyan (2017)).

Samples of seawater for determining the hydrochemical
parameters were taken on all sections at 2, 6, and 10 m
depths. At depths of 2, 6, and 10 m, the samples were taken
from the boat in the surface layer of the sea into clean
polystirol 1 l bottles; additional samples of near-bottom
water were taken at a depth of 10 m. The sampling and
processing of nitrates, nitrites, ammonium, silicates, and
phosphates were performed by standard methods (Grashoff
et al., 1999). The measurements were carried out in the
Laboratory of Chemistry of the Southern Branch of the
Shirshov Institute of Oceanology. Phosphates (P-PO4) were
determined by the modified Murphy and Riley method
(Hansen and Koroleff, 1999). Absorbance was measured at
885 nm in a 50-mm cell, the precision of the technique was
0.03 mM. Silicates (Si) were determined colorimetrically
according to the blue silicon—molybdenum complex
(Koroleff, 1983). Absorbance was measured at 810 nm with
a 10-mm cuvette; the precision of the technique was
0.06 mM. Nitrites (N-NO2) were measured with sulfanilamide
and N-1-naphthylethylendiamine dihydrochloride (Hansen
and Koroleff, 1999). Nitrate (N-NO3) was converted to nitrite
using Cu-Cd columns. Absorbance was measured at 543 nm in
a 50-mm cell; the precision of the technique was 0.02 mM.
Ammonium (N-NH4) was determined by the phenol-
hypochlorite reaction (Solorzano, 1969). Absorbance was
measured at 630 nm with a 10-mm cuvette; the precision
of the technique was 0.06 mM.

The coordinates of the stations are presented in Table 1.
Statistical processing of samples was carried out using the

methods of analysis of variance (MANOVA) in the STATISTICA
12 environment. The advantage of this method is the ability
to use qualitative variables that form individual samples. The
main idea of the method is to search for statistically sig-
nificant differences between the average values of the para-
meter of interest, namely: the average values are
statistically different if these differences exceed the var-
iances within each sample.

A total of 2124 specimens of C. gallina, aged one, two, and
three and more years were processed. Unfortunately, the
uneven coverage of data by years, sections, and depths does
not allow us to use them fully, since the lack of data strongly
affects the reliability of the analysis as a whole. As a result,
the samples were formed according to the following criteria
(categories):

� year: 2016, 2017, 2018;
� age: 1, 2, 3+ years;
� section: 7, 18, 24, 29;
� depth: 6, 10 m.

The shell length is a dependent variable.

3. Results

3.1. Seawater chemical analysis

The salinity of seawater and concentration of the main
biogenic elements are shown in Table 1. The concentration
of N, P, and Si insignificantly varied within the selected
sections. The average values of total nitrogen were as fol-
lows: 1.88 (section 18), 2.23 (section 24), 2.26 (section 7),
2.35 mM/l (section 29); the values of phosphorus were: 0.16
(29), 0.17 (7), 0.24 (24), 0.27 mM/l (18); while that of silica
were: 3.12 (18), 3.19 (29), 3.25 (24), 3.27 (7) mM/l. The
following trend prevailed over sections 18, 24, and 29: the
amount of nutrients in the surface waters increased with



Table 2 Number and biomass of Chamelea gallina on Anapa bay bar in 2016—2018.

Sampling period at section Number at depth [spm/m2] Biomass at depth [g/m2]

6 m 10 m Average for
section

6 m 10 m Average for
section

June 2016
Section 7 365.0 1130.0 505.0 488.0 1616.0 701.7
Section 18 510.0 2725.0 1081.7 363.3 357.0 240.3
Section 24 340.0 220.0 186.7 302.3 29.3 110.5
Section 29 270.0 490.0 383.3 185.5 57.5 209.0
Average for depth 371.3 1141.3 756.3a 334.8 515.0 424.9 a

June 2017
Section 7 253.0 450.0 351.3 245.0 448.0 346.5
Section 18 310.0 1925.0 1117.5 70.5 261.5 166.0
Section 24 3670.0 295.0 1982.5 325.0 62.5 193.8
Section 29 250.0 780.0 515.0 78.0 145.0 111.5
Average for depth 1120.6 862.5 991.6a 179.6 229.3 204.5 a

May 2018
Section 7 320.0 60.0 190.0 210.5 30.5 120.5
Section 18 390.0 710.0 550.0 221.5 337.5 279.5
Section 24 150.5 430.0 290.3 103.5 137.0 120.3
Section 29 555.0 1000.0 777.5 649.0 322.5 490.8
Average for depth 353.9 550.0 452.0a 296.1 206.9 252.8 a

a Average for all sections and depths.
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depth, while in the bottom layer, it was below average. There
was no obvious tendency over section 7.

3.2. Chamelea gallina number and biomass

Average number and biomass of the clams in 2016—2018 are
presented in Table 2. The maximum number (3670 spm/m2)
was observed at section 24 at a depth of 6 m in 2017, the
highest biomass (1616 g/m2) was at section 7 at a depth of
10 m in 2016. The average number was the largest in 2017
(991.6 spm/m2) mainly due to the small-sized fingerlings; the
average biomass in 2016 was 315.4 g/m2. Comparative lit-
erature data on the number and biomass of C. gallina from
the other parts of the Black Sea in the last 50 years are
presented in Table 3.

3.3. Chamelea gallina general size and age
structure

Shell length frequency distribution is presented in Fig. 2. The
lengths of the majority of specimens were 5—7 mm in 2016,
5—9 mm in 2017, and 11—15 mm in 2018. The main problem
of the study of C. gallina size and age population structure is
the uneven distribution of samples within individual cate-
gories. Fig. 3 shows the dependence of C. gallina average size
on their age on different sections. Average shell length of
one-year-old clams was approximately the same on all sec-
tions: about 5.5—8.6 mm. The largest average shell lengths
at the age of 2 and 3 years were of the clams collected at
section 7 (probably, due to the proximity of the section to the
Anapka River); the shell lengths of clams at sections 18, 24,
and 29 were almost similar at the age of 2 years but differed
at the age of 3 years so that the clams at section 29 had the
largest average shell length, and the smallest was found at
section 24. Thus, the differences in the average sizes became
more and more tangible with age.

The age of clams varied within 1—8 years. The largest
number corresponded to one-year-old mollusks, the lesser
number to two-year-old ones; the one year and two-year-old
mollusks comprised 60% of the total biomass. The much lesser
number of mollusks aged 3 and more, was observed.

The average sizes are clearly divided in terms “year” —

“section” — “age”. At the same time, interannual variations
of the average size are very strong in all age groups (Figs.
4 and 5). One more important detail can be noted: the
average size of clams significantly increased in 2018 com-
pared to 2016 and especially compared to 2017 (Fig. 6). It is
true for all age categories with the exception of two-year-old
mollusks at 6 m and three-year-old at 10 m at section 7, and
one-year-old ones at 10 m at section 24 (Figs. 4 and 5).

Analysis of the significance levels of intra- and intergroup
differences suggests that there are significant statistical
differences in the average size of mollusks between the
categories of samples: age, geographical location (section),
year of observation, and depth.

3.4. The role of geographic location and year of
observation

We found strong differences in the average size of C. gallina
from different sections by means of statistical analysis (Figs.
4 and 5). The annual increment of shell length of clams from
different sections at different depths is shown in Table 4. The
largest annual increment was observed at a depth of 6 m on
sections 24 and 29 in the period 2017—2018. Section 24 is
interesting in one more aspect: it is the only section, where a



Table 3 Comparative data on number and biomass of Chamelea gallina in the northern part of the Black Sea.

Map position Location Depth [m] Number,
[spm/m2]

Biomass,
[g/m2]

Date Source

1 Karkinitsky Bay (northern
Crimea)

6—26 — 383 1985—2000 Sinegub (2006)

2 Bakal Spit (Karkinitsky
Bay, northern Crimea)

4—6 40—2650 34—637 06/2018 Kosyan (2018)

3 Western Crimea,
33.531358E, 44.66348N

11 894 � 85 50—541 2010—2013 Revkov et al. (2014)

4 Crimea — 138 1960—1970 Kiseleva (1981)
4 Crimea 1—32 — 375 1980—2004 Revkov (2011)
5 Kerch Pre-Strait 5—30 40—70 0—24 2007—2008 Nabozhenko (2011)
6—8 Anapa Bay bar —

Gelendzhik
8—25 16—1008 10—389 1962 Kiseleva and Slavina (1965)

6 Anapa Bay bar 6—10 730 520 10.2010 Kosyan et al. (2012)
6 Anapa Bay bar 6—10 756 425 06.2016 Herein
6 Anapa Bay bar 6—10 992 205 06.2017 Herein
6 Anapa Bay bar 6—10 452 253 06.2018 Herein
7 Sukko (south to Anapa

city)
5—30 1360 737 2007—2008 Nabozhenko (2011)

9 North-Caucasian coast,
Inal Bay

10 9500 800 2001 Koluchkina et al. (2017a)

9 North-Caucasian coast,
Inal Bay

10 4400 550 2002 Koluchkina et al. (2017a)

9 North-Caucasian coast,
Inal Bay

10 3000 300 2004 Koluchkina et al. (2017a)

9 North-Caucasian coast,
Inal Bay

10 <2000 <300 2007—2016 Koluchkina et al. (2017a)

10 Tuapse 20—30 <1500 <200 1968 Kiseleva and Slavina (1972)
10 Tuapse 13 833 54 10/2010 Zagorskaya (2014)
11 Kudepsta 16 3312 244 10/2010 Zagorskaya (2014)
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decrease in the average shell length was observed (6 m
depth, 2016—2017). The period 2016—2017 may be consid-
ered as a critical one for all other age groups as well, since its
annual increment has been less than the increment in 2017—
2018, with the exception of section 18 at 6 m depth.

3.5. Depth influence

The collected material allows us to estimate the dependence
of the linear dimensions of the mollusk shells on the depth.
Fig. 6 shows the average sizes of shells found at different
depths in different years, regardless of their age and sex
(i.e., for the entire population). We note the main features:
(1) the average length of the shells decreases with increasing
depth (away from the shore); (2) this trend is increasing from
year to year. In 2016, the size reduction was observed at the
level of statistical (including instrumental) errors, then in
2018, mollusk populations at depths of 6 and 10 m form
separate samples with almost non-overlapping confidence
intervals for medium sizes. The average length of shells at a
depth of 10 m is by 3.5% less than at a depth of 6 m.

If we take into account the age categories (Fig. 7), these
statistical properties are found mainly in adults (three years
old and older). We also note that the overall decrease in the



Figure 2 Shell length frequency distribution of Chamelea gallina at Anapa bay bar in 2016—2018.

Figure 3 Geographic differences in average sizes of Chamelea gallina, sampled in 2016—2018. Hereinafter, vertical bars denote
0.95 confidence intervals.
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average size of the mollusk shells over the entire study site,
regardless of the depth, observed in 2017 (Fig. 6), is caused
by a decrease in the average size of two-year-old individuals
in the same year (Fig. 7).

The lack of differences at depths of 6 m and 10 m in 2016—
2017 compared to 2018 might be caused by the peculiarities
of wind waves responsible for transport, crushing, and redis-
tribution of benthic animals in the sand layer resulting in
mixing of mollusks from different depths. To check this
assumption, we used a regularly updated database of wind
wave parameters over the entire Black Sea based on the
simulations using the DHI MIKE SW spectral wave model
covering the period from 1979 to the present (Divinsky and
Kosyan, 2017). The time step of the calculated parameters
(wave heights, periods, directions of propagation, etc.) was
1 h.

We estimated the characteristics of the waves at a point
located on section 18 (Fig. 1) at a depth of 15 m. Considering
the wave parameters only at one point is quite justified in
our research, since the shelf slope is characterized, in
general, by the lack of large bathymetric features, the
coastline is slightly curved (in our study site), and the
isobaths are almost parallel to the coast (Fig. 1). We formed
three sample periods from the database: June 2015—May
2016, June 2016—May 2017, and June 2017—May 2018,
covering the periods between the mollusk collection expe-
ditions. The sample periods are characterized by three
parameters: significant wave heights (the use of these
heights is most common in marine engineering practice),
the direction of propagation, wave power. The power of the
waves, proportional to the square of the height of the waves
and the characteristic period of the waves, can be consid-
ered as some kind of integral characteristic of the waves.
For further analysis, we restricted ourselves to the sector of
strongest waves in the range from 1358 to 2708, since
the waves of these directions determined the main



Figure 4 Chamelea gallina shell length dynamics at the depth of 6 m in 2016—2018.

Figure 5 Chamelea gallina shell length dynamics at the depth of 10 m in 2016—2018.
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lithodynamic load on the shelf zone of the Anapa bay bar
(alongshore and transverse motions of the bottom sedi-
ments). Fig. 8 shows the average values of significant wave
heights and wave powers for periods 06.2015—05.2016,
06.2016—05.2017, 06.2017—05.2018. As follows from
Fig. 8, the seasons in 2015—2016 and in 2016—2017 were
characterized by the surface waves with the average
heights, which were by 15% higher than the average wave
heights in the 2017—2018 season (Fig. 8a). As for the power
of wind waves (Fig. 8b), the season in 2015—2016 exceeded
the season 2017—2018 by almost 20%, and the season 2016—
2017 by 40%. Based on the above mentioned facts, we can
conclude that the wave forcing on the shelf slope of the
Anapa bay bar in 2015—2016 and in 2016—2017 was much
stronger than in the season of 2017—2018.
Thus, the average sizes of clams on the Anapa bay bar are
different at different sections and depths. These differences,
minimal for one-year-old clams, become more pronounced
with age.

3.6. Rapana venosa biomass

Our preliminary results show that the average shell length of
rapa whelks on the Anapa bay bar (Fig. 9c) increased by 10% in
2017 (the condition index remained unchanged), then it
decreased by 4% in 2018 (condition index also decreased
by 10%, Fig. 9d). The average biomass was the largest at
all sections in 2016, decreasing from 20% to 50% in 2017 and
from 30% to 85% (compared to 2016) in 2018 (Fig. 9b). The
weakening of the rapa whelk's pressure on the Chamelea



Figure 6 Shell length dynamics of Chamelea gallina at 6 and 10 m depths.

Table 4 Annual increment of Chamelea gallina shell length [mm] on Anapa bay bar in 2016—2018.

Depth [m] 6 m 10 m

Time period 2016—2017 2017—2018 2016—2017 2017—2018

Section
One-year-olds
7 4 4.5 4.5 6
18 4 6 4 6
24 2.5 6 2 4.5
29 4 6 4 6

Two-year-olds
7 3 5 3.5 6
18 7 5 3 5.5
24 1# 8 2 5
29 2 8 2 5
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community by 2018 might have led to an increase in clam
biomass and average shell sizes.

4. Discussion

4.1. Biogenic nutrients concentration

We assumed that one of the factors contributing to the
difference in growth rate on Anapa bay bar coast is related
to the food supply. Hence, in 2018, we performed a chemical
analysis to determine a rough assessment of the content of
nutrients. However, these estimates should be treated with
caution, as one measurement over three years is not repre-
sentative, and the concentration of nutrients in the surface
seawater can change rapidly.

Venerida mollusks are planktotrophic and sestonopha-
gous, feeding on planktonic algae and suspended organic
matter (Froglia, 1975b). The planktonic algae need nutrients
for growth, first of all, nitrogen and phosphorus. It is known
that an increase in the concentration of nitrogen sharply
stimulates the growth of microalgae, which are the main
sources of organic matter in the marine ecosystems; at the
same time, an excess of phosphorus inhibits their growth
(Eberly, 1967). The highest biomass of mollusks in 2018 was
observed at section 29 (Table 2) (which is consistent with
these data) where the maximum amount of nitrogen was
recorded but a minimum of phosphorus was observed. This is
also seen over section 18, where the maximum amount of
phosphorus was found but a minimum of nitrogen. Intermedi-
ate, almost identical values of nitrogen (2.23 and 2.26) and
more variable values of phosphorus (0.24 and 0.17) were
recorded at sections 24 and 7, respectively, where inter-
mediate values of biomass were also found. It can be assumed
that under the conditions of the Anapa bay bar, phosphorus
has a lesser effect than nitrogen on the development of the
algae biomass and consequently on the development of
mollusks. The analysis of nutrient concentrations on the
Bakal Spit (Kosyan, 2018) provided nearly the same results
for P and N, but the silica concentration several times



Figure 8 Mean values of significant wave heights (a) and wave powers (b) for the periods between sampling of mollusks.

Figure 7 Shell length dynamics of Chamelea gallina of different age groups at 6 and 10 m depths.

Figure 9 Biomass [g/m2] dynamics of Chamelea gallina (a) and Rapana venosa (b) at different sections at the Anapa bay bar;
dynamics of shell length (c) and condition index (d) of Rapana venosa, collected at 6—10 m on 7, 18, 24 and 29 sections.
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exceeded that in the Anapa bay bar waters. Though the
concentrations of nutrients do not indicate clear downward
trends between sections 7 and 24 (Table 1), we presume that
the following situation might take place. One of the impor-
tant sources of nutrients is the Anapka River (Fig. 1), which is
located close to section 7; here, the highest biomass and
average population shell length of C. gallina was detected in
2016—2017 (Table 2). As the distance from the river
increases, the amount of nutrients and organic matter
decreases, and by section 24, it appears to be minimal.
The improvement of the situation on section 29 is probably
related to the fish passage channel located in the mullet farm
4 km to the north, dug in the Bugaz Spit, which connects the
Kiziltash estuary with the sea. Although in spring and summer
this channel is closed to the passage of fish, partial water
exchange and the influx of nutrients from the estuary can
have a positive effect on the marine biocenoses located
nearby. Similarly to the Anapa bay bar, the biomass of clams
on different sections of the Bakal Spit was also different
(Kosyan, 2018). The highest biomass of Chamelea was
observed near the Bird Island separated from the end of
the spit and populated by large colonies of sea birds. The
island is probably a source of biogenic nutrients, causing high
mollusk productivity.

It was shown previously, that the concentration of stable
isotope 13C in live C. gallina shells, collected on the Anapa
bay bar at various depths, was different: the concentration of
13C at 5 m was 19.55%, while at 10 m it was 20.29% (Anti-
pushina, 2012). This means that the diets of clams on dif-
ferent depths could also differ and could be one of the causes
of growth differences. Strong wind waves mix shells from
different depths, and this trend is manifested only in rela-
tively quiet years, as it was shown in Section 3.

4.2. Dynamics of abundance and biomass of
mollusks

At the end of the 20th and beginning of the 21st century,
significant changes occurred in the composition and abun-
dance of Bivalvia, a key group of macrozoobenthos at depths
of 10—30 m in the northern part of the Black Sea. As a result
of anthropogenic eutrophication and introduction of alien
species in 1999—2005, there was a significant decrease in
species diversity, and fluctuations in the abundance and
biomass of bivalve mollusks started to occur (Chikina,
2009; Kucheruk et al., 2002). C. gallina prefers sandy
grounds, and sand silting is a major factor determining the
differences in the modern structure of the northern Black Sea
macrozoobenthos (Koluchkina et al., 2017c). The highest
densities and biomasses were observed at sandy coasts of
Crimea and northern part of the Caucasian coast (Table 3).
Chamelea biomass in 2010 was approximately the same as the
highest values observed in 1962 (Table 3), and then they
gradually decreased up to 2017, when it decreased more than
twice despite high density The number of specimens (density)
was high while the biomass was low due to the decrease in the
mean size of the individual clams. The 1.3 times biomass
increase in 2018 was determined, mainly owing to the unu-
sually high biomass of clams at sections 29 and 18 (Fig. 8a). In
the southern part of the North-Caucasian coast (Inal Bay)
(Table 3), a decrease in Chamelea biomass from 800 to
300 g/m2 was observed in 2001—2004, but in 2007—2016, it
varied only within 100—300 g/m2 (Koluchkina et al., 2017b).
The authors assumed that the system was unbalanced at the
end of the twentieth century and then the system entered a
new stationary state (Chikina, 2009) close to the one that was
observed in the second half of the twentieth century before
the eutrophication period. The same tendency seems to be
true on the Anapa bay bar and vicinities, but longer monitor-
ing is necessary to fully reveal it.

4.3. Biological factors influencing Chamelea
gallina shell size and growth rate

According to Deval (2001), the largest observed specimen in
the Marmara Sea was 34.3 mm long, and only 2.2% of the
sampled specimens were larger than 30 mm indicating a
rather high level of anthropogenic effect in the area. On
the Anapa bay bar, we observed a further decrease in size:
the largest C. gallina was 23.8 mm long and 2.3% of specimens
were larger than 19 mm. Since the situation with water
pollution and precipitation in the Anapa bay bar region is
the most favorable (less polluted and silted) compared to the
other areas of the northeastern coast of the Black Sea (Koluch-
kina et al., 2017a), it can be assumed that the decrease in size
is due to another cause. The clams are not an object of fishery
in Russia, but the effect of R. venosa (similar to anthropogenic
load) influences the clams by selective elimination of the
largest specimens (Kosyan, 2016). According to Nakaoka
(2000), even the presence of chemical signals of a predator
in water reduces the growth rate of Mercenaria mercenaria
(Linnaeus, 1758), a member of the same family as
Chamelea. Thus, Rapana can probably inhibit the growth of
clams only by its presence. This is indirectly confirmed by the
observation (Kosyan, 2018) that the average shell lengths of
the clams from the Bakal Spit are larger than those from the
Anapa bay bar, despite the same age (2 years). Unlike Anapa
bay bar, live specimens of rapa whelks were not found during
our studies in the Bakal Spit, only dead shells were found,
despite findings of Rapana in the other parts of Karkinitsky Bay
(Boltacheva et al., 2016). Kiseleva and Slavina (1966) noted,
that in the northern part of the Caucasian coast (from Zhe-
lezny Rog Cape to Gelendzhik city), the average shell lengths
of C. gallina were 12—18 mm, while on the coast between
Gelendzhik and Batumi they were 5—12 mm long. The authors
also connect this observation with the effect of existence of
predators R. venosa.

Another probable cause of different sizes of C. gallina of
the same-age is population density. In a number of studies,
both in the experiment (Olafsson, 1986; Peterson, 1982;
Peterson and Beal, 1989) and in the natural conditions (Mills
et al., 1993), the negative effect of the sestonophagous
bivalves population density on their growth rate was noted.
The average C. gallina shell lengths from different sections
differ both within the regions of the Bakal Spit (Kosyan, 2018)
and the Anapa bay bar (Figs. 4 and 5). At the same age group,
the samples with the highest population density and the
lowest average population weight had smaller average sizes
of the shells (Figs. 4 and 5, Table 2). The longer lifespan was
of C. gallina from the Anapa bay bar (8 years, single speci-
mens reached 4—5 years on the Bakal Spit) and can also be
associated with the slower growth (Ridgway et al., 2011).
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4.4. Geographic factor influencing Chamelea
gallina shell size and longevity

Longevity and maximum shell size of C. gallina are subject to
significant variability. The maximum Chamelea life span in
the Anapa bay bar coast was 8 years and its shell length was
23.8 mm, whereas in the northwestern Crimea (Bakal Spit) it
was 5 years with a size of 23.5 mm (Kosyan, 2018).

Maximum longevity and shell length in the Black Sea was
estimated at an age of 9 years, while the maximum length
was 30 mm (in the southwestern Crimea; Boltacheva and
Mazlumyan, 2003) versus formerly reported 43 mm (Scarlato
and Starobogatov, 1972). Geographically distant populations
along the Mediterranean and the Atlantic reveal even stron-
ger differences. Due to the local environmental conditions,
eastern populations of C. gallina, from the Marmara Sea and
Adriatic, have greater longevities than the western popula-
tions in the Mediterranean (Spanish coast) and in the Atlantic
(Algarve coast) (Gaspar et al., 2004). Thus, similarly to the
Anapa clams, the longevity of C. gallina from Ancona (Italy)
was reported as 8 years with a shell length of 49 mm (Polenta,
1993), from the northern Marmara Sea: 7 years and 34.3 mm
shell length (Deval, 2001). The longevity of C. gallina from
the South Adriatic, Spain, and Portugal usually did not exceed
5 years and 40 mm shell length (Cano and Hernández, 1987;
Gaspar et al., 2004; Massé, 1971; Poggiani et al., 1973;
Ramon and Richardson, 1992; Royo, 1984). The marked
difference between the longevity maxima of C. gallina of
approximately the same length from the distant populations
may be explained by its significant negative correlation with
the growth rate (Ridgway et al., 2011). Growth rate
decreases, and lifespan increases, with latitude, both across
the group as a whole and within well-sampled species (Moss
et al., 2016). The greater longevity of the northern popula-
tions may, therefore, be related to reduced energy expen-
diture for growth and greater energy utilization for shell and
tissue regeneration to sustain homeostasis (Ziuganov et al.,
2000).

5. Conclusions

Comparative studies of quantitative parameters of C. gal-
lina population show that its biomass in 2010 was approxi-
mately the same as the highest values observed 50 years
earlier in 1962. Then it eventually decreased more than
twice, up to 2017, despite high density: the mean size of the
individual clams also decreased. The 1.3 times biomass
increase in 2018 was determined, mainly by unusually high
biomass of clams at particular sections. Our results show
that the average sizes of clams on the Anapa bay bar differ
at different sections and depths. These differences, mini-
mal for one-year-old specimens, become more pronounced
with age. One of the factors influencing shell length and age
is the presence of carnivore gastropods R. venosa eliminat-
ing the largest specimens and probably inhibiting the
growth of the other clams of the C. gallina population.
The concentration of the main nutrients does not reveal a
direct correlation with either the shell size or the density,
but it must be taken into account that these data should be
interpreted with great caution and more sampling is needed
during a longer time period. Slightly longer shells at a depth
of 6 m compared to 10 m may be explained by different
diets at different depths. Wind waves, responsible for the
transport and redistribution of benthic animals in the sand
layer, result in mixing of mollusks from different depths and
leveling of these differences. Comparison with the long-
term monitoring results of the macrozoobenthos in Inal Bay
(southern part of the North-Caucasian coast) reveals that
similar processes might take place at the Anapa bay bar:
after fluctuations in the abundance and biomass of bivalve
mollusks, the ecosystem entered a new stationary state,
close to that observed in the second half of the twentieth
century.
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Summary The current paper analyses the recent trends of Red Sea surface temperature (SST)
using 0.258 daily gridded Optimum Interpolation Sea Surface Temperature (OISST) data from
1982 to 2016. The results of 3 different GFDL (Geophysical Fluid Dynamics Laboratory) model
simulations are used to project the sea surface temperature (hereafter called Tos) under the four
representative concentration pathway scenarios through 2100.

The current research indicates that the spatially annual mean (from 1982 to 2016) Red Sea
surface temperature is 27.88 � 2.148C, with a significant warming trend of 0.0298C yr�1. The
annual SST variability during the spring/autumn seasons is two times higher than during the
winter/summer seasons. The Red Sea surface temperature is correlated with 13 different studied
parameters, the most dominant of which are mean sea level pressure, air temperature at 2 m
above sea level, cross-coast wind stress, sensible heat flux, and Indian Summer Monsoon Index.

For the Red Sea, the GFDL-CM3 simulation was found to produce the most accurate current SST
among the studied simulations and was then used to project future scenarios. Analysis of GFDL-
CM3 results showed that Tos in the Red Sea will experience significant warming trends with an
uncertainty ranging from 0.68C century�1 to 3.28C century�1 according to the scenario used and
the seasonal variation.
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1. Introduction

The Red Sea and its surrounding sea region (Gulf of Aden)
extending from 328E to 518E and from 108N to 308N (hereafter
“Red+”; Fig. 1) can be divided into several subbasins, for
example, the Gulf of Aden subbasin (hereafter “GOA sub-
basin”) south of Bab el-Mandeb Strait, Southern Red Sea
(SRed), Central Red Sea (CRed) and Northern Red Sea (NRed).
Red+, which is considered an arid climate region with neg-
ligible precipitation and runoff (Al-Horani et al., 2006),
provides a significant resource for tourism, fishing, coral
reefs, and oil and gas extraction. Moreover, the Red Sea
supports a high volume of shipping activity, which links
European harbors to China and eastern Asia. The vulnerabil-
ity of Red+ to SSTwarming trends during the current century
is highly expected (Hoegh-Guldberg et al., 2014), which may
lead to a potentially harmful impact on marine entities and
ecosystems (e.g., the decline in the average coral colony
size). The IPCC (2014) shows that the global SST will experi-
ence warming trends during the current century. The warm-
ing trends are expected to continue even if greenhouse gas
emissions remain constant or decrease (Collins et al., 2013).

During the 1950—2007 period, the Red Sea SST reached its
highest value during August and reached its lowest value
during February (Hoegh-Guldberg et al., 2014). The Red Sea's
seasonal summer to winter SST difference is approximately
68C (Berman et al., 2003). In a study of the Red Sea SST during
the period 1985—2007, Raitsos et al. (2011) found that the
coldest year was 1992 and that the annual mean SST was
27.48C from 1985 to 1993 and 28.18C from 1994 to 2007.

Raitsos et al. (2011) also confirmed that there was intense
warming of the Red Sea surface temperature in the mid-90s.
Hoegh-Guldberg et al. (2014) found no significant trend in the
Red Sea surface temperature from 1950 to 2007. However,
there was a significant warming from 1982 to 2006, indicating
Figure 1 Bathymetric chart of the Red Sea (data acquired from
a global 30 arc-second interval grid (GEBCO: https://www.
gebco.net/data_and_products/gridded_bathymetry_data/)).
that the absence of a significant trend in the Red Sea surface
temperature over the long period of 1950 to 2007 may be
caused by the large-scale variability prior to 1982, which may
be due to the influence of the Atlantic Multidecadal Oscillation
(AMO) and North Atlantic Oscillation (NAO). In addition, the
authors noted that the Red Sea SST exhibits a significant trend
of 0.5 and 0.38C decade�1 for the warmest and coolest months,
respectively. The Red Sea surface temperature warming trends
are spatially distributed, most clearly in the central Red Sea for
the period 1950—1997 [0.318C decade�1] (Cantin et al., 2010).
Recently, Chaidez et al. (2017) showed that the maximum Red
Sea temperature experienced a warming trend of 0.0178C yr�1

for the 1982—2015 period. They found that the Gulfs of Suez
and Aqaba exhibit lower temperatures than the open Red Sea.
Moreover, the maximum Red Sea temperature occurred during
July in the northern Red Sea and from late July to mid-August in
the southern Red Sea. Karnauskas and Jones (2018) showed that
the interannual variability of the Red Sea SST occurs in both
summer and winter, most markedly in NRed during winter.

Heat waves were observed more frequently in the north-
ern half of the Red Sea over the period 1982—2015 (Chaidez
et al., 2017). Thomas et al. (2012) and Sawall et al. (2014)
showed that the warming process in the Red Sea may lead to
thermal collapse (thermal collapse occurs when the tem-
perature exceeds the thermal capacity of organisms).

The Red Sea SST is significantly affected by the Indian
monsoon (Raitsos et al., 2011). The Atlantic Multidecadal
Oscillation Index (AMOI) and North Atlantic Oscillation Index
(NAOI) have an effect on the Red Sea SST long-term varia-
bility (Hoegh-Guldberg et al., 2014). The SST is mainly
affected by the air temperature at 2 m above sea level
(T2m), mean sea level pressure (SLP), total cloud cover
(TCC), wind stress components at 10 m above sea level
(i.e., cross-coast surface wind stress (tac) and along-coast
surface wind stress (tal)) and air-sea heat fluxes (Shaltout and
Omstedt, 2014; Skliris et al., 2012).

In general, the exchange through Bab el-Mandeb Strait has
a significant effect on SST distribution, especially in SRed. The
water exchange through Bab el-Mandeb Strait is described as a
two-layer flow during cold months; dense intermediate Red
Sea water flows out into the Gulf of Aden and the warmer,
fresher surface water from the Gulf of Aden flows into the Red
Sea. In the summer season, this exchange represents a three-
layer structure; surface and intermediate Red Sea water flow
out to the Gulf of Aden; however, a third layer, with a density
between that of the surface layer and that of the intermedi-
ate Red Sea water, flows into the Red Sea (Smeed, 1997). The
summer exchange in the strait is remotely induced by the
monsoonal wind over the Indian Ocean (Aiki et al., 2006).
During the winter monsoon, the predominant winds over the
strait blow towards the Red Sea enhancing the surface layer
inflow and bottom layer outflow, whereas, during the summer
monsoon, the wind blows toward the Indian Ocean suppressing
the surface layer inflow (Aiki et al., 2006).

Clearly, significant warming can potentially lead to eco-
logical collapse (Richardson and Schoeman, 2004). According
to Cantin et al. (2010) and Roik et al. (2016), the decrease of
coral growth in CRed is a result of warming conditions. In
addition, the NRed SST has a significant negative correlation
with chlorophyll-a (chl-a) concentration (Eladawy et al.,
2017). Recently, Osman et al. (2018) showed that the max-
imum annual water temperatures are close to coral thermal
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limits in CRed, however, over NRed corals live well as their
thermal limits are not close to maximum annual water
temperature. Corals in the northern Red Sea have a much
higher heat tolerance than their prevailing temperature
regime would suggest. In contrast, corals from the central
Red Sea are close to their thermal limits.

Hoegh-Guldberg et al. (2014) have discussed the pro-
jected changes of the Red Sea SST up to the end of the
current century using AOGCM model simulations from the
Coupled Model Intercomparison Project Phase 5 (CMIP5,
http://cmip-pcmdi.llnl.gov/cmip5/) under four representa-
tive concentration pathway scenarios (i.e., RCP2.6, RCP4.5,
RCP6.0, and RCP8.5). They have predicted that the Red Sea
SST may experience significant warming ranging from 0.358C
(RCP2.6) to 0.778C (RCP8.5) over the period from 2010—2039,
whereas from 2010—2099 the warming ranges from 0.888C
(RCP2.6) to 3.458C (RCP8.5).

Although many other works have been published recently
about the Red+ SST, studying its maximum values and heat
waves characteristics (Chaidez et al., 2017) or studying its
interannual variability (Karnauskas and Jones, 2018), the
comparison between the 4 Red+ subbasins together with
projection of the future Red+ SSTscenarios have not received
enough attention. Moreover, studying the effect of heat
waves on the chl-a concentration for each Red+ SST cluster
is quite new. This information is needed to extend our knowl-
edge about the seasonal/spatial variability of the Red+ SST
from 1982 through 2100. This information supports the deci-
sion makers in reducing the impacts of expected warming
trends in Red+, especially on chl-a concentrations.

The present research uses a 35-year (1982—2016) high-
resolution SST database: (1) to examine temporal and spatial
SST variability in Red+; (2) to analyze the relationship
between Red+ SSTand various atmospheric parameters, such
as T2m, SLP, TCC, tac, tal, air-sea heat fluxes, AMOI, NAOI and
Indian Summer Monsoon Index (ISMI); (3) to examine SST
characteristics in the different Red+ subbasins (Red+ is trea-
ted as 4 sub-basins); (4) to study the effect of heat wave
events on chl-a concentrations; and (5) to examine the
projected Red+ SST through the year 2100 using available
GFDL future simulations. Data and methods used are pre-
sented in Section 2, the results and the discussion are in
Section 3, and the conclusions are in Section 4.

2. Data and methods

2.1. Data used

This paper analyses the present Red+ SST characteristics and
future warming uncertainties based on various available data
sources, as follows.

i. Gridded daily 0.258 NOAA Optimum Interpolation Sea
Surface Temperature data (OISST; version 2), from
1982 to 2016, were used to study recent SST character-
istics. OISST (version 2) merges satellite ocean skin
temperatures and in situ platforms (ships and buoys)
on a regular global grid (Reynolds et al., 2007; Rey-
nolds, 2009). The in situ platform measurements were
acquired from ICOADS (International Comprehensive
Ocean-Atmosphere Data Set) (Worley et al., 2005).
The methodology includes applying the Optimum Inter-
polation (OI) statistical method to fill the gaps. More-
over, a bias adjustment step of satellite data to in situ
data is performed prior to interpolation. The daily
OISST is a combination of data collected over the entire
day, so this method does not capture diurnal variability
and does not represent a particular time of day (Banzon
et al., 2018). These data are freely available as gridded
netCDF Data via FTP (ftp://eclipse.ncdc.noaa.gov/
pub/OI-daily-v2/NetCDF/). The OISST is relevant to
study local oceanic features (Nykjaer, 2009). The OISST
database is described as a scientific tool to study SST
variability in the Red Sea, especially due to the high
density of in situ measurements in the ICOADS data
bank of the Red Sea (Karnauskas and Jones, 2018).

ii. In situ SST data were downloaded from various databases:
� WOD2013 — World Ocean Database 2013 (Boyer et al.,
2013, http://www.nodc.noaa.gov/). The WOD2013
data are mostly collected from multiple datasets:
Ocean Station Data (OSD), Conductivity-Tempera-
ture-Depth (CTD) data, MBT (Mechanical Bathyther-
mograph) data, expendable bathythermograph (XBT),
and drifting buoy (DRB) data.

� GOSUD — Global Ocean Surface Underway data
(GOSUD, 2016, https://www.seanoe.org/data/
00363/47403/). The GOSUD data are mostly collect-
ed using thermosalinographs (TSG) installed on re-
search vessels, on commercial ships and, in some
cases, on sailing exploration ships. GOSUD manages
delayed-mode together with near-real-time data.
The methods contain a quality control process.

iii. Simulated surface circulation data were extracted from
the HYbrid Coordinate Ocean Model (HYCOM) daily out-
put with 1/128 horizontal grid resolution and 32 vertical
layers. These data can be freely accessed from ftp://ftp.
hycom.org/datasets/GLBa0.08/ for the 2007—2016 peri-
od. The HYCOM is a primitive equation ocean general
circulation model that evolved from the MICOM (Miami
Isopycnic-Coordinate Ocean Model) as described in Halli-
well (2004). HYCOM is relevant to study the Red Sea
surface circulation (Eladawy et al., 2017).

iv. Atlantic Multidecadal Oscillation Index (AMOI), North
Atlantic Oscillation Index (NAOI) and Indian Summer
Monsoon Index (ISMI) data were used to study the link
between climate indices and Red+ SST.
� Monthly AMOI captured by the NOAA Earth System
Research Laboratory (https://www.esrl.noaa.gov/
psd/data/correlation/amon.us.data) over the peri-
od from 1982 to 2016 were used. The AMOI is char-
acterized by the annual mean area-average of
detrended SST anomalies over the North Atlantic
from 08N to 608N. Detrended SST anomalies are
derived by removing the global mean SST time series
from each grid point (Trenberth and Shea, 2006).

� Daily NAOI data from 1982 to 2016 were extracted
from the KNMI Climate Explorer (https://climexp.
knmi.nl). The NAOI is the sea level pressure (SLP)
difference between the high latitudes of the North
Atlantic and the central latitudes of the North Atlan-
tic, which are from 308N to 408N. The negative phase
of the NAOI reflects below-normal SLP over the cen-
tral North Atlantic and above-normal SLP across the

http://cmip-pcmdi.llnl.gov/cmip5/
ftp://eclipse.ncdc.noaa.gov/pub/OI-daily-v2/NetCDF/
ftp://eclipse.ncdc.noaa.gov/pub/OI-daily-v2/NetCDF/
http://www.nodc.noaa.gov/
https://www.seanoe.org/data/00363/47403/
https://www.seanoe.org/data/00363/47403/
ftp://ftp.hycom.org/datasets/GLBa0.08/
ftp://ftp.hycom.org/datasets/GLBa0.08/
https://www.esrl.noaa.gov/psd/data/correlation/amon.us.data
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high latitudes of the North Atlantic. The positive
phase describes the opposite pattern (Hurrell, 1995).

� Daily ISMI data were extracted from the Asia-Pacific
Data-Research Center (http://apdrc.soest.hawaii.
edu/projects/monsoon/daily-data.html#mon) from
1982 to 2015. The ISMI lasts only from June until
September and contributes to temperature distribu-
tion and wind circulation (Sarthia et al., 2012). The
ISMI is an 850-hPa zonal wind difference between a
southern region (408—808E, 58—158N) and a northern
region (708—908E, 208—308N) as described in Wang
et al. (2001). The strength of an Indian summer
monsoon system increases with the increase of ISMI
positive values.

v. Gridded daily data, from 1982 to 2016, on several
surface meteorological parameters (T2m, SLP, and
TCC) and air-sea heat fluxes were extracted from the
ERA-Interim full-resolution (0.1258 � 0.1258) database
(http://apps.ecmwf.int/datasets/data/interim-full-
daily/levtype=sfc/). Era-Interim data were originally of a
0.758 � 0.758 grid size and recently were bilinearly in-
terpolated to a 0.1258 grid to provide a finer resolution
(Owens and Hewson, 2018). This interpolation employs a
land-sea mask to decrease undesired smoothing of gra-
dients along coastlines; thus, Era-Interim fine-resolution
(0.1258) data were used in the current study to study their
relationship to the SST dynamic. Surface metrological
parameters are produced with the observation fields;
however, air-sea heat fluxes are produced with a fore-
casting model. The forecasting model uses the Monin—
Obukhov formulation (Dee et al., 2011; Zhou and Wang,
2016).

vi. Daily surface wind speed components were extracted
from the ERA-Interim full-resolution (0.1258 � 0.1258)
database from 1982 to 2000. From 2000 to 2016, re-
motely sensed daily ocean with 0.258 grid resolution
wind data were used; the Quick Scatterometer (QUICK
SCAT; Ricciardulli et al., 2011) from 2000 to 2007 and
Advanced Scatterometer (ASCAT) wind maps (Bentamy
and Croize-Fillon, 2012) from 2007 to 2016 were
used. QUICK SCAT and ASCAT data were freely accessed
via (ftp://ftp.ifremer.fr/ifremer/cersat/products/
gridded/MWF/L3/).

vii. Gridded daily data on chlorophyll-a (chl-a) concentra-
tions were extracted from the MODIS (Moderate Reso-
lution Imaging Spectroradiometer) sensor database.
MODIS, which is a sensor operating on the NASA Aqua
satellite, was launched on May 2002 to support scien-
tists to study global change with many standard data
products. The current paper uses the Level 3 standard
mapped image (SMI, MODIS_L3_Chl-a) to study the
variability of chl-a concentration over Red+. MOD-
IS_L3_Chl-a dataset validations and documentations
are fully described in Anonymous (2014). These data
are freely available with a 4.6 km (at the equator)
spatial resolution from 2003 to 2016 via https://
oceandata.sci.gsfc.nasa.gov/MODIS-Aqua/Mapped/
Daily/4km/chlor_a/. Many authors have used MOD-
IS_L3_Chl-a to study marginal seas including Red+
(Bai et al., 2018; Eladawy et al., 2017). Moreover,
MODIS_L3_Chl-a has shown very good agreement with
in situ data in the Red Sea (Brewin et al., 2013).
viii. Future SST (hereafter, Tos): Model output from three
different GFDL simulations for current century CMIP5
scenarios (i.e., RCP2.6, RCP4.5, RCP6.0, and RCP8.5)
were used. RCP stands for “Representative Concentra-
tion Pathways,” and the following numbers indicate the
assumed radiative forcing in 2100. These data were
used to project SST uncertainty up to 2100. GFDL simu-
lation is based on coupled atmospheric/oceanic circu-
lation models with respect to land and iceberg
dynamics (Delworth et al., 2006; Dunne et al., 2013)
to understand future climate behavior.

2.2. Estimated quality of the OISST database used
for the study area

A direct comparison of the spatiotemporal Red+ SST variability
between the OISST data and in situ SST data were used to test
the quality of OISST database over Red+ during the overlapping
period (1982—2012). Thus, the correlation coefficients (R) and
the number of observations (n) were calculated between the
daily OISST and in situ data to compare the two datasets.
Moreover, the bias between OISST and in situ data was also
calculated to determine the error in OISST. Generally, each in
situ SST data is compared with simultaneous OISST grid that
contains in situ positions (hereafter called matched OISST data).

To extract the OISST data at the in situ positions, the OISST
grid that contains in situ positions was chosen. If the OISST
data was missing at the in situ location, then the nearest
OISST was chosen.

Finally, a direct comparison was performed between two
samples; the first sample includes in situ SST data, however,
the second sample includes simultaneous matched OISST data.

2.3. Statistical methods for studying recent Red
Sea SST characteristics

The present study employs five statistical methods steps for
studying recent Red Sea SST characteristics as follows:

I. The OISST daily dataset was used to describe the spatial
and temporal SST variability in Red+ over a 35-year
period focusing on seasonal and annual variability.
� The annual mean (from 1982 to 2016) SSTrefers to the
average of daily OISST data for the 1982—2016 period.
However, the annual mean SST refers to the average
of daily OISST for a specific year. Moreover, the mini-
mum (maximum) annual mean SST refers to the an-
nual mean SST during the coldest (warmest) year.

� The annual linear trend (from 1982 to 2016) were
calculated using the ordinary least squares estimation
of daily OISST data.

� All the previous calculations were done for each grid,
then averaged spatially for each subbasin and the
entire study area. Thus:
� The spatially annual mean (from 1982 to 2016) SST
over Red+ refers to spatially averaging of the annual
mean (from 1982 to 2016) SST for each grid over Red+.

� The spatially annual warming trend (from 1982 to
2016) over Red+ refers to spatially averaging of the
annual warming (from 1982 to 2016) for each grid
over Red+.

http://apdrc.soest.hawaii�.�edu/projects/monsoon/daily-data.html
http://apdrc.soest.hawaii�.�edu/projects/monsoon/daily-data.html
http://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
http://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
ftp://ftp.ifremer.fr/ifremer/cersat/products/gridded/MWF/L3/
ftp://ftp.ifremer.fr/ifremer/cersat/products/gridded/MWF/L3/
https://oceandata.sci.gsfc.nasa.gov/MODIS-Aqua/Mapped/Daily/4km/chlor_a/
https://oceandata.sci.gsfc.nasa.gov/MODIS-Aqua/Mapped/Daily/4km/chlor_a/
https://oceandata.sci.gsfc.nasa.gov/MODIS-Aqua/Mapped/Daily/4km/chlor_a/
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� The spatially annual standard deviation (from
1982 to 2016) SST over Red+ refers to spatially
averaging of the standard deviation (from
1982 to 2016) SST for each grid over Red+.

II. HYCOM's daily surface currents were used to calculate
seasonal and annual averaged surface current over Red+
for the 2007—2016 period. This calculated seasonal and
annual averaged surface current was used to elaborate
on the SST spatial and temporal dynamics.

III. Seasonality and time lag over the most significant Red+
SST cycle were studied using Fourier analysis based on
the daily OISST dataset by calculating the amplitude and
phase angle of a one-year cycle to each grid (i, j) as
follows:

fi;jðtÞ ¼ aoi;j þ
XN
n¼1

ani;j cos
2pnt
T

� �

þ
XN
n¼1

bni;j sin
2pnt
T

� �
; (1)

where T is the one-year period, and t is the time; when
the seasonal cycle is predominant, only the terms up to
n = 1 can be retained and the Fourier analysis becomes

fi;jðtÞ ¼ aoi;j þ a1i;j cos
2pt
T

� �
þ b1i;j sin

2pt
T

� �

¼ aoi;j þ Ai;j cos
2pt
T

�#i;j

� �
; (2)

where ao, a1 and b1 are the Fourier coefficients

ao ¼ 1
T

Z T=2

�T=2
fðtÞ dt;

a1 ¼ 2
T

Z T=2

�T=2
fðtÞ cos

2pt
T

� �
dt;

b1 ¼ 2
T

Z T=2

�T=2
fðtÞ sin

2pt
T

� �
dt

and

A ðAmplitudeÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a12 þ b12

q
and # ðphase lagÞ

¼ tan�1 b1
a1

:

IV. The monthly and interannual effects of various atmo-
spheric parameters, i.e., T2m, SLP, TCC, tac (cross-coast
surface wind stress), tal (cross-coast surface wind
stress), air-sea heat fluxes, AMOI, NAOI and ISMI, on
SST variability were studied using the correlation coeffi-
cient (R) and the number of observations (n).

ERA-Interim surface wind data are available only
in the form of zonal and meridional wind speed at a
10-m height; thus, the tac and tal were calculated as
follows:
� Eastward wind stress (tax) and northward wind stress
(tay) were calculated from the wind components at
10 m above sea level (zonal and meridional
wind components) using a standard bulk formula
with a calculation of the air drag coefficient from
its nonlinear form (Large and Pond, 1981) and with a
modification for low wind speeds (Trenberth et al.,
1990).
� tac and tal were calculated from tax and tay using the
coastal orientation (u) as follows:

tal ¼ tax cosðuÞ�tay sinðuÞ; (3)

tac ¼ tax sinðuÞ þ tay cosðuÞ: (4)

In general, the air-sea heat fluxes were defined by the
net heat loss from the sea (Fn) and solar radiation to the
open water surface (Fsw), where

Fn ¼ sensible heat flux ðFhÞ
þ latent heat flux ðFeÞ
þ net longwave radiation ðF lÞ: (5)

V. Principal component analysis (PCA) was applied to 13 dai-
ly variables (SST, T2m, SLP, TCC, tac, tal, Fe, F l, Fh, Fn,
Fsw, NAOI and ISMI) from 1982 to 2016 to interpret the
linear combination between them. PCA is an unsuper-
vised mathematical method to replace original variables
by a much smaller number of uncorrelated variables
called principal components (PC). The first PC is domi-
nated by the variable with the largest variance, the
second PC is dominated by the variable with the second
largest variance, and so on. The computation of principal
components is fully described by Jolliffe (2002).

In this study, Red+ is divided into four subbasins: GOA,
SRed, CRed, and NRed. All correlation coefficients and linear
trends have been tested for significance at the 95% level.

2.4. Heat waves and chlorophyll-a

Heat waves are typically defined as three consecutive hot
days (a hot day is determined by the temperature exceeding
the summer mean plus twice the summer standard devia-
tion). Heat waves are calculated to evaluate the effect of
recent warming trends on marine biota, especially when
their thermal limits may be approached or exceeded (Chai-
dez et al., 2017). The Red Sea was divided into a number of
clusters to study heat wave characteristics in each cluster.

Clustering of daily SSTwas performed to classify Red+ into
several clusters. A cluster contains a number of grids that are
more similar between themselves than to any grids not in the
cluster. The k-means clustering algorithm depends on calcu-
lating the distance between each object in the dataset to the
center of each cluster (k) as described in MacQueen
(1967). Clearly, the distance calculation together with a
specific number of clusters play a vital role in the algorithm.
In the current paper, the correlation, mean and geographical
position were used for distance calculations in the k-means
algorithm.

The current calculation was designed to: (1) run k-means
clustering algorithm (mean is the distance measured) for
several iterations with increasing k; (2) choose the best
iteration based on each cluster that contains grids with a
range of 0.48C; (3) calculate the correlation coefficient
between each grid and the other grids in the same cluster
and remove the grids that describe a low correlation
(R < 0.95) with the other grids from the cluster; (4) remove
from the cluster the grids that lie on abnormal geospatial
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distance from other grids in the same cluster; and (5) repeat
the steps 1 to 4 only for the removed grids (according to
correlation or geospatial distance) to classify new clusters.

To understand the effect of heat waves on the Red Sea, the
effect of heat waves on chl-a concentrations was analyzed for
each cluster.

2.5. Projected Red+ Tos for the 21st century
using the GFDL model result

GFDL model simulation databases were used to simulate
projected sea surface temperature (Tos) under three differ-
ent simulations. The GFDL-ESM2M simulation is the result of a
system of coupling different models: AM2 (Anderson et al.,
2004) for the atmospheric component, LM3 for the land
component (Anderson et al., 2004; Milly et al., 2014), and
the Modular Ocean Model, version 4p1 (MOM4p1) for sea ice
and ocean content (Griffies, 2009). The GFDL-ESM2G simula-
tion, unlike the GFDL-ESM2M simulation, employs the Gen-
eralized Ocean Layer Dynamics (GOLD; Adcroft and Hallberg,
2006) model for ocean components instead of MOM4p1. The
GFDL-CM3 simulation is intended to improve on GFDL-ESM2M
by using AM3 (Donner et al., 2011) for the atmospheric
component, LM3 (Milly et al., 2014) for the land component,
the sea ice simulator (SIS) for the ice component (Griffies
et al., 2011) and MOM 5 for the ocean components (Griffies
et al., 2011).

The Tos results from the three different GFDL model
simulations (i.e., CM3, ESM2G and ESM2M) under the four
RCP scenarios for the 2006—2010 period was tested using
OISST SST data. The GFDL model ensemble mean for these
three simulations was also calculated. Direct annual biases
(Tos minus SST) were calculated for the four simulations to
evaluate their performance in describing the current Red+
SST. Only the simulations that realistically describe the
current SST were used to project Tos through 2100.

Future Tos trends and uncertainties under the four RCP
scenarios were calculated using the 30-year running average.
In the current research, there are four sources of uncertainty,
which are associated with the scenario design, the model
simulation, and seasonal and regional variations.

3. Results and discussion

3.1. In situ SST and OISST data sets

In this section, the feasibility of using OISST datasets in
describing the Red+ sea surface temperature is investigated
by determining the direct correlation and bias between OISST
and in situ SST.

In situ data cover the period from 1982 to 2012, as shown
in Fig. 2a, most markedly collecting data during 2007; how-
ever, in situ data cover Red+ most markedly in NRed (Fig. 2b).
In situ data cover both coastal and open water areas.

The daily OISST data adequately follow the in situ data at a
99% significance level (R = 0.98, n = 53,682). The average bias
(OISST, in situ) is �0.28C. OISST data shows a bias range from
�0.38C to 0.38C in 65% of the in situ data, as shown in
Fig. 3. Thus, OISST data can be used to study the local
features of Red+.
3.2. Spatial/temporal distribution of Red Sea
surface temperature

It is clear from Figs. 4 and 5 that the annual mean (from
1982 to 2016) SST in Red+ reaches its maximum value over
grids concentrated in SRed and is associated with the surface
current system. From autumn to spring, the maximum SST
occurred along the southeastern Red Sea coast from 158N to
188N. This finding can be explained by the fact that the SRed
surface water is significantly influenced by the surface flow
from the Gulf of Aden (which has a lower SST than SRed). Most
of the GOA surface water inflow passes through the western
part of SRed, leading to a significant moderating process
along the southwestern coast of SRed in comparison to the
southeastern coast of SRed as seen in Fig. 5. During the
summer season, the maximum SST occurred along the south-
western coast from 148N to 168N. The water in SRed is
influenced by the water flows from CRed (which has lower
SST than SRed) that pass along the southeastern coast and
moderate its SST. However, the southwestern coast is not
influenced by the water flows from CRed (Fig. 5d).

The annual mean (from 1982 to 2016) SST in Red+ reaches
its minimum values (22.58C) over grids concentrated in the
Gulf of Suez as shown in Fig. 5a. The SST in the Gulf of Suez is
colder than that in the Gulf of Aqaba, which is at the same
latitude, most markedly in summer. This finding is due to the
shallow water characteristics of the Gulf of Suez. Moreover, a
cyclonic gyre in NRed inducing more flow of relatively warmer
Red Sea surface water to the Gulf of Aqaba results in an
increase of the Gulf of Aqaba SSTcompared to the Gulf of Suez.

The Red Sea SST temporal variation from 1982 to 2016 is
described in terms of the means of the seasonal and annual
cycle, while its spatial variation treats Red+ as four subbasins
(the Gulf of Aden, SRed, CRed, and NRed). The spatially
annual mean (from 1982 to 2016) SST over Red+ is 27.88
� 2.148C (Fig. 4a and Table 1). In addition, the Red Sea SST
increased meridionally from south to north, partly due to the
amount of absorbed solar energy. However, GOA is colder
than SRed, due to the moderation process in GOA resulting
from the upwelling process in GOA during the Indian summer
monsoon (Bower and Furey, 2012; Wilson and Rebecca, 2000)
together with the exchange with relatively cold water from
the Arabian Sea (northern Indian Ocean). Moreover, the
maximum value of annual mean (from 1982 to 2016) SST
across Red+ shows a significant variation with latitude (data
are not shown), where this value ranges from 34.928C at 168
latitude to 29.068C at 308 latitude. This result agrees with
Chaidez et al. (2017) and Karnauskas and Jones (2018).

Moreover, grid to grid correlation between the annual
mean (from 1982 to 2016) from one side and the four
different seasons from the other side is used to quantify
the similarities between their SST patterns. Autumn, winter
and spring mean (from 1982 to 2016) SST patterns are
quantitatively close to the annual (from 1982 to 2016) pat-
tern with correlation coefficients of 0.9, 0.87 and
0.86 respectively (n = 1119). However, the summer mean
(from 1982 to 2016) SST pattern is the quantitatively least
close to the annual pattern (R = 0.71, n = 1119). This result
indicates that the mean summer SST pattern significantly
differs from the other three seasonal patterns, supporting
the previous finding of Karnauskas and Jones (2018), while



Figure 2 Temporal (a) and spatial (b) distribution of the in situ data. y-axis break is used to improve visualization of the plot (a).

Figure 3 Histogram of the difference between satellite data and in situ data. Positive values represent a warm bias in the OISST data
with respect to in situ data.
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Figure 4 Spatial distribution of the mean annual/seasonal Red+ SST over the period from 1982 to 2016.
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improving the analysis from qualitative to quantitative and
including autumn/spring seasons.

The spatially annual standard deviation (from 1982 to
2016) based on daily SST ranges from 1.558C in GOA to
2.428C in NRed. This gradient of the variability is relatively
higher during summer than winter in GOA, SRed, and NRed,
whereas in CRed, the variability is relatively higher during
winter than summer (Table 1). Although the previous finding
of Karnauskas and Jones (2018) showed that the standard
deviation is relatively higher in winter than summer, the
current research shows that the standard deviation in the
Red Sea shows similar values (=0.628C) during winter and
summer. This disagreement with Karnauskas and Jones (2018)
is probably because the current research uses daily SST data
in the calculation, while Karnauskas and Jones (2018) used
monthly SST. In addition, the current research provides more
details about the variations between the four Red+ subbasins.

Generally, OISST data show a significant seasonal range of
4.28C and 5.18C in the Red+ and the Red Sea, respectively
(Table 1). This seasonal range in the Red Sea is less than the
value previously calculated by Berman et al. (2003), due to
the longer study period in the current research.

Fig. 6 shows that the SST in NRed is colder than in the other
three zones. The highest percentages of SST occurrences are
268C, 308C, 308C and 248C in the Gulf of Aden, SRed, CRed,
and NRed, respectively. For the highest SST (>308C), the
percentages of occurrences are 16.3%, 42%, 30% and 7.5% in
the Gulf of Aden, SRed, CRed, and NRed, respectively.
Although GOA receives much amount of insolation in compar-
ison to SRed and CRed, GOA showed a lower occurrence of the
highest SST. This finding indicates a more intensive cooling
process resulting from the upwelling process during the
Indian summer monsoon that dominates in GOA. On the other
hand, for the lowest SST (<248C), the percentage of occur-
rences are 0.95%, 0.09%, 2% and 25.8% in the Gulf of Aden,
SRed, CRed, and NRed, respectively.

The annual SST warming trends (from 1982 to 2016) in
Red+ (Fig. 7 and Table 1) range from 0.0348C yr�1 over grids
concentrated in NRed to 0.0178C yr�1 over grids concen-
trated in the Gulf of Aden, with average values of 0.025
� 0.0068C yr�1. The semi-enclosed nature of NRed is respon-
sible for its intensive warming trend (Belkin and Rapid, 2009);
however, the upwelling process and exchange with the Indian
Ocean explain the slowed warming in GOA.

The Red Sea warming trend (from 1982 to 2016) is approxi-
mately 2.6-times higher than the global ocean warming trend
from 1980 to 2005 (=0.0118C yr�1, IPCC (2014)). Cantin et al.
(2010) noted that the highest warming trend occurred in
CRed, which counters the current finding due to the calcula-
tions based on different time scales and the more accurate
SST database used in the current research. Moreover, the
warming rate of the Red Sea is higher than that previously
estimated (=0.0178C yr�1) by Chaidez et al. (2017), because
the current study uses the average daily temperature in trend



Figure 5 Annual/seasonal surface Red+ current over the 1993—2016 period, calculated from the HYCOM database output for the
2007—2016 period.
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Table 1 Daily sea surface temperature characteristics (mean, minimum, maximum and trend) in the studied subbasins from
1982 to 2016 (the linear trends were tested using a t-test at a 99% significance level for significance). Light gray rows indicate
summer, while dark gray rows denote the winter season. All the calculations used daily OISST daily data.

Red+ GOA Red Sea SRed CRed NRed

Spatially mean (from 1982 to 2016) � standard deviation [8C]
Annual 27.84 � 1.78 27.78 � 1.55 27.88 � 2.14 29.03 � 2.13 28.43 � 2.02 26.06 � 2.42
Winter 25.44 � 0.52 25.93 � 0.69 25.11 � 0.62 26.26 � 0.61 25.80 � 0.78 23.15 � 0.79
Spring 28.35 � 1.12 29.21 � 1.04 27.78 � 1.27 29.44 � 1.25 28.22 � 1.21 25.52 � 1.51
Summer 29.62 � 0.49 28.63 � 0.74 30.28 � 0.62 31.26 � 0.65 30.53 � 0.69 28.95 � 0.85
Autumn 27.91 � 1.31 27.35 � 1.09 28.29 � 1.51 29.13 � 1.73 29.12 � 1.41 26.55 � 1.54

Minimum of spatially mean [8C] (year)
Annual 27.27 (1984) 27.05 (1984) 27.25 (1992) 28.42 (1984) 27.68 (1992) 25.16 (1983)
Winter 24.72 (1992) 25.03 (1984) 24.00 (1992) 25.39 (1992) 24.39 (1992) 22.08 (1992)
Spring 27.64 (1982) 28.63 (1984) 26.93 (1982) 28.65 (1982) 27.21 (1982) 24.67 (1983)
Summer 28.87 (1984) 27.47 (1984) 29.44 (1991) 30.38 (1984) 29.63 (1991) 27.87 (1983)
Autumn 27.29 (1984) 26.53 (1984) 27.65 (1985) 28.23 (1991) 28.43 (1985) 25.83 (1993)

Maximum of spatially mean [8C] (year)
Annual 28.47 (2010) 28.29 (2015) 28.59 (2010) 29.64 (2016) 29.06 (2016) 27.20 (2010)
Winter 26.16 (2016) 26.78 (2016) 25.96 (2010) 27.20 (2016) 26.74 (1999) 24.66 (2010)
Spring 29.20 (2016) 30.07 (2010) 28.86 (2016) 30.18 (2016) 29.40 (2016) 26.86 (2016)
Summer 30.17 (2001) 29.55 (2015) 31.01 (2001) 32.04 (2001) 31.39 (2001) 29.72 (2012)
Autumn 28.66 (2010) 28.32 (2015) 29.25 (2010) 30.05 (2015) 30.05 (2010) 28.12 (2010)

Spatially trend (from 1982 to 2016) [8C yr�1]
Annual 0.025 0.017 0.029 0.026 0.028 0.034
Winter 0.021 0.012 0.027 0.022 0.032 0.027
Spring 0.022 0.014 0.027 0.022 0.027 0.034
Summer 0.020 0.014 0.024 0.021 0.018 0.034
Autumn 0.025 0.026 0.024 0.025 0.020 0.026
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calculations, while Chaidez et al. (2017) used the maximum
daily temperature in trend calculations. The Red Sea spatially
annual warming trend is not uniform throughout the study
period, ranging from 0.0568C yr�1 in the 2005—2016 period, to
0.0518C yr�1 in the 1994—2005 period and to 0.0408C yr�1 in
the 1982—1993 period, indicating that the warming trends
have become more intense over time in the Red Sea.

There is a significant seasonal average warming trend
(from 1982 to 2016) in Red+, ranging from 0.0258C yr�1 during
autumn to 0.0208C yr�1 during summer. The annual warming
trend (from 1982 to 2016) in NRed is concentrated during
spring and summer. However, the annual warming trend
dominated during winter in CRed and during autumn in
GOA/SRed. The Gulf of Aden's warming trend is less signifi-
cant than SRed's warming trend over the entire year, except
during autumn; the Gulf of Aden's warming trend is more
intensive than that in SRed. Moreover, the warming trend in
the Gulf of Aqaba is more intensive than that in the Gulf of
Suez, indicating that the SST difference between the two
Gulfs may increase in the future.

3.3. Variability of Red Sea surface temperature

The Fourier analysis of 35 years of daily Red+ SST indicates that
the annual SSTcycle is the most significant. There is an obvious
SST seasonality variation (Fig. 8) ranging from its maximum
amplitude (58C) in the Gulf of Suez to its minimum amplitude
(less than 28C) in the Gulf of Aden together with the zone that
extends from 178 latitude to 218 latitude. The SSTseasonality is
much higher in northern Bab el-Mandeb Strait in comparison to
the southern part, partly due to the moderate SSTeffect in the
Gulf of Aden. Moreover, SST seasonality is much higher in the
Gulf of Suez in comparison to the same latitude in the Gulf of
Aqaba, where the Gulf of Aqaba has a similar SST seasonality
(approximately 38C) as the northern part of NRed.

The seasonality of the Red+ SST phase lag displays a mix of
zonal/meridional variation ranging from its minimum value
(nearly �110 days) in the GOA to its maximum (nearly �150
days) value off Al Lith (lies along the Saudi Arabian Red Sea
coast at approximately 208 latitude). This finding indicates
that the seasons begin earlier in GOA where the maximum SST
occurred around July 20th, while the seasons come later off Al
Lith where the maximum SST occurred around August 29th

(i.e., there is an obvious seasonal shift in Red+ by approxi-
mately 40 days). The current analysis supports the previous
finding of Chaidez et al. (2017), who stated that the max-
imum time delay for the maximum SST in the Red Sea
occurred off the Al Lith coast from mid-August to early
September using normal analysis of daily maximum SST.

The phase lag distribution of the annual SSTsignal exhibits
a zonal pattern in GOA, followed by a meridional pattern in
SRed until 188 latitude. This finding can be explained by the
surface current system (Fig. 5). From 188 to 288 latitude, the
phase lag of the annual SST signal distribution decreases
zonally from east (�150 days) to west (�140 days) following
the cyclonic gyre system in the study area.



Figure 7 Spatial distribution of the annual/seasonal Red+ SST trends over the period from 1982 to 2016.

Figure 6 Occurrence percentage of the sea surface temperature in the four studied subbasins over the period from 1982 to 2016.
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3.4. Correlation between the ten studied
atmospheric parameters and the Red Sea surface
temperature

Previous studies suggest that the ten studied atmospheric
parameters have relationships with SST. The features of these
relationships in Red+ were evaluated using correlation
coefficients to provide insightful information about different
atmospheric phenomena that are associated with changing
SST. For example, these relationships should be considered
for designing a simple model of Red+.

In general, the Red+ SST is negatively correlated with SLP,
Fn, and NAOI. The Red+ SST, however, is positively correlated
with T2m, Fsw, AMOI, and ISMI. In addition, TCC, tac, and tal



Figure 8 Spatial distribution of the amplitude (a) and phase
lag (b) of the annual Red+ SSTsignal over the period from 1982 to
2016.
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have spatially varying correlations, either positive or nega-
tive (Fig. 9).

The monthly correlation coefficient (R) between SLP and
SST in Red+ has an average value of �0.75 (n = 420), with a
markedly low value in CRed. There is a significant seasonal
variation in the correlation between SST and SLP, ranging
from the maximum values (R = �0.89, n = 105) during autumn
to the minimum values (R = 0.14, n = 105) during summer.
Only during summer does the monthly correlation between
SLP and SSTexhibit a significant positive correlation in 30% of
Red+, most markedly off Al Lith and to the north and south of
Bab el-Mandeb Strait (data are not shown). This significant
positive correlation indicates that the processes controlling
the relationship between SST and SLP (e.g., atmospheric
stability and circulation and thermal conditions) are quite
different in summer than in the other seasons. You et al.
(2017) stated that SST could exhibit a positive correlation
with SLP in a season under considerable conditions (e.g.,
during the winter season in the Tibetan Plateau).

Monthly correlation analysis between SST and TCC shows
three patterns in Red+; the first pattern is at 228 latitude and
has a strong negative correlation; the second pattern is from
128 to 168 latitude and has a strong positive correlation, and
the third pattern is concentrated in CRed and GOA where the
correlation is not significant. The negative correlation sug-
gests that the cloud cover affects SSTwith negative radiative
forcing; however, the positive correlation suggests that SST
has a significant effect on day-to-day cloud formation and no
significant impact on the radiation balance. The correlation
between SST and TCC reaches its maximum value during the
autumn season.

The monthly correlation coefficient between SST and tac
generally shows a strong positive correlation in NRed, CRed
and GOA, while the correlation shows a strong negative
relationship in the southern part of the Red Sea (northern
and southern Bab el-Mandeb Strait). There is no significant
correlation between SSTand tac in the borders between areas
of negative and positive correlation.

The monthly correlation coefficient between SST and tal
generally shows a strong positive correlation in SRed and in
GOA related to the monsoonal forcing of a long-basin wind in
SRed, while the correlation shows a moderate negative
correlation in NRed. There is no significant correlation
between SST and tal in CRed. These positive and negative
correlations occurred when the surface current moves par-
allel to the coastline toward the north or the Indian Ocean,
respectively, as seen in Fig. 5. It can be concluded that the
wind direction drives the correlation between SST and tac/tal
to be positive or negative.

Direct correlation analysis between SST and wind speed
was then carried out to show the relationship between SST
and wind speed (Fig. 10). In general, SST and wind speed are
negatively correlated (R = �0.47, n = 420), which supports
the previous finding of Qu et al. (2012). This result is
explained by the fact that increasing wind speed affects
seawater stratification and raises subsurface water. More-
over, Wang et al. (1999) showed that increases in surface
wind speed are associated with more evaporation and a
surface cooling process, which leads to an additional increase
in surface wind speed and vice versa (i.e., there is a feedback
system between surface wind, evaporation, and SST). The
correlation between SST and wind speed shows a strong
seasonal variation ranging from R = �0.6 (n = 105) during
autumn, to R = �0.5 (n = 105) during winter and finally to
a very low value with no significant correlation during sum-
mer and spring, indicating that the difference between SST
and T2m plays a significant role in this seasonal variation
between SST and wind speed. The significant negative cor-
relation between SST and wind speed during cold seasons
supports the previous findings of Samelson et al. (2006). More-
over, Samelson et al. (2006) indicate that during warm
seasons, the correlation between SST and wind speed shows
a strong positive correlation. This result runs counter to the
current finding such that correlation between SST and wind
speed is not significant during warm seasons, due to the low
wind speed characteristics in the study area during warm
seasons.



Figure 9 Monthly correlation coefficients between the ten studied atmospheric parameters and the Red Sea surface temperature.
Yellow indicates no significant correlation. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Figure 10 Average daily means of sea surface temperature (SST) and surface wind speed in Red+ over the period from 1982 to 2016.
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Table 2a Principal component analysis for the entire study region (Red+) based on the correlation matrix before removing the
seasonal cycle. Bold numbers refer to highly significant correlations over 0.30.

Variables Principal component

1 2 3 4 5

Sea surface temperature (SST) S0.334 0.120 0.107 0.160 0.337
Mean sea level pressure (SLP) 0.379 �0.065 �0.054 0.066 0.059
Air temperature at 2 m above sea level (T2m) S0.382 0.079 0.061 0.069 0.193
Total cloud cover (TCC) �0.014 0.327 S0.511 �0.233 S0.569
Along-coast wind stress (tal) 0.168 S0.312 S0.418 0.221 0.409
Cross-coast wind stress (tac) 0.347 �0.117 0.057 0.031 �0.031
Latent heat flux (Fe) 0.188 0.569 0.187 0.074 0.093
Net longwave radiation (Fl) 0.147 �0.261 0.567 0.050 �0.210
Sensible heat flux (Fh) 0.364 0.043 0.074 0.029 �0.013
Net heat loss from the sea (Fn = Fh + Fe + Fl) 0.266 0.439 0.288 0.079 0.034
Solar radiation to the open water surface (Fsw) 0.260 0.313 �0.290 0.179 0.366
North Atlantic Oscillation Index (NAOI) 0.106 �0.008 0.069 S0.902 0.396
Indian Summer Monsoon Index (ISMI) S0.332 0.269 0.095 0.002 0.091

Table 2b Principal component analysis for the entire study region (Red+) based on the correlation matrix after removing the
seasonal cycle. Bold numbers refer to highly significant correlations over 0.30.

Variables Principal component

1 2 3 4 5 6 7 8

Sea surface temperature (SST) 0.16 S0.35 0.07 0.50 �0.03 S0.43 �0.11 0.33
Mean sea level pressure (SLP) �0.14 �0.27 0.45 0.04 �0.11 0.10 0.74 0.02
Air temperature at 2 m above sea level (T2m) 0.41 �0.04 �0.23 0.33 0.03 S0.36 0.08 �0.27
Total cloud cover (TCC) �0.10 0.43 0.26 0.22 �0.05 �0.19 �0.18 �0.02
Along-coast wind stress (tal) 0.39 0.08 0.09 0.10 �0.05 �0.07 0.36 0.08
Cross-coast wind stress (tac) �0.12 S0.37 0.38 0.07 �0.03 �0.06 �0.22 S0.73
Latent heat flux (Fe) S0.46 0.10 �0.29 0.23 0.01 �0.16 0.16 �0.19
Net longwave radiation (Fl) �0.04 S0.43 S0.46 �0.07 0.03 0.10 0.14 0.12
Sensible heat flux (Fh) S0.34 �0.28 0.29 0.09 �0.04 �0.05 S0.31 0.47
Net heat loss from the sea (Fn = Fh + Fe + Fl) S0.48 �0.05 S0.33 0.21 0.01 �0.13 0.14 �0.08
Solar radiation to the open water surface (Fsw) �0.19 0.44 0.13 0.23 �0.07 �0.11 0.22 0.08
North Atlantic Oscillation Index (NAOI) �0.09 �0.01 0.09 S0.57 0.39 S0.70 0.12 0.04
Indian Summer Monsoon Index (ISMI) 0.01 0.01 0.11 0.30 0.90 0.28 0.03 0.01

M. Shaltout/Oceanologia 61 (2019) 484—504 497
There is a strong monthly correlation between SST and
T2m in Red+ (R = 0.92, n = 420), and this correlation
ranges from R = 0.94 (n = 105) during autumn, to
R = 0.91 (n = 105) during spring, to R = 0.67 (n = 105) dur-
ing winter and to R = 0.44 (n = 105) during summer. T2m

shows a higher value than SST over the entire year by
approximately 0.518C. This difference shows a significant
seasonal variation, where T2m is warmer than SST during
summer (1.408C) and spring (0.948C) and colder than SST
during autumn (0.888C) and winter (0.878C). This result
can explain the previous finding such that the correlation
between wind speed and SST has a significant seasonal
variation (during the cold seasons when SST is warmer
than T2m, wind speed is inversely proportional to SST,
while in the warm seasons when SST is cooler than T2m,
wind speed is not significantly proportional to SST).

The monthly net heat loss from the sea (Fn) correlates
negatively with the monthly SST (R = �0.32, n = 420) most
markedly in NRed and during winter. However, the monthly
solar radiation to the open water surface (Fsw) correlates
positively with SST especially between 168N and 188N during
autumn. Although ERA-Interim used the Monin—Obukhov
formulation, which includes SST as an input variable to
forecast air-sea heat fluxes, the current analysis used these
data set to assess the relative role of air-sea heat fluxes to
SST changes in Red+. This procedure followed the previous
analysis of He et al. (2017) who studied the correlation
between Re-Analysis (ERA-40) and SST in tropical oceans.

The influence of monthly climate indices (AMOI, NAOI, and
ISMI) on monthly SST was analyzed spatially (Fig. 9) and
temporally. ISMI shows the strongest effect on SST
(R = 0.71, n = 420) compared with the effects of NAOI
(R = �0.33, n = 420) and AMOI (R = 0.31, n = 408). There is
a significant seasonal correlation between SST and NAOI/ISMI
peaks in autumn; however, there is no significant seasonal
correlation between SST and AMOI.



Figure 11 Annual sea surface time series for the studied subbasins. GOA, Gulf of Aden; SRed, Southern Red Sea; CRed, Central Red
Sea; NRed, Northern Red Sea; Red+, Red Sea + Gulf of Aden.

Figure 12 Spatial clustering of SST data (1982—2016) for Red+.
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With 13 daily variables (SST, T2m, SLP, TCC, tac, tal, Fe, F l,
Fh, Fn, Fsw, NAOI and ISMI) from 1982 to 2016, principal
component analysis (PCA) is a meaningful tool to interpret
the linear combination between them. PCA reduces the
number of variables to a few principal components (Table 2).

PCA shows that only five principal components (PCs) account
for 90% of the studied parameter variance in Red+ before
removing the seasonal cycle. Their percentages of variance
are 48%, 16%, 12%, 8% and 6%. The first PC shows a strong
correlation with six of the studied variables. This first PC
decreases with SST, T2m, and ISMI but increases with SLP, tac,
and Fh, indicating that these six variables are highly correlated.
The second PC shows a strong correlation with four of the
studied variables (increasing with TCC, Fe, and Fn while
decreasing with tal), which similarly indicates that TCC, Fe,
Fn, and tal vary together. The third principal component can be
considered a measure of TCC, tal, and Fl. The fourth principal
component, which is responsible for 8% of the overall change in
variance in Red+, can be considered a measure of NAOI; addi-
tionally, the fifth principal component can be considered a
measure of SST, TCC, tal, Fsw and NAOI, as described in Table 2a.

After removing the seasonal cycle, PCA shows that eight
PCs account for 90% of the variance in Red+, and this result is
shown in Table 2b. The Fourier analysis technique was used to
remove the seasonal cycle.

3.5. Sea surface temperature characteristics in
different Red+ subbasins

The spatially annual mean SST (from 1982 to 2016) in Red+
ranges from its maximum value of 29.03 � 2.138C in SRed,
followed by 28.43 � 2.028C in CRed, 27.78 � 1.558C in GOA,
and 26.06 � 2.428C in NRed (Fig. 11 and Table 1). The max-
imum of spatially annual mean SST in the Red Sea (=28.598C)
occurred during 2010. This finding can be explained by NAOI.
In 2010, NAOI showed a dramatic decrease in its positive phase
within the studied period. NRed, which is highly correlated to
NAOI in comparison to the other studied subbasins, exhibited a
0.728C increase (1.9 times the Red+ increase) from 2009 to
2010; it was followed by a 1.168C decrease (1.6 times the Red+
decrease) from 2010 to 2011. On the other hand, the minimum
of spatially annual mean SST in the Red Sea (=27.258C)
occurred during 1992 (most notably in CRed). This result
agrees with the previous finding of Raitsos et al. (2011),
who showed that 1992 was the coldest year for the Red
Sea. A comparison between the hottest and coldest years
in the Red Sea indicates that the range of the spatially annual
mean temperature during the study period is only 1.348C.

The SST time series analysis of the studied subbasins
displays a spatially annual positive trend with varying sig-
nificance from north to south, in detail, ranging from
0.0348C yr�1 in NRed to 0.0178C yr�1 in GOA. There is a
significant seasonal variation in the spatially seasonal warm-
ing trend ranging from 0.0278C yr�1 during winter to
0.0248C yr�1 during summer and autumn.



Table 3 Heat wave characteristics. The relationship between heat waves and chl-a concentrations is also shown (NA indicates
low-quality calculations of chl-a concentrations in the area).

Cluster
number

1982—2016 2003—2016

heat wave
days [%]

Most pronounced heat
wave events

Minimum heat wave
temperature [8C]

Average chl-a concentration [mg/m3] during

the entire year heat wave events

1 0.23 7 days
(12/06/1988 to 18/06/1988)

31.46 0.57 0.16

2 0.23 5 days
(12/06/1988 to 16/06/1988)

31.98 0.92 0.37

3 0.17 5 days
(27/05/2005 to 31/05/2005)

31.94 0.84 0.17

4 0.25 5 days
(24/09/1995 to 28/09/1995)
(16/09/1998 to 20/09/1998)

33.11 NA

5 0.13 7 days
(13/08/2001 to 19/08/2001)

33.20 No heat wave events occurred from 2003—2016

6 0.31 9 days
(7/10/2001 to 15/10/2001)

32.79 NA

7 0.19 6 days
(6/10/2002 to 11/10/2002)

32.65 No heat wave events occurred from 2003—2016

8 0.31 7 days
(27/10/2002 to 02/11/2002)

32.51 0.64 0.18

9 0.22 4 days
(14/10/2002 to 17/10/2002)

32.36 No heat wave events occurred from 2003—2016

10 0.34 11 days
(03/08/1998 to 13/08/1998)

32.46 NA

11 0.39 14 days
(14/07/2001 to 27/07/2001)

32.14 0.21 0.11

12 0.38 13 days
(15/07/2001 to 27/07/2001)

31.82 0.16 0.13

13 0.31 11 days
(25/08/2003 to 04/09/2003)

31.31 0.16 0.09

14 0.40 10 days
(24/07/2007 to 02/08/2007)
(18/09/2015 to 27/09/2015)

30.43 0.17 0.12

15 0.50 18 days
(29/07/2012 to 15/08/2012)

29.02 0.30 0.14

16 0.42 9 days
(22/08/1995 to 30/08/1995)
(26/07/2007 to 03/08/2007)

28.07 0.35 0.20
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Moreover, a cross-correlation among the 4 subbasins annual
time series was used to quantify the similarities between
different subbasins. The spatially annual SST variation in
GOA is relatively different than those in SRed (R = 0.56,
n = 35) and CRed (R = 0.55, n = 35). Moreover, the spatially
annual SST variation in CRed is much closer to the SRed pattern
(R = 0.86, n = 35) than to NRed (R = 0.73, n = 35). In general,
the spatially annual SST variation in the Red Sea is much closer
to the CRed spatially annual SST pattern (R = 0.98, n = 35).

3.6. Heat waves and chlorophyll-a

To understand the Red+ heat waves, cluster analysis was
conducted to divide Red+ into 16 clusters (Fig. 12). Each
cluster contains a number of grids that have a correlation
over 0.95 between themselves and a range of 0.48C together
with minimum distance (clustering was performed using daily
SST for the entire data series). The cluster regime runs
generally from east to west across the Gulf of Aden and runs
from south to north in the Red Sea.

Heat waves were considered at least three days with hot
SST. A day was considered a hot day with an SST equal to or
higher than two standard deviations plus the mean SST of the
hottest month within each cluster. This method indicates that
the heat wave minimum temperature varies from one cluster to
another (Table 3) and ranges from 33.28C in cluster 5 to 28.078C
in cluster 16 (the Gulf of Suez). Red+ experiences heat waves
for approximately 0.30% of the year, most pronounced in
cluster 15 (the Gulf of Aqaba) and least pronounced in cluster
5. The most pronounced Red+ heat waves events occurred for



Table 4 Performance of various GFDL simulations (CM3, ESM2M and ESM2G) in the Red Sea during the control period (2006—2016).
GFDL model ensemble mean = ensemble mean of all 3 GFDL simulations. The shaded column shows the best performing simulation.

Simulation Scenario Subbasin Annual (Tos-SST) Simulation Scenario Subbasin Annual (Tos-SST)

GFDL-CM3

RCP2.6

Red+ 0.30

GFDL-ESM2M

RCP2.6

Red+ �0.72
Red 0.55 Red �0.67
GOA �0.23 GOA �0.82

RCP4.5

Red+ 0.25

RCP4.5

Red+ �0.81
Red 0.53 Red �0.77
GOA �0.34 GOA �0.90

RCP6.0

Red+ 0.05

RCP6.0

Red+ �0.86
Red 0.31 Red �0.80
GOA �0.49 GOA �0.98

RCP8.5

Red+ 0.16

RCP8.5

Red+ �0.93
Red 0.43 Red �0.90
GOA �0.40 GOA �0.99

GFDL-ESM2G

RCP2.6

Red+ �1.22

GFDL model-
ensemble mean

RCP2.6

Red+ �0.53
Red �1.34 Red �0.49
GOA �0.90 GOA �0.61

RCP4.5

Red+ �1.25

RCP4.5

Red+ �0.59
Red �1.36 Red �0.54
GOA �0.94 GOA �0.68

RCP6.0

Red+ �1.21

RCP6.0

Red+ �0.66
Red �1.30 Red �0.61
GOA �0.94 GOA �0.75

RCP8.5

Red+ �1.32

RCP8.5

Red+ �0.68
Red �1.43 Red �0.64
GOA �1.00 GOA �0.75

Figure 13 Thirty-year running annual means of projected sea surface temperatures (Tos) under the four representative concentra-
tion pathway scenarios studied (RCP2.6, RCP4.5, RCP6.0, and RCP8.5) relative to the 2006—2035 period for the GFDL-CM3 model
simulation in Red+.
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18 days (29/07/2012 to 15/08/2012) in the Gulf of Aqaba and
for 14 days (14/07/2001 to 27/07/2001) in cluster 11.

Heatwave events have a negative effect on chlorophyll-a
concentrations (as an indicator of bleaching) as described by
Caputi et al. (2014). It is clear from Table 3 that the chl-a
concentrations reached a minimum during heat wave events,
indicating that the heat wave events have a negative effect
on marine biota and may lead to thermal collapse, especially
because the Red Sea is a semi-enclosed basin (marine biota
cannot migrate north). This result is in accordance with the
previous findings of Maor-Landaw et al. (2014) and Chaidez
et al. (2017).



M. Shaltout/Oceanologia 61 (2019) 484—504 501
3.7. Projected sea surface temperature (Tos)
scenario calculations

3.7.1. Model performance under the control period,
2006—2016
GFDL exhibits relatively good skills in modeling Tos in some
regions including the eastern Bering Sea, Gulf of Alaska and
Insular Pacific Islands—Hawaii (Hervieux et al., 2017; Stock
et al., 2011). However, this model has shown relatively lower
abilities in other regions (e.g., California Current System;
Jacox et al., 2017). Thus, the current analysis assessed three
GFDL simulations (GFDL-ESM2M, GFDL-ESM2G, and GFDL-
CM3) against OISST prior to use in the analysis of the pro-
jected warming scenario in Red+.

Table 4 shows the performance of three GFDL simulations
under the RCP2.6, RCP4.5, RCP6.0 and RCP8.5 scenarios for
three studied subbasins (the Red Sea, Red+ and GOA). The
GFDL model ensemble mean of simulation was calculated for
each scenario. To determine whether the simulation results
overestimate or underestimate SST, the result was subjected
to a t-test with 95% significance.

GFDL-CM3 simulations overestimate SST by approximately
0.30, 0.25, 0.05 and 0.168C in Red+ under the RCP2.6,
RCP4.5, RCP6.0 and RCP8.5 scenarios, respectively (Table 4).
The GFDL-ESM2M, GFDL-ESM2G and GFDL model ensemble
mean simulations show underestimations of SST in Red+ by
approximately 1.22, 0.72 and 0.538C, respectively, under the
RCP2.6 scenario.

In general, the GFDL-CM3 simulation results best describe
SST during the control period in comparison to the other
studied simulations. This finding indicates that the upgrade
from the old GFDL simulations to the most recent simulation
(GFDL-CM3) improves the result significantly.

3.7.2. Future sea surface temperature, 2006—2100
The GFDL-CM3 simulation of projected SST scenarios in the
current century indicates significant warming during the
2006—2100 period in the study area, especially for the
RCP8.5 scenario (Fig. 13). The expected warming up to
2100 (hereafter DTos = Tos2100 � Tos2006) ranges from 2.8—
3.28C under the RCP8.5 scenario, 1.75—2.18C under the
RCP6.0 scenario, 1.5—1.78C under the RCP4.5 scenario and
0.6—0.858C under the RCP2.6 scenario.

There is no significant regional variation in projected
warming trends under the GFDL-CM3 simulation (data are
not shown). However, there is a significant seasonal variation
in projected warming trends, reaching the minimum values
during the winter seasons under the RCP2.6, RCP6.0 and
RCP8.5 scenarios and during summer during RCP4.5. The
maximum values of the seasonal warming trend occurred
during the spring season for RCP2.6 and during the autumn
season for the RCP4.5, RCP6.0 and RCP8.5 scenarios.

The current research related the uncertainty in projected
Tos to only two sources: the seasonal variations and the
scenario used. The uncertainty associated with the region
was not significant, while the uncertainty related to the
simulation used was negligible as the research used only
the best simulation that described the current SST. Uncer-
tainties in projected DTos were estimated to be 2.68C, where
the scenario used and the seasonal variations account for
2.458C and 0.258C, respectively. Hoegh-Guldberg et al.
(2014) showed that the uncertainties in projected DTos
according to the scenario used is 2.578C. Both of current
and previous findings confirm that the emission assumptions
dominating the uncertainties of different sources.

4. Conclusions

Based on the daily OISST time series, the current research
studied the current SST changes in Red+ from 1982 to
2016. Moreover, GFDL model simulations were used to ana-
lyze the uncertainty of Red+ warming trends.

The results showed that the gridded OISST data is a
relevant tool to study the SST in Red+ due to excellent OISST
agreement with in situ data. Moreover, the finer OISST
resolution (0.258) seemed fine enough to analyze local-scale
features of Red+. Thus, the current findings constitute a basis
for future research seeking to study coastal phenomena such
as coastal upwelling occurrence and its influence on SST
variability, which is explicitly an updated topic.

The annual mean (from 1982 to 2016) of gridded OISST in
Red+ confirms the presence of a 78C spatial variation ranging
from 22.58C over grids concentrated in the northern part of
the Gulf of Suez to 29.58C over grids concentrated in the
eastern part of SRed. The gridded OISST data confirms that
the daily Red+ SST seldom falls outside the range of 208C to
338C. Moreover, the coldest years were 1984 and 1992 in Red+
and the Red Sea, respectively; however, the hottest year was
2010 in both Red+ and the Red Sea, and that was due to the
dramatic drop of NAOI during 2010. In addition, the Red Sea
and Red+ confirm a significant spatially warming trend (from
1982 to 2016) of 0.0298C yr�1 and 0.0258C yr�1, respectively,
peaking over NRed. However, NRed exhibits a more intensive
warming trend than GOA and SRed; the SST in NRed remains
cooler than in GOA and SRed. Generally, the intensive Red+
warming trend compared to the average global warming
trend (0.0118C yr�1) leads to an accelerated increase in
the Red+ temperature together with associated increases
in seawater acidification and decreases in oxygen level. This
combination will duplicate risks to marine ecosystems, bio-
diversity and fisheries.

The Red+ SST describes a complex SST pattern with
significant regional dependence and seasonal fluctuation of
Red+ SST and warming trends, which should be considered in
the future analysis of Red+. For example, simple modeling of
Red+ based on dividing the study area into several subbasins
should consider the uniform SST distribution in Red+.

The current research shows that the studied atmospheric
parameters (T2m, SLP, TCC, tac, tal, Fn, Fsw, AMOI, NAOI, and
ISMI) and SST, in general, are significantly correlated in most
of the studied area. There is seasonal variation in the corre-
lation coefficient between nine of the ten studied para-
meters and SST; however, ISMI shows no significant
seasonal variation in the correlation coefficient with SST.
Moreover, the influences of the thirteen studied atmospheric
parameters on SST suggests that 98% of the daily Red+ SST
variation can be explained by only T2m, ISMI, SLP, tac, and Fh

before removing the annual cycle, while 77% can be
explained after removal. In addition, the PCA results showed
that the first five principal components can explain 90% of the
overall variance before removing the annual cycle, while the
first eight principal components can explain 90% of the



502 M. Shaltout/Oceanologia 61 (2019) 484—504
overall variance after removing the annual cycle, highlight-
ing the importance of the annual cycle in the correlation
between the studied parameters.

As expected, the chl-a concentration during the heat
wave events decreased by approximately 33% from its annual
average values. In the warm environment of the Red Sea, the
temperature is expected to increase in the future (according
to the GFDL-CM3 projection results), which would lead to
more frequently occurring future heat events. Thus, Red Sea
marine organisms are clearly extremely vulnerable to heat
wave events, especially because the Red Sea is a semi-
enclosed basin, and marine organisms cannot migrate north.
This finding highlights the need to develop reasonable miti-
gation/adaptation tools to cope with the future warming
issues during the current century, including the issue of chl-a
growth vulnerability.

To support future management in Red+, Tos up to
2100 were described by GFDL-CM3 that best describe the
recent Red+ SST. The GFDL-CM3 simulations showed that DTos
ranges from 3.28C during autumn under the RCP8.5 scenario
to 0.68C during summer under the RCP2.6 scenario, where
the emissions used and seasonal variations account for 90%
and 10%, respectively, of the studied uncertainty. This finding
indicates that more global management efforts are needed to
reduce green gas emissions.

The current results provide a context for descriptive and
statistical analyses describing recent and future SSTover Red+
in terms of annual and seasonal cycles. In comparison to the
previous scientific studies in the region, the current study
improves our understanding of SST and the associated phe-
nomena for the period 1982—2100. The current paper gives the
first scientific comparison between different studied subbasins
to understand spatial SST variations. Moreover, the current
paper classifies the Red+ into 16 clusters to match heat wave
occurrence with chl-a concentration for each cluster to qualify
the thermal effect on marine biota. Moreover, the current
research analyses the SST projection over Red+ up to 2100 to
understand future warming uncertainty. This result provides a
powerful scientific tool to coop with climate change.
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Summary In seawater particulate organic matter (POM) serves as a food source for heterotro-
phic bacteria and zooplankton and is a source of dissolved organic compounds and nutrients. POM
plays a critical role in transporting carbon to marine sediments where a fraction of it is buried in
subsurface sediments and thus avoids conversion to carbon dioxide on shorter time scales.

Distribution and properties of POM were investigated in the Baltic Proper from 2013 to
2015. Particulate organic carbon (POC) was used to investigate POM sources and dynamics. Stable
carbon isotopes (d13C), elemental composition (C, N), chlorophyll a and POM contribution to
suspended particulate matter (SPM) were also measured and interpreted. The water column
exhibited concentrations ranging from 0.2 mg POC/l (deep water layer — DWL, cold season — CS)
to 1.7 mg POC/l (surface water layer — SWL, warm season — WS). POM represented 0.15 to 0.45 of
SPM during respective cold and warm seasons. Stable carbon isotopes (d13CPOC) ranged from
�22.5% (WS) to �28.0% (CS), while the POC/Chl a ratio ranged from 180 g/g (SWL-WS) to 300 g/
g (DWL-CS). Seasonal changes were attributed to high primary production in the SWL during the
WS, which represented a major POM source. Continuous mineralization/sedimentation through-
out the water column constituted a major POM sink.
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1. Introduction

Particulate organic matter (POM) nominally consists of detritus,
fecal pellets, phyto- and zooplankton  cells and bacteria (Chen
and Wagnersky, 1993; Dzierzbicka-Głowacka et al., 2010;
Hygum et al., 1997). POM is a minor but important constituent
of seawater, because it causes most of the light scattering and
some of the light absorption observed in natural waters (Ferrari
et al., 2003; Meler et al., 2017b; Woźniak et al., 2016). It
thereby significantly influences euphotic zone thickness. POM
also serves as a food source for heterotrophic bacteria and
zooplankton  (Andersson et al., 2017; Dzierzbicka-Głowacka
et al., 2010; Hygum et al., 1997; Lowe et al., 2014) and is a
source of dissolved organic compounds and nutrients (Dzierz-
bicka-Głowacka et al., 2011; Hygum et al., 1997). POM plays a
critical role in transporting carbon to marine sediments where a
fraction of it is buried in subsurface sediments and thus avoids
conversion to carbon dioxide on shorter time scales (Kozior-
owska et al., 2018; Omstedt et al., 2014). Since POM transports
carbon to sediment, it represents a critical mechanism in the
biological pump (De La Rocha, 2006). High phytoplankton
productivity and associated carbon burial thus modulate
atmospheric CO2 concentration (Hagström et al., 2001;
Thomas et al., 2003).

Properties of land and marine-derived POM (e.g. C/N ratio,
particles size spectrum, light scattering and absorption, sus-
ceptibility to biochemical oxidation) can vary significantly to
form a relatively heterogeneous trophic reservoir (Lowe et al.,
2014, 2016) and may cause variable oxygen consumption
(Omstedt et al., 2014; Pempkowiak, 1983). Studies have thus
sought to differentiate POM according to its origin. C/N molar
ratios, chlorophyll a (Chl a) concentration and both carbon and
nitrogen stable isotopic compositions have been analyzed and
interpreted to this end (Liu et al., 2018). Previous studies have
differentiated a low nitrogen (C/N molar ratio > 20) terrestrial
vegetation contribution to organic matter based on carbon and
nitrogen isotopic signatures (d15N: �2.0% to 0% and d13C:
�30.0% to �23.0%) from marine plankton exhibiting both
nitrogen (C/N < 10) and heavy carbon and nitrogen isotopes
enrichments (d15N in the range of 4—6% and d13C equal to
�22.0%) (Thornton and McManus, 1994; Voss et al., 2005). An
end-member approach has been used to evaluate proportions
of marine-derived versus terrestrial POM fractions (Thornton
and McManus, 1994). Quantifying contributions of marine and
terrestrial POM using this model requires detailed knowledge
on the natural elementals and isotopic ranges of end-members
for a given study region (e.g. Goñi et al., 2003; Liu et al., 2018;
Thornton and McManus, 1994). However, most reports simply
cite “typical” end-member values such as �22.0% and
�27.0% for d13CPOC values representing respective marine
phytoplankton and terrestrial POC sources (Coban-Yıldız
et al., 2006; Koziorowska et al., 2016; Kravchishina et al.,
2018; Liu et al., 2018; Maksymowska et al., 2000; Szczepańska
et al., 2012; Voss et al., 2005; Winogradow and Pempkowiak,
2014).

As the major component of POM, particulate organic
carbon (POC) is interpreted as a proxy for POM (Chester,
2003). Recent optical methods, including remote sensing,
have been used to directly assess both POM concentrations in
seawater as well as inorganic and organic proportions in
suspended particulate matter (SPM) (Meler et al., 2017b;
Woźniak et al., 2016). Results obtained by these new
approaches are a subject to substantial uncertainties. Redu-
cing this uncertainty requires local empirical data. Remote
sensing methods provide efficient, high coverage data on
water bodies but can only survey surface layers for the
parameters interpreted here.

Several sources contribute POM to seawater. The contri-
bution of POM derived from a particular source to total POM
depends on factors such as phytoplankton and zooplankton
productivity, abrasion in coastal environments and proximity
to estuaries. Atmospheric transport is considered to be of
only minor importance (Dzierzbicka-Głowacka et al., 2010;
Kuliński and Pempkowiak, 2011). Concentrations of POM in
coastal areas are typically much higher than in open ocean
environments as most POM sources derive, directly or indir-
ectly, from river run-off. The sources include also seepage
(Szymczycha et al., 2014) and direct discharges (Pempkowiak
and Obarska-Pempkowiak, 2002). This is the case with coastal
environments and land-locked seas like the Baltic Sea. The
Baltic experiences enhanced primary production that
reaches 250 g/m2 per annum (Andersson et al., 2017; Kuliński
and Pempkowiak, 2011; Leppakowski and Mihnea, 1996).
POC concentrations in the Baltic Sea depend on Chl a, river
run-off and on both water salinity and depth variation result-
ing from stratification of the Baltic water column (Kuliński
and Pempkowiak, 2008; Maciejewska and Pempkowiak,
2014). Statistical studies have found that phytoplankton
activity followed by water depth are the most important
factors influencing POC concentrations in the water column
of the southern Baltic (Maciejewska and Pempkowiak, 2015;
Szymczycha et al., 2017). High phytoplankton productivity
thus enhances POM abundance in the Baltic (Maciejewska and
Pempkowiak, 2015). Concentrations of POC in the Baltic
range from 0.05—1.80 mg/dm3, while POC mass contribution
to total SPM ranges from 0.13—0.42 (Andersson and Rudehall,
1993; Burska et al., 2005; Maciejewska and Pempkowiak,
2014; Meler et al., 2017b; Woźniak et al., 2018). POC con-
centrations exhibit seasonal and vertical gradients (Burska
et al., 2005; Dzierzbicka-Głowacka et al., 2010; Maciejewska
and Pempkowiak, 2014) and significant spatial variation in
open water areas. These might arise due to shifts in the start of
the growing season and its duration at different locations
(Maciejewska and Pempkowiak, 2014). POM is exchanged hor-
izontally through the Danish Straits with the North Sea (Hakan-
son and Eckhell, 2005; Kuliński et al., 2011; Thomas et al.,
2003). The POM concentration depends on the distance from
land with coastal and estuarine areas hosting more organic
matter than open waters (Maciejewska and Pempkowiak,
2014). Planktonic activity may contribute to large seasonal
fluctuations in POM (Dzierzbicka-Głowacka et al., 2011).

Many studies have examined POM properties and distribu-
tion in the Baltic Sea. The sampling campaigns from which
these studies drew, however, often lasted only a matter of
days and occurred mostly during the summer (Bianchi et al.,
1997; Burska et al., 2005; Engel et al., 2002; Lundsgaard
et al., 1999; Schumann et al., 2001; Tamelander and Heis-
kanen, 2004; Voss et al., 2005). Few studies have addressed
seasonal variation in POM dynamics for open water environ-
ments (Schneider et al., 2015; Struck et al., 2004; Szymc-
zycha et al., 2017) but considerable uncertainties about this
topic remain. Studies on Baltic Sea POM revealed that in
summer C/N ratios range from 7—10, d13C values — from
�22.5% to �28.0% and d15N values — from 1.0% to 6.0%
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(Maksymowska et al., 2000; Szymczycha et al., 2017; Voss
and Struck, 1997; Voss et al., 2005). A recent three-year
study quantified organic carbon concentrations in Baltic
waters to elucidate factors influencing this reservoir. Tem-
perature, pH (photosynthesis intensity), Chl a (abundance of
phytoplankton), Pheo a (sloppy feeding by zooplankton) and
salinity (provenance of water masses) were used as proxies
for environmental factors conditioning POC distribution
(Maciejewska and Pempkowiak, 2014, 2015; Szymczycha
et al., 2017). Using temperature to track seasonality, Chl a
was interpreted as an index of live phytoplankton biomass
(Wasmund and Uhlig, 2003) and Pheo a concentrations served
as an index of phytoplankton mortality, including sloppy
zooplankton grazing (Collos et al., 2005; Meyer-Harms
et al., 1999). The influence of fluvial and oceanic water
masses was interpreted from salinity measurements (Abril
et al., 2002; Kuliński and Pempkowiak, 2011). The intensity of
photosynthesis was interpreted from pH values.

Results of numerical modeling indicate that POC concen-
trations depend on the light intensity, water temperature and
nutrient availability (Almroth-Rosell et al., 2011; Dzierzbicka-
Głowacka et al., 2010; Gustafsson et al., 2015; Segar, 2012).

The parameters listed above (C/N, d13C, d15N, Chl a, Pheo a,
POC) depend on primary productivity. As such, they should vary
systematically with season and water depth due to the inter-
play between marine and fluvial contributions in establishing
the halocline and contributing POM from their respective
marine and terrestrial sources. The nature of this systematic
variation has never been documented for the Baltic Sea.

While studies have documented the concentration
dynamics of organic matter in the Baltic, properties of POM
have not been monitored in tandem with factors affecting its
spatial and temporal variation. For example, little is known
about POM and Chl a seasonal variations. Several studies have
predicted shifts in both particulate and dissolved organic
Figure 1 Location of the study sites, t
matter in the near future (Dzierzbicka-Głowacka et al.,
2011; Gustafsson et al., 2015; Straat et al., 2018). Acquiring
a robust baseline or present-day understanding of these
parameters and of basin dynamics can help contextualize
future changes. This study monitored POM characteristics
and relationships between POM and environmental para-
meters in open water areas of the Baltic Sea from 2013—
2015. The aim was to document and interpret seasonal
changes in both POM concentrations and POM properties.

2. Study area

The Baltic Sea extends from 10—308E and 54—648N (Fig. 1)
and represents the second largest brackish water body in the
world. The connection with the North Sea via Danish straits
and the Kattegat results in saline water inflows and stable
stratification of the basinal water columns. Within the halo-
cline, fully saline waters occur at 60—80 m depth. The sea
water volume reaches some 22,000 km3 with annual runoff
equal to 440 km3. Average annual precipitation is 270 km3

and net inflow from the North Sea is 470 km3 (Björck, 1995;
HELCOM, 2007; Łomniewski et al., 1975). The Baltic Sea
receives considerable volumes of freshwater (440 km3; Voi-
pio, 1981) and organic carbon (2.93 Tg C yr1, Tg = 1012 g;
Kuliński and Pempkowiak, 2011; Szymczycha et al., 2014).

The Baltic is a bathymetrically complex, brackish and
enclosed shelfal sea (Leppakowski and Mihnea, 1996). The
basin has an average depth of about 53 m but also consists of
deeper bathymetric features called 'deeps'. These exhibit
well-developed water column stratification. The main deeps
of the Southern Baltic are the Gdańsk Deep, the Gotland Deep
and the Bornholm Deep.

The Gdańsk Deep (maximum depth: 118 m) hosts a perma-
nent halocline located at 60—80 m depth. Surface water layers
have relatively low salinity ranges of between 7.1 and 7.8.
he Gdańsk Deep and Gotland Deep.
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Seasonal temperature variation ranges from 18C (January) and
208C (July). Subsurface layers have higher salinity ranging from
10—13 and temperature of around 48C (Szczepańska and Uści-
nowicz, 1994; Voipio, 1981). The Gotland Deep reaches a
maximum depth about 250 m and is a stratified basin with a
halocline developed at 60—70 m depth. The stratification of the
water column limits oxygen concentration at depth and pro-
motes bottom water oxygen depletion (Leipe et al., 2011;
Szczepańska and Uścinowicz, 1994; Voipio, 1981).

Plankton in the Baltic Sea mostly appear during two sea-
sonal blooms. The spring bloom (March—May) is typically
dominated by dinophytes and/or diatoms (80—95% of total
biomass) with a minority of chlorophytes, cryptophytes and
cyanobacteria. This bloom contributes about half of the
annual primary production. The autumn bloom (August—Sep-
tember) is dominated by cyanobacteria along with dinophytes
and chlorophytes as the other main contributors (Andersson
et al., 2017; Stoń et al., 2002; Wasmund and Uhlig, 2003).
Previous field studies have suggested that Baltic primary
production is mostly nitrogen limited, but the activity of
nitrogen-fixing cyanobacteria during some periods of the year
may result in phosphorus limitation (Kivi et al., 1993).

Primary productivity in the Baltic proper is nitrogen lim-
ited in the summer, and constrained by light and temperature
in the winter (Dzierzbicka-Głowacka et al., 2010). Annual
primary productivity showed distinct spatial and temporal
variations of 100—200 g C m�2 yr�1 with the highest rates
during late spring. Primary productivity increased between
1950 and 1990 by some 50% but has more or less stabilized
since then (HELCOM, 2007; Szymczycha et al., 2019).

3. Material and methods

3.1. Sampling sites, temperature and salinity
measurements

Sampling and analysis focused on two sites, the Gdańsk Deep
(f = 548500N, l = 188170E) and Gotland Deep (f = 578180N,
l = 198530E). Both sites are at a spatial remove from the
influence of river run-off (Voss et al., 2005). The sites were
sampled and monitored over 23 visits from March 2013 to July
2016. Site visits included in situ temperature and salinity
measurements using a Sea-Bird Scientific SBE 911 Plus CTD
profiler. The samples are attributed to two seasons: warm
(WS) and cold (CS). The former includes samples collected in
the period from April to September, while the latter samples
collected from November to March.

3.2. Water sampling, pH measurements and SPM:
separation and storage

Seawater samples were collected from several depths at
study sites using Niskin bottles deployed during r/v Oceania,
r/v Alkor and r/v Aranda research cruises. Immediately
after sampling, pH was measured using a WTW Multi
3400i pH meter (0.01 unit accuracy), while 1—2 liters of
seawater were passed through pre-combusted and pre-
weighted MN GF 5 (0.4 mm nominal pore size) glass-fiber
filters to collect SPM. Filters with SPM were stored at �808C
until further laboratory analysis. To characterize SPM, we
measured POC (particulate organic carbon), PN (particulate
nitrogen), Chl a (chlorophyll a), Pheo a (pheopigment a),
d13C of POM (d13CPOC) and d15N of PN.

3.3. Chlorophyll a (Chl a) and pheopigment a
(Pheo a) analyses

Chl a was measured spectrophotometrically (Hitachi U-2800
spectrophotometer) from solvent extracted SPM. Filters bear-
ing SPM samples were rinsed in 90% acetone following proce-
dures described in Parsons (1966). Chl a concentrations were
calculated using the Lorenzen (1967) formulas. Spectrophoto-
metry was also used to measure Pheo a from acetone extracts
after acidification (60 ml of 1 M HCl were added to 5 ml of the
extract). Quality control included measurements of blanks.
Limit of detection, defined as average blank plus five times
standard deviations of blank measurements, was far below the
results of actual samples measurements (it was smaller than
3% of the smallest measured Chl a concentration).

3.4. Particulate organic carbon (POC),
particulate nitrogen (PN) and stable isotopic
analyses (d13CPOC and d15N)

For carbon and nitrogen analyses, the MN GF 5 (0.4 mm pore
size) glass fiber filters with SPM samples were dried at 608C
for 24 h and then weighed (0.01 mg accuracy) and homoge-
nized. POC, PN, d13CPOC and d15N analyses were carried out
using an Elemental Analyzer Flash EA 1112 Series combined
with the Isotopic Ratio Mass Spectrometer IRMS Delta V
Advantage (Thermo Electron Corp., Germany). Analytical
procedures followed those described in Winogradow and
Pempkowiak (2018). Dry, homogenized filter with POM
(30—40 mg) was weighed, transferred into a silver crucible
and acidified with 2 M HCl to remove carbonates. After
additional drying, samples were transferred to the instru-
ment for high-temperature combustion (oxidation at 10208C,
followed by reduction over copper at 6808C). Analytical
blanks were used to verify measurement stability. The
LKSD-1 reference material was analyzed after every
10 unknowns to confirm accuracy. The average recovery
(n = 5) was 97.1 � 1.0%. Isotopic ratios d13CPOC and d15N were
calculated using pure, laboratory grade CO2 and N2 reference
gases calibrated against IAEA standards CO-8 and USGS40 for
d13C and N-1 and USGS40 for d15N. Sample d13CPOC and d15N
values are given in the conventional delta notation relative to
PDB for d13CPOC and relative to atmospheric nitrogen for d15N.

Quality control included measurements of blanks and
reference materials. Limit of POC and PON detections was
respectively 0.001 mg/l and 0.002 mg/l, and was smaller
than 3% of the smallest measured POC, and 8% of the smal-
lest measured PN concentrations.

4. Results and interpretation

4.1. Temperature and salinity

Fig. 2 shows profiles of water column salinity for the Gdańsk
Deep and the Gotland Deep. Surface water layers (SWL) for
both deeps are characterized by a salinity range of 7.2 to
7.6 psu. Salinity increases up to 12.5 psu within the halocline



Figure 2 Vertical salinity profiles for the (a) Gdańsk Deep and (b) Gotland Deep as measured during the 2013—2015 study period.
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and remains within a 12.5—12.8 psu range below the halo-
cline, hereafter referred to as the deep water layer, or DWL (in
the figures the 'deep water layer' is addressed as the 'subsurface
water layer'). In both deeps, the halocline resides between
60 and 85 m depth requiring careful sampling of the Gdańsk
Deep DWL so as not to re-suspend sediment. Both deeps
exhibited halocline salinity gradients of 0.2 psu/m. Salinity
showed no signs of systematic shifts over the course of a year.
The salinity distribution in the study area indicates stratifica-
tion caused by the salinity/density gradient and clearly distin-
guishes both the DWL and SWL. These two water layers persist
throughout the year above and below the halocline. Stratifica-
tion of the Baltic Proper water column arises due to the
relatively high density of saline seawater entering the Baltic
from the North Sea and fresher surface water contributed by
river runoff (Burska et al., 2005; Rak, 2016; Voipio, 1981).

Fig. 3a shows typical water column temperature profiles
for the two deeps. Temperatures for the SWL were lower
during the cold season (48C) than during the warm season
(178C) and displayed a range typical of the Baltic Proper
Figure 3 (a) Typical vertical profiles of water temperature in Gd
season; (b) average monthly temperatures measured from surface a
(Szymczycha et al., 2019; Voipio, 1981). Temperature profiles
for the WS did not appear to show well-developed thermo-
clines, possibly due to surface water mixing at the time of
measurement (Szymczycha et al., 2017). The DWL exhibited a
relatively consistent 4—68C temperature range. Fig. 3b shows
average monthly temperatures for the Gdańsk Deep (Figure S1
— Gotland Deep). The SWL exhibited temperature increases in
April—July and decreases in September—January. The surface
water layer thus appears to experience a cold season (CS:
November to March) and a warm season (WS: April to Octo-
ber). This type of seasonal temperature oscillations is typical
of seas in temperate climate regions (Sheppard (2019)) and is
consistent with numerous previous observations of the Baltic
(Rak, 2016; Szymczycha et al., 2019; Voipio, 1981).

4.2. Chlorophyll a (Chl a) and pheopigment a
(Pheo a)

Fig. 4a shows typical profiles of Chl a concentrations in the
water column for both deeps. Concentrations reached up to
ańsk Deep and Gotland Deep during the cold season and warm
nd deep water layers of the Gdańsk Deep.



Figure 4 (a) Typical vertical profiles of chlorophyll a concentrations in water of Gdańsk Deep and Gotland Deep in cold season and
warm season; (b) average monthly chlorophyll a concentrations in the surface and deep water layers of the Gdańsk Deep.
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20 mg/m3 in the SWL during the WS due to the spring bloom
(Maciejewska and Pempkowiak, 2014). Concentrations in the
DWL did not exceed 0.3 mg/m3 indicating that sinking POM
originating from the spring bloom had not reached the DWL at
the time of measurement. Previous studies have reported
similar Chl a values and water column distribution (Heiskanen
et al., 1998; Maciejewska and Pempkowiak, 2014). Vertical
Chl a profiles sometimes showed a shoulder or even a clear
maximum at around 20 m depth (Fig. 4a shows Gdańsk Deep).
This 'deep Chl a maximum' has been interpreted as evidence
of increased phytoplankton abundance (Liu et al., 2018).

Fig. 4b shows the average monthly Chl a concentrations in
the Gdańsk Deep (Figure S2 — Gotland Deep). The SWL
exhibited greater Chl a concentrations (>1 mg/m3, except
January) than the DWL (<0.3 mg/m3, except May). The SWL
also showed an increase of Chl a beginning in March with a
peak in May, followed by a decrease between November and
January. During the CS, SWL Chl a concentrations did not
exceed 1.3 mg/m3 but were never lower than 2 mg/m3 during
the WS. Concentrations of Chl a in the DWL were constant at
0.3 mg/m3 (except May) throughout the year.

Shifts in both temperature and Chl a concentrations
(Fig. 3a and Fig. 4a) indicate that the SWL can assume two
states. In one, the WS experiences increased Chl a concen-
trations indicative of phytoplankton abundance and high
growth rates. In the other, the CS exhibits low Chl a con-
centrations indicating limited phytoplankton activity and
lack of growth. The temperature and Chl a concentrations
Figure 5 (a) Typical vertical profiles of pheopigment a concentratio
cold and warm seasons; (b) average monthly pheopigment a conce
Gdańsk Deep.
in the DWL remain constant throughout the year, except for
Chl a in May. Elevated Chl a concentrations in the Gdańsk
Deep in May most likely arise from the sinking of biomass
products of a spring bloom that must have begun early
enough for products to reach the DWL within several weeks.
Previous studies have described similar concentration ranges
and timing of Chl a changes in the Gdańsk Deep (Burska et al.,
2005; Szymczycha et al., 2017) and the Gotland Deep
(Maciejewska and Pempkowiak, 2014).

Fig. 5a shows concentrations of Pheo a measured from the
Gdańsk Deep and Gotland Deep. Fig. 5b shows monthly
averages of Pheo a in Gdańsk Deep (Figure S3 — Gotland
Deep). Concentrations from the SWL (0.1—0.5 mg/m3 during
the CS and 0.7—1.5 mg/m3 during the WS) exceeded those
measured from the DWL (0.1—0.3 during the CS and 0.1—
0.5 mg/m3 during the WS). The observed concentrations fell
within the range of previously reported values for the Gdańsk
Deep by Burska et al. (2005). Pheo a concentrations and
dynamics were interpreted as reflecting cycling of phyto-
plankton biomass (Burska et al., 2005; Struck et al., 2004)
and sloppy zooplankton feeding (Collos et al., 2005; Meyer-
Harms et al., 1999; Spence and Steven, 1974).

4.3. Suspended particulate matter (SPM)

Fig. 6a shows typical SPM profiles from water columns of the
study area. Concentrations in the SWL (0.6—1.1 mg/l during
the CS and 2—4 mg/l during the WS) exceeded those observed
ns measured from the Gdańsk Deep and Gotland Deep during the
ntrations measured from surface and deep water layers of the



Figure 6 (a) Typical vertical profiles of suspended particulate matter (SPM) concentrations measured from the Gdańsk Deep and
Gotland Deep during the cold and warm seasons; (b) average monthly SPM concentrations measured from surface and deep water layers
of the Gdańsk Deep.
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from the DWL (0.6 mg/l during the CS and 1.6 mg/l during the
WS). The concentrations fell within ranges reported in pre-
viously published studies of the Gdańsk Deep (Burska et al.,
2005; Maciejewska and Pempkowiak, 2014) and the Gotland
Deep (Maciejewska and Pempkowiak, 2014; Meler et al.,
2017b; Struck et al., 2004; Woźniak et al., 2018). Concentra-
tion profiles shown in Fig. 6a indicate similar SPM values for
the SWL and DWL during the CS (concentrations were con-
stant at some 0.4 mg/l) but higher SPM concentrations in the
SWL (1.5 mg/l) relative to the DWL (0.4 mg/l) during the WS.

Fig. 6b shows monthly average SPM concentrations in the
Gdańsk Deep (Figure S4 shows monthly average SPM for the
Gotland Deep). From November to March, the DWL and SWL
exhibited similar SPM concentrations of about 0.6—0.8 mg/l.
Average SPM concentrations exceeding 2 mg/l (SWL) and
1 mg/l (DWL) were measured in April and May. Previously
published studies have described seasonal variation in ver-
tical SPM gradients (Burska et al., 2005; Struck et al., 2004;
Szymczycha et al., 2017; Tamelander and Heiskanen, 2004).
Burska et al. (2005) and Woźniak et al. (2018) reported that
the POM contribution to SPM varies over the course of a year
from 30% (CS) to 80% (WS). This highlights the significance of
the planktonic biomass contribution to SPM.

4.4. Particulate organic carbon (POC) and
particulate nitrogen (PN)

Fig. 7a and b show vertical POC and PN profiles. The SWL POC
concentrations during the WS (up to 1.4 mg/l) exceeded
those observed during the CS (0.1 mg/l). Respective CS
and WS PN concentrations were 0.03 mg/l and up to
0.15 mg/l. The respective CS and WS DWL POC concentra-
tions were 0.02 mg/l and 0.4 mg/l while PN concentrations
were 0.04 mg/l and 0.015 mg/l (respectively for CS and WS).
Fig. 7c and d show average monthly POC and PN concentra-
tions for the Gdańsk Deep (Figure S5 — Gotland Deep). These
show an increase in SWL POC between March (0.1 mg/l) and
April (0.3 mg/l) with maximum concentrations observed in
May (0.8 mg/l). These were followed by a steady decline to
0.3 mg/l in September, 0.15 mg/l in November and 0.08 mg/l
in January. The DWL POC concentrations ranged from
0.07 mg/l (March) to 0.23 mg/l (May). These variations
reflect phytoplankton and cyanobacterial abundance
(source) vs grazing activity of zooplankton, POM mineraliza-
tion and POM particle sedimentation (sinks) (Grossart and
Ploug, 2001; Maciejewska and Pempkowiak, 2015; Struck
et al., 2004).

The period from November to March experienced low PN
concentrations (below 0.05 mg/l in the SWL and 0.02 mg/l in
the DWL). The period from April to September experienced
elevated PN concentrations (0.08 mg/l in the SWL and
0.02 mg/l in the DWL). May observations include exceedingly
high PON concentrations (on average 0.08 mg/l in the SWL
and 0.02 mg/l in the DWL). The concentrations observed fell
within ranges reported for the Baltic Proper water column
and typical seasonal SWL and DWL values therein (Andersson
and Rudehall, 1993; Burska et al., 2005; Engel et al., 2002;
Maciejewska and Pempkowiak, 2014; Struck et al., 2004;
Szymczycha et al., 2017).

4.5. POM stable isotopic data: d13CPOC and d15N

Fig. 8a shows water column d13CPOC profiles for selected
areas. These exhibit a steep vertical d13CPOC gradient during
both the CS and WS. In Gotland Deep the WS SWL values
exceeded those measured from the DWL (�24.0% vs.
�27.5%) but CS data showed the opposite trend (�27.5%
vs. �25.5%). Average monthly d13CPOC values in the Gdańsk
Deep (Fig. 8b) increased from January to May and decreased
from July to January in the SWL. The DWL data exhibits a
similar but more subtle trend. SWL d13CPOC ranged from
�27.0% to �28.0% during the CS, while WS d13CPOC ranged
from �23.0% to �26.0% (except July: �25.0%). DWL
d13CPOC values ranged from �26.0% to �28.0% throughout
the year. Both deeps exhibit similar d13CPOC values and
patterns (Fig. 8a, Figure S6) indicating comparable d13C
distribution and dynamics (Table 1). The d13CPOC also
resembled that reported from earlier studies of the Gdańsk



Figure 7 (a) Typical vertical profiles of POC concentrations in Gdańsk Deep and Gotland Deep; (b) typical vertical profiles of PN
concentrations measured from the Gdańsk Deep and Gotland Deep; (c) average monthly POC concentrations measured from the Gdańsk
Deep; (d) average monthly PN concentrations measured from the Gdańsk Deep.

Figure 8 (a) Typical vertical profiles of d13CPOC values measured from the Gdańsk Deep and Gotland Deep during the cold and warm
seasons; (b) average monthly d13CPOC values measured from surface and deep water layers of the Gdańsk Deep.
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Table 1 Average concentrations and properties of particulate organic matter analyzed from the Gdańsk Deep and the Gotland Deep in surface water layer (SWL) and deep water
layer (DWL) during warm season (WS) and cold season (CS).

Property Unit Average � s(*)

Gdańsk Deep Gotland Deep

SWL DWL SWL DWL

WS CS WS CS WS CS WS CS

Salinity — 7.19 � 0.16 7.27 � 0.13 11.78 � 0.63 11.18 � 0.64 7.34 � 0.12 7.29 � 0.17 11.50 � 0.87 11.53 � 0.42
Temperature 8C 10.75 � 4.51 4.94 � 1.94 4.29 � 1.08 4.27 � 1.37 11.09 � 4.52 308 � 1.22 4.15 � 1.57 4.68 � 0.47
pH — 8.62 � 0.61 8.00 � 0.32 7.79 � 0.30 7.58 � 0.58 8.34 � 0.11 7.97 � 0.16 7.73 � 0.40 7.34 � 0.14
Chl a mg/m3 6.11 � 4.09 1.18 � 0.99 1.66 � 0.78 0.33 � 0.20 6.77 � 3.59 0.70 � 0.10 0.50 � 0.31 0.18 � 0.11
Pheo a mg/m3 0.82 � 0.61 0.71 � 0.31 0.31 � 0.11 0.21 � 0.13 0.88 � 0.64 0.11 � 0.06 0.24 � 0.19 0.08 � 0.04
SPM mg/l 1.92 � 0.38 0.83 � 0.21 0.62 � 0.19 0.64 � 0.16 1.68 � 0.87 0.69 � 0.30 0.84 � 0.41 1.21 � 0.42
POC mg/l 0.96 � 0.41 0.19 � 0.13 0.22 � 0.11 0.10 � 0.03 0.58 � 0.32 0.13 � 0.02 0.19 � 0.05 0.10 � 0.04
POC mg/g 332.5 � 41.1 194.7 � 77.9 181.3 � 71.7 160.7 � 57.0 263.6 � 62.00 176.1 � 23.29 145.1 � 64.73 130.1 � 16.7
PN mg/l 0.16 � 0.34 0.03 � 0.02 0.02 � 0.01 0.01 � 0.001 0.10 � 0.11 0.02 � 0.01 0.03 � 0.06 0.01 � 0.005
PN mg/g 37.82 � 13.30 28.69 � 11.43 16.88 � 7.95 23.21 � 5.46 37.90 � 11.63 28.12 � 4.51 22.03 � 9.52 18.58 � 2.78
d13C % �24.20 � 0.63 �26.90 � 0.51 �26.48 � 0.72 �26.88 � 0.70 �25.45 � 0.39 �25.81 � 0.49 �25.86 � 0.74 �25.94 � 0.34
d15N % 4.2 � 0.4 nd 4.9 � 0.6 nd 4.3 � 0.3 4.8 � 0.5 nd nd

s, standard deviation; nd, no data available.
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Deep during the WS (Maksymowska et al., 2000; Szymczycha
et al., 2017; Voss et al., 2005), of the Gotland Deep's DWL
(Struck et al., 2004) and northern areas of the Baltic Sea
(Heiskanen et al., 1998). The surface most sediment layers in
both the Gdańsk Deep and the Gotland Deep exhibited
d13CPOC values ranging from �26.0% to �27.0%
(Szczepańska et al., 2012; Winogradow and Pempkowiak,
2014, 2018). This indicates transport and burial of PSM from
the water column to surface sediments without considerable
fractionation. Geochemical modeling by Gustafsson et al.
(2015), surprisingly, indicates that d13CPOC in the Gotland
Deep will shift from �24.0% to �23.0% by 2050 with sea-
sonal variation limited to 2 ppm.

The low amounts of PTN captured by water sample filtra-
tion methods used here limited d15N measurements. Table 1
lists the few results obtained.

5. Discussion

5.1. Hydrological and seasonal constraints

Data presented in Figs. 2—5 and Figures S1—S5 clearly indi-
cate two water masses (SWL and DWL) of different salinity
separated by a well-established halocline. The SWL experi-
ences annual temperature variation associated with seasonal
irradiance effects (Dera and Woźniak, 2010; Voipio, 1981).
This variation was parsed as warm and cold seasons (WS and
CS) in data interpretation. Favorable conditions during the
WS lead to increased abundance and activity of phytoplank-
ton (Schneider et al., 2006, 2015; Wasmund and Uhlig, 2003)
evident as elevated Chl a concentrations during the WS
relative to the CS (Fig. 4a and b). An increased supply of
planktonic POM however also causes a rapid increase in SPM
concentrations (Fig. 6a and b) as well as concentrations of
both measured components of POM (POC and PN; Fig. 7a and
b). The WS also experiences increased contribution of POC to
Figure 9 Average monthly POC/SPM ratios measured from
surface and deep water layers of the Gdańsk Deep.
SPM (Fig. 9) and exhibits higher d13CPOC values (Fig. 10a and
b). Interpretation of SWL dynamics must, therefore, assume
seasonal variation in POM. A stable halocline separates the
DWL from the SWL and the DWL exhibits constant salinity and
temperature throughout the year. These stable stratification
parameters suggest that surface and bottom water masses do
not mix at any time. Many other studies have detected this
feature of the Baltic Proper water column (Łomniewski et al.,
1975; Rak, 2016; Voipio, 1981). Schneider et al. (2003)
suggested that diffusion due to a concentration gradient
causes widening of the halocline. This mechanism could
influence salinity and possibly other dissolved species with-
out affecting POM.

Mass transfer of SPM across the halocline occurs due to
sedimentation (Burska et al., 2005; Lundsgaard et al., 1999;
Struck et al., 2004). This causes deep water POM and Pheo a
concentrations to increase in May during peak primary produc-
tivity in the SWL (see Fig. 5a and b, Figure S4). However, the
DWL experiences only limited POM and Pheo a variation relative
to the SWL. Data indicate a time lag between maximum Pheo a
concentrations in the SWL and DWL (Fig. 5b and Figure S4).
Conversion of Chl a to Pheo a evident from visible shifts and
timing of peak concentrations takes several weeks as previously
documented (Burska et al., 2005; Collos et al., 2005).

The consistency of salinity values in the SWL throughout
the year signifies that river run-off does not significantly
influence the water column of open sea regions. Similarly,
Voss et al. (2005), found that run-off from the Vistula River
does not influence the Baltic water column beyond a distance
of 50 km from the river mouth (also see Maksymowska et al.,
2000; Szymczycha et al., 2017).

As a proxy for phytoplankton abundance, SWL POM con-
centrations and other properties consistently varied accord-
ing to seasonal forcing. POM concentrations and properties in
the DWL remained more or less stable throughout a year
(excluding the period of phytoplankton bloom in the SWL
during May). Major saline water inflows from the North Sea to
the Baltic Sea may influence POM in the DWL. The last major
inflow occurred in 2015 however (Mohrholz et al., 2015; Rak,
2016), after DWL sampling for this study had already been
completed. The general frequency of major saline inflows has
decreased to one or two per decade within the last fifty years
(Mohrholz et al., 2015; Szymczycha et al., 2019).

5.2. POM properties

5.2.1. POM contribution to SPM
Recent research on Baltic Proper seawater found that POC
constitutes 49% of the POM mass. Regression analysis of POM
and POC gave correlation coefficients R2 = 0.99 (Woźniak
et al., 2018). These relationships are typical of marine
POM (Ríos et al., 1998), which represents a much larger
(2�) contribution to SPM than POC.

The POC contribution to SPM (or POC/SPM ratio) for the
study area varied by season as well as between surface and
deep water layers (DWL: 0.12 for the CS and 0.14 for the WS;
SWL: 0.15 for the CS and 0.32 for the WS) (Table 2; Fig. 9,
Figure S7 — Gotland Deep). The POC/SPM ratio has been
studied previously for both the Gdańsk Deep (Burska et al.,
2005; Woźniak et al., 2018) and the Baltic Proper (Hakanson
and Eckhell, 2005; Meler et al., 2017a, 2017b; Schumann
et al., 2001; Woźniak et al., 2016, 2018). Contributions to the



Figure 10 (a) Relationship between d13CPOC and POC; (b) the relationship between d13CPOC and salinity observed from the study area.

Table 2 Average ratios of selected POM constituents in surface water layer (SWL) and deep water layer (DWL) during warm season
(WS) and cold season (CS).

Ratio Unit Average � s

Gdańsk Deep Gotland Deep

SWL DWL SWL DWL

WS CS WS CS WS CS WS CS

POC/PN mg/mg 5.8 � 0.5 6.3 � 0.6 10.8 � 0.7 10.1 � 1.2 5.9 � 0.7 6.5 � 0.4 7.7 � 1.0 9.6 � 0.6
POC/chl a g/mg 0.14 � 0.05 0.17 � 0.08 0.13 � 0.07 0.31 � 0.22 0.085 � 0.06 0.18 � 0.07 0.38 � 0.08 0.55 � 0.18
PN/chl a g/mg 0.04 � 0.02 0.03 � 0.01 0.02 � 0.01 0.03 � 0.01 0.02 � 0.01 0.03 � 0.01 0.04 � 0.02 0.06 � 0.04
POC/SPM mg/mg 0.32 � 0.07 0.15 � 0.07 0.14 � 0.07 0.12 � 0.02 0.33 � 0.06 0.18 � 0.02 0.23 � 0.06 0.08 � 0.03
PN/SPM mg/mg 0.08 � 0.01 0.04 � 0.01 0.03 � 0.01 0.015 � 0.01 0.06 � 0.04 0.03 � 0.02 0.03 � 0.02 0.01 � 0.00

s, standard deviation.
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SWL were 0.29 during the WS and 0.16 during the CS.
Respective DWL contributions were about 2 times smaller.
The POC/SPM ratio reported in the literature resembles that
reported here. Seasonal dynamics reflect the increased
inflow of planktonic organic matter to the POM reservoir
during the WS (Andersson and Rudehall, 1993; Woźniak et al.,
2018). Lower DWL ratios indicate POM mineralization during
particle sinking (Andersson and Rudehall, 1993; Burska et al.,
2005; Gustafsson et al., 2013). Increases of d13CPOC (Fig. 8)
and POC concentration (Fig. 7a) during the WS support this
interpretation as do the respective lower and higher C/N
molar ratios in the DWL and SWL (Table 2; Fig. 11a).

5.2.2. Dynamics of d13CPOC

Fig. 10a shows the relationship between POM d13CPOC and
salinity. Salinity ranges of 9—13 psu indicate that SPM was
filtered out of water samples collected from the DWL. These
POM samples also gave depleted d13CPOC values. The SWL POM
(salinity ranging from 7.3—7.6 psu) exhibited d13CPOC values
of �22.5% to �27.0% (WS) and �25.5% to �27.3% (CS).
This means that larger d13CPOC values measured in marine
POM (�22.5% to �26.0%) occur during increased primary
production. The surface water layer of the Baltic Proper
during this period also displays (CO2)aq partial pressures well
below 300 matm (Schneider et al., 2006, 2015). Relative
enrichment in 13CPOC may arise from limited isotopic fractio-
nation under low CO2 availability or other disequilibrium
conditions (Kopczyńska et al., 1995; Laws et al., 1995; Liu
et al., 2018). During the CS, the equilibrium between (CO2)aq
and seawater is restored (Omstedt et al., 2014; Schneider
et al., 2015) leading to lower d13CPOC values in POM.

Fig. 10b shows dependent relations between POC concen-
tration and d13CPOC. Plots generally show increasing d13CPOC

with increasing POC concentrations, which accord with
increased primary production during the WS. Measured
d13CPOC values could be incorrectly interpreted as indicating
a terrestrial POM contribution to the open Baltic POM, since
its range overlaps with that of mixed land/marine-derived
POM (Goñi et al., 2003; Hayes, 1993; Sauer et al., 2016;
Szczepańska et al., 2012; Thornton and McManus, 1994; Voss
and Struck, 1997). Recent studies have reported d13CPOC

values ranging from �23.0% to �26.0% for marine plank-
tonic biomass (Liu et al., 2018; Lowe et al., 2016; Miller
et al., 2013). Neither hydrologic (salinity) nor biochemical
(C/N ratios, POM/Chl a ratios) data ranges would support the
interpretation that terrestrial organic matter makes a direct
contribution to open water Baltic POM. The POM measured
here thus appears to derive from planktonic biomass. Earlier
studies of marine POM reported d13CPOC values ranging from
�24.0% to �26.0% for coastal areas (Liu et al., 2018; Lowe
et al., 2016; Miller et al., 2013) including the Baltic Sea
coastal areas (Maksymowska et al., 2000; Struck et al., 2004).
As indicated above these values may reflect limited fractio-
nation of carbon isotopes due to low (CO2)aq partial pressure



Figure 11 (a) Seasonal POC/PN ratios observed for the Gdańsk Deep and Gotland Deep; (b) relationship between PN and POC for the
study area.
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caused by intensive (CO2)aq uptake during photosynthesis
(Kopczyńska et al., 1995; Laws et al., 1995; Liu et al.,
2018). Reports on Baltic Sea d13CPOC values indicate major
seasonal variation in d13CPOC (Struck et al., 2004; Szymczycha
et al., 2017). The relatively wide range of d13CPOC values
observed throughout the year and throughout the water
column reflects general d13CPOC increase with increasing
phytoplankton abundance and variations due to temperature
and compositional shifts in phytoplankton assemblages (Liu
et al., 2018).

The observed d13CPOC values for water column POM shift
from �22.5% to �27.0% but still, most likely, represent
marine phytoplankton derived biomass generated during
primary production or subjected to aging.

5.2.3. Molar ratios of organic carbon to nitrogen (C/N)
Molar ratios of carbon to nitrogen (C/N) are frequently used
to assess POM provenance and/or age (Burska et al., 2005;
Chester, 2003; Liu et al., 2018). Carbon to nitrogen (C/N)
ratios of less than 9 (Koziorowska et al., 2016) or 12 (Liu
et al., 2018) have been attributed to POM originating from
marine primary production. Ratios measured by this study
ranged from 5.8—10.8 (Table 2, Fig. 11). These values are
typical of marine POM measured from the southern Baltic
(Burska et al., 2005; Struck et al., 2004) but they differ from
the Redfield ratio of 6.6. The departure from the Redfield
ratio reported here (Fig. 11a) may arise from a contribution
of zooplankton and relatively rapid PON ammonification in
the SWL during the WS (Burska et al., 2005). Certain phyto-
plankton assemblages developed in the open Baltic during
the WS could also give rise to the departure (Andersson et al.,
2017; Wasmund et al., 1998). Hagström et al. (2001) attrib-
uted plankton biomass POC/PON ratios measured from the
Baltic to this latter cause. During the CS, the DWL exhibited
greater C/N ratios than during the WS (Fig. 11a) probably due
to preferential mineralization of organic nitrogen relative to
organic carbon during the sinking and/or aging of POM par-
ticles (Burska et al., 2005; Struck et al., 2004). The relatively
narrow range of POC/PN ratios observed throughout most of
the water column indicates, again, that terrestrial POM
depleted of organic nitrogen contributes but little to SPM
of the deeps studied (Liu et al., 2018). Lower POC/PN values
from near-bottom water layer may reflect microbial com-
munities in SPM floc settled out as surface sediment (Burska
et al., 2005; Emeis et al., 2002; Rheinheimer et al., 1989).

A linear relationship observed between POC and PN
(PN = 0.13, POC = 0.173, R2 = 0.97) indicates that PN covaries
with POM (Fig. 11b). A regression coefficient of 0.13 indicates
the average total nitrogen to organic carbon ratio. This
dependence can also be used to document inorganic nitrogen
contribution to the PON pool (Liu et al., 2018). Studies
interpreting C/N ratios have sometimes considered nitrogen
speciation into organic and inorganic fractions (Grossart and
Ploug, 2001; Koziorowska et al., 2016; Liu et al., 2018;
Schubert and Calvert, 2001). The occurrence of ammonium
ions in PSM could influence C/N ratios if SPM contains suffi-
cient amounts of ammonium. Contrary to the expected
effect of inorganic nitrogen, a plot of POC versus PN
(Fig. 11b) predicts negative PN values for POC = 0. This
indicates the presence of carbon that, under the analytical
procedure used, is assumed to be sedimentary organic car-
bon. This fraction of carbon is deprived of organic nitrogen.
The evidence thus indicates inorganic nitrogen (IN) is not
incorporated into SPM in amounts influencing POC/TN ratio.

5.2.4. POC/Chl a ratio
The POC/Chl a ratio indicates the amount of biomass related
to a Chl a unit and serves as a proxy for live phytoplanktonic
contribution to the POM pool. Fig. 12a shows POC depen-
dence on Chl a. Observed POC/Chl a values range from 85
(WS) to 180 (CS) in the SWL and from 170 (WS) to 550 (CS) in
the DWL (Table 2, Fig. 12a). While seasonal oscillation in the
SWL POC/Chl a ratio intuitively results from phytoplankton
growth during the WS (Stoń et al., 2002; Tamm et al., 2019),
variation in the DWL is more difficult to interpret. Live
phytoplankton cells host abundant Chl a. Phytoplankton
expiry and zooplankton grazing lyses cells to release labile
components into the environment (Conover et al., 1988).
This process and the exposure to environmental factors can
transform Chl a into Pheo a. The POC/Chl a ratios for live
marine phytoplankton varies from 50 mg/mg to 200 mg/mg.
Values below 200 indicate POM derived from living



Figure 12 (a) Typical vertical profiles of the POC/Chl a ratio measured from the Gdańsk Deep and Gotland Deep; (b) relationship
between Chl a and POC.
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phytoplankton cells (Liu et al., 2018). The intercept of the Chl
a versus POC curve at Chl a = 0 ranges from 40—50 mg POC/l,
while the Chl a increase is equal to 0.008 mg Chl a/mg POC.

Woźniak et al. (2018) reported that the Baltic Sea samples
exhibit an average POC/Chl a ratio of 125 for the SWL during
the WS. The coefficient of variation assigned to the ratio was
68% indicating that the ratio varies over a relatively large
range (Woźniak et al., 2018). The POC/Chl a ratios reported
here range from 80—300. Differences in literature and mea-
sured ranges may result from different analytical methods
used. For example, Liu et al. (2018) and Woźniak et al. (2018)
used remote sensing while this study used extraction and
spectroscopic absorption measurements, as did Andersson
and Rudehall (1993), Burska et al. (2005) and Maciejewska
and Pempkowiak (2014). The considerable POC/Chl a gradi-
ent at the halocline (Fig. 12b) indicates aged POM in the DWL
consistent with other POM characteristics observed (smaller
d13CPOC, smaller contribution of POC to SPM, larger POC/PN
ratio). Properties thus indicate POM produced by phytoplank-
ton in the SWL during the WS and then aged in the DWL
throughout the year.

An extended study devoted to optical properties of SPM in
Baltic surface waters (Meler et al., 2017b; Woźniak et al.,
2016; Woźniak et al., 2018) reported Chl a/POM ratios ran-
ging from 2.5 � 10�3 g/g to 5.0 � 10�3 g/g. These data were
derived from samples mostly collected from coastal local-
ities, however, which showed considerable seasonal varia-
tion. The Chl a/POM values reported correspond to
respective POC/Chl a ratios of 400 g/g and 200 g/g (using
standard biogeochemical conventions; Liu et al., 2018). As
such, they fell within the range of values reported in this
study. The POC/Chl a ratios reported by Burska et al. (2005)
study of the Gdańsk Deep ranged from 200—300 (g/g) in
surface waters and from 2000—4000 in deeper layers. The
latter range indicates that sediment was re-suspended and
collected with analyzed samples.

The depth and seasonal dependence of Pheo a concentra-
tions (Fig. 5a and b) relate to production rates of Pheo a and
associated microzooplankton grazing rates. Pheopigment
production in the absence of grazing may indicate irradiance
and photo-degradation of these compounds. Year to year
variation in the timing of the spring bloom between regions
supports the interpretation that the Chl a/Pheo a ratio
primarily reflects the rate of phytoplankton growth and is
most strongly influenced by chlorophyll a levels. Zooplankton
digestion of phytoplankton cells can account for observed
correlations (Collos et al., 2005; Conover et al., 1988; Spence
and Steven, 1974). The occurrence of Chl a in the DWL
indicates that Chl a associated with POM persists long enough
to be present after POM transport below the halocline. The
Chl a concentration in the DWL is higher during the more
productive WS than during the CS.

5.2.5. Implications of d13CPOC values and dynamics:
POM origin
The d13CPOC data can help constrain the origin of POM and
sedimentary organic matter in coastal waters (Goñi et al.,
2003; Koziorowska et al., 2017; Sauer et al., 2016; Schubert
and Calvert, 2001; Szczepańska et al., 2012; Thornton and
McManus, 1994; Voss and Struck, 1997; Winogradow and
Pempkowiak, 2018). Large differences between d13CPOC

values for phytoplankton biomass and fluvial POM delivered
to the marine environment form an end member model
(Thornton and McManus, 1994). End members vary within a
relatively narrow range of �21.0% to �22.5% for marine
phytoplankton biomass (Sauer et al., 2016; Winogradow and
Pempkowiak, 2018) and �27.0% to �28.5% for terrestrial
POM (Sauer et al., 2016). Studies addressing the origin of POM
in the Baltic Sea defined respective marine and terrestrial
d13CPOC values of �22.0% (marine) and �27.0% (terrestrial)
(Pempkowiak and Pocklington, 1983; Szczepańska et al.,
2012; Winogradow and Pempkowiak, 2018), �21.5% and
�27.0% (Voss et al., 2005) and �21.0% and �29.0%
(Maksymowska et al., 2000) as end members.

As shown above (Fig. 10a, Table 1), d13CPOC values for POM
from open Baltic Sea water ranged from �22.5% to �27.5%.
The POM d13CPOC contributed by river run-off also differs from
that reported as characteristic of terrestrial POM. Two recent
studies of POM contributions from river runoff into the Bay
of Gdańsk (Gębka et al., 2018) and the Curonian Lagoon
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(Lesutienė et al., 2018) reported average d13CPOC values of
�30.1% and �31.8%. The d13CPOC measurements reported
in this study suggest that while WS d13CPOC POM values
(�23.0%) resemble those reported in the literature, d13CPOC

values vary considerably throughout the year (Fig. 8a and b)
but generally exhibit lower d13C values (�27.5%) in the DWL
during the CS. Struck et al. (2004) reported similar annual
trends in both POM concentrations and d13C values for the
Gotland Deep at 140 m water depth.

This study measured an annual average d13CPOC value for
POM from the Gdańsk Deep and the Gotland Deep POM of
�24.2%. Concentrations of POM vary throughout the year
from 3.1 mg/l during the WS to 0.4 mg/l during the CS. A
weighted average of surface water POM d13CPOC is �23.2%.
This indicates that Baltic Sea average (end member) d13CPOC
values are: �31.7% for fluvial POM and �23.2% for plank-
tonic POM. Comparing marine and terrestrial d13CPOC values to
those measured from sedimentary organic matter (e.g.
�26.0%; Szczepańska et al., 2012) indicates a terrestrial
organic matter fraction of 0.70 or 0.67 assuming older esti-
mates. Comparison with values from literature sources indi-
cates that the proportion of terrestrial/planktonic organic
matter in Baltic sedimentary organic matter does not signifi-
cantly change (Maksymowska et al., 2000; Szczepańska et al.,
2012; Voss et al., 2005; Winogradow and Pempkowiak, 2018).

While interpretations of sedimentary organic matter
sources in the Baltic Sea remain somewhat tentative, the
evidence suggests a major terrestrial contribution (43—67%;
Winogradow and Pempkowiak, 2018). This is contradictory to
the conclusion of preferentially autochthonous provenience
of POC in the open Baltic. However, most sedimentary POC is
transported and deposited, in the above bottom water layer,
as floc (Emeis et al., 2002; Winogradow and Pempkowiak,
2018) and thus there is no contradiction between the
reported here and the literature results.

6. Conclusions

This research investigated seasonal changes in the concen-
trations and character of POM from open water areas of the
Baltic Sea, the landlocked sea characterized by a permanent
stratification.

POM concentrations exhibited considerable seasonal var-
iation indicating primary production as a major POM source.
Mineralization and sedimentation serve as POM sinks for fresh
and aged planktonic biomass. The POM properties measured
included Chl a, contribution of POM to SPM, POM/Chl a ratio,
C/N molar ratio and d13CPOC values. These revealed the
interplay between live planktonic biomass and aged POM.

Measured POM d13C values were more depleted than those
reported for other coastal areas. These lower values may
arise from relatively short productive periods with low
(CO2)aq concentrations when assimilation of 13C-enriched
CO2 takes place, at variance with longer periods of CO2

assimilation in seawater at equilibrium with the atmosphere.
Average d13CPOC of POM values adjusted for POM concentra-
tions oscillations were �23.2%. Literature-reported d13CPOC

values for terrestrial POM range from �31.0% to �33.0%.
Given these values, terrestrial/marine end-member models
indicate no significant shifts in sedimentary organic matter
provenance.
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Summary This article addresses the Stokes drift in layers in the water column for deep
water random waves based on wave statistics in terms of the sea state wave parameters
significant wave height and mean zero-crossing wave period. This is exemplified by using long-
term wave statistics from the North Atlantic, and is supplementary to Myrhaug et al. (2018)
presenting similar results based on long-term wind statistics from the same ocean area.
Overall, it appears that the results based on long-term wave statistics and long-term wind
statistics are consistent. The simple analytical tool provided here is useful for estimating the
wave-induced drift in layers in the water column relevant for the assessment of the transport
of, for example, marine litter in the ocean based on, for example, global wave statistics.
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Myrhaug et al. (2018) (hereafter referred to as MWH18)
provided estimates of the Stokes transport in layers in the water
column based on long-term wind statistics. The results were
exemplified by using the Phillips and the Pierson-Moskowitz
model wave spectra together with open ocean long-term mean
wind speed statistics from one location in the northern North Sea
and from four locations in the North Atlantic. This article is
supplementary to MWH18 with the purpose to demonstrate how
similar results of the Stokes transport in layers in the water
column can be obtained by using long-term wave statistics in
terms of the sea state parameters significant wave height and
mean zero-crossing wave period. Results are exemplified by
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using open ocean deep water wave data from five locations in
the North Atlantic, including comparison with the MWH18
results based on long-term wind statistics from four locations
in the same ocean area. Overall, it appears that the results are
consistent.

The recent attention on environmental issues associated
with plastic and microplastic litter in the oceans is the main
motivation for this supplement. It is well documented that
plastic litter occurs and is transported in different layers in
the water column beneath the ocean surface; see, for exam-
ple, the references in the Introduction of MWH18 as well as in
Van Canwenberghe et al. (2015), Acampora et al. (2016), and
Ruiz-Orejon et al. (2016). One important component, which
is responsible for the transport of plastic and microplastic
located in different layers in the water column, is the Stokes
drift. The Stokes drift is the wave-average of the water
particle trajectory in the wave propagation direction, i.e.
corresponding to the Lagrangian velocity. Furthermore, the
volume Stokes transport corresponds to the integral over
the water depth of the Stokes drift (Rascle et al., 2008).
The background and more details of the Stokes drift are found
in, for example, Dean and Dalrymple (1984). Myrhaug et al.
(2016) gives a brief review of the literature up to that date (see
the references therein) and of the more recent works referred
to in MWH18. Furthermore, Paprota et al. (2016) presented
results from an experimental study of wave-induced mass
transport, while Paprota and Sulisz (2018) developed a theo-
retical model of the kinematics of water particles and mass
transport under nonlinear waves generated in a closed flume
and verified their results against the data from Paprota et al.
(2016). Grue and Kolaas (2017) presented experimental results
from wave tank measurements on particle paths and drift
velocity in steep waves at finite water depth. Song et al.
(2018) derived a theoretical statistical distribution of wave-
induced drift for long-crested random waves in finite water
depth. A recent comprehensive review of wave-induced drift
was given by van den Bremer and Breivik (2018).

The article is organized as follows. This introduction is
followed by the theoretical background of the Stokes trans-
port velocity in layers in terms of the sea state wave para-
meters significant wave height and mean zero-crossing wave
period. Then examples of results for long-term wave statistics
from the North Atlantic are presented, including comparison
with the results in MWH18 based on long-term wind statistics
from the same area. Finally, the main conclusions are given.

The theoretical background follows that given in Section
2 of MWH18, where more details are provided. Since the main
issue here is the transport of material in the water column,
the drift velocity associated with the Stokes transport in
different layers of the water column is a quantity of interest,
which within a sea state of random waves is given by Eq. (9) in
MWH18 as (where v1 replaces vp = spectral peak frequency).

V ¼ 1
Dh

e�2ðv2
1=gÞh1�e�2ðv2

1=gÞh2
� �pH2

s

8T1
: (1)

Here g is the acceleration of gravity, Hs ¼ 4
ffiffiffiffiffiffi
m0

p
is the

spectral significant wave height, T1 = 2p/v1 = 2pm0/m1 is
the spectral mean period, v1 is the spectral mean frequency,
Dh = h2 � h1, h1 and h2 are two elevations in the water
column, and the nth spectral moments are defined in terms
of the wave spectrum S(v) as

mn ¼
Z1
0

vnSðvÞ dv; n ¼ 0; 1; 2; . . . (2)

where v is the cyclic wave frequency. Thus, V is defined in
terms of the sea state parameters Hs and T1 in deep water.

Long-term wave statistics are commonly given in terms of
joint frequency tables of Hs and Tp (= spectral peak period) or
Hs and Tz (= mean zero-crossing wave period). In the follow-
ing, an example of results will be presented for long-term
wave statistics, where the wave statistics is given in terms of
joint distributions of Hs and Tz ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0=m2

p
. Thus, in this

article T1 is replaced with Tz, justified by that both these
wave periods obtained from the wave spectrum are estimates
of the mean zero-crossing wave period calculated from zero-
crossing analysis of the time series of the wave elevation. For
the Pierson-Moskowitz (PM) spectrum used in MWH18,
Tz = 0.92T1 (Tucker and Pitt, 2001).

The results are exemplified by the two locations h1 = 0 and
h2 = lz/s where s � 2, i.e. the Stokes transport velocity
corresponds to the mean drift velocity over the thickness
of the subsurface layer equal to a fraction of the wave length.
The wave length is lz = 2p/kz, where kz is the wave number
obtained from the deep water dispersion relationship
v2
z ¼ gkz; here vz = 2p/Tz and

lz ¼ g
2p

T2
z : (3)

For s = 2 the result represents the mean drift velocity over
the whole water column since the wave motion in deep water
penetrates down to about half the wavelength. Thus, by
taking h1 = 0, h2 = lz/s and substituting Eq. (3) in Eq. (1),
Eq. (1) is given as

V ¼ p2s
4g

ð1�e�4p=sÞH
2
s

T3
z
; s � 2: (4)

Then, by defining V̂ðHs; TzÞ, Eq. (4) is rearranged to

V̂ðHs; TzÞ � V
p2s
4g ð1�e�4p=sÞ ¼

H2
s

T3
z
: (5)

Now V̂ (and V) is defined in terms of the sea state para-
meters Hs and Tz in deep water (i.e. representing a sea state
where each pair of Hs, Tz represents one storm condition with
a duration of e.g. 3 h). Different parametric models for the
joint probability density function ( pdf) of Hs and Tz are given
in the literature; a recent review is given by Bitner-Gregersen
(2015). In this study, the statistical properties of V̂ are
exemplified by using the joint pdf of Hs and Tz fitted by
Bitner-Gregersen and Guedes Soares (2007) (hereafter
referred to as BGGS07) to five data sets from the North
Atlantic, given in the Appendix.

Statistical quantities of interest are, for example, the
expected (mean) value of V̂ðHs; TzÞ, E½V̂ðHs; TzÞ�, and the
variance of V̂ðHs; TzÞ, Var½V̂ðHs; TzÞ�. This requires calcula-
tion of E½V̂nðHs; TzÞ�, obtained as (Bury, 1975)

E½V̂nðHs; TzÞ� ¼
Z1
0

Z1
0

V̂
nðHs; TzÞpðHs; TzÞ dHs dTz: (6)
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Furthermore (Bury, 1975),

Var½V̂ðHs; TzÞ� ¼ E½V̂2ðHs; TzÞ��ðE½V̂ðHs; TzÞ�Þ2: (7)

The BGGS07 distribution results are obtained from
Eqs. (5), (6), (7), (A1), (A2), (A3) and (A4) and are given in
Table 1, where Datasets 1 to 5 hereafter are referred to as
Wa1 to Wa5. It appears that E[V] is in the range of 0.00803 to
0.0216 m s�1, and that the standard deviation to mean value
ratios of E[V] are large, that is, in the range 0.65 to 1.

Similarly, a characteristic value of lz, that is, E[lz], can be
obtained from Eq. (3) as

E½lz� ¼ g
2p

E½T2
z � ¼ g

2p

Z1
0

Z1
0

T2
z pðHs; TzÞ dHs dTz: (8)

From Table 1 it appears that E[lz] is in the range of 82 m to
150 m.

A quantity of interest, for example, for the assessment of
marine litter, is the volume Stokes transport per crest
length. Table 1 gives the values of M = E[V]E[lz]/2, that
is, the volume Stokes transport per crest length over the
whole water column where there is wave activity, since
the wave motion goes down to about half the wavelength.
It appears that M is in the range of 0.6 m2 s�1 (Wa5) to
0.9 m2 s�1 (Wa1). For Wa1 this means, for example, that
the mean volume Stokes transport � one standard deviation
is 0.13 m2 s�1 and 1.7 m2 s�1, respectively, in the water
column from the surface down to about 41 m. The corre-
sponding intervals (i.e. the mean value � one standard
deviation) of the volume Stokes transport for the water
columns from the surface (z = 0 m) to about z = �21 m,
�10 m, �5 m, �2.5 m are (0.065, 0.85) m2 s�1, (0.033,
0.43) m2 s�1, (0.016, 0.21) m2 s�1, (0.008, 0.11) m2 s�1,
respectively. This is of direct relevance, for example, to
the volume transport of near neutrally buoyant litter as
discussed in Fig. 3 of MWH18.

Now these results will be compared with those based on
the PM spectrum given in Table 3 of MWH18. However, in
Table 1 Example of results using wind and wave statistics from
represent E[V] � 1SD (=st.dev.), E[V], E[V] + 1SD, respectively, and t
for E[V], respectively.

Distribution E[V] [m s�1] st

WAVES
BGGS07
Dataset 1, Wa1 0.0030, 0.0216, 0.0401 0.
Dataset 2, Wa2 0.0054, 0.0154, 0.0254 0.
Dataset 3, Wa3 0.0033, 0.0204, 0.0375 0.
Dataset 4, Wa4 0, 0.0112, 0.0224 1 

Dataset 5, Wa5 0.00016, 0.00803, 0.0159 0.

WIND
Location
208W 608N, Wi1 0.0127, 0.0222, 0.0317 0.
108W 408N, Wi2 0.0077, 0.0143, 0.0209 0.
408W 508N, Wi3 0.0127, 0.0223, 0.0319 0.
208W 458N, Wi4 0.0107, 0.0188, 0.0269 0.
order to be consistent with the present results, the MWH18
results should be based on Tz (instead of Tp). For a PM
spectrum Tp/Tz = 1.41 (Tucker and Pitt, 2001), and thus
E[lz]/E[lp] = (Tz/Tp)

2 = 0.503. Then, the E[V] results for
the PM spectrum given in Table 1 (referred to as Wi1 to
Wi4) are obtained by multiplying the PM results in Table 2 of
MWH18 by the factor E[Vz]/E[Vp] = (Tp/Tz)

3 = 2.80.
It appears that E[V] is in the range 0.0143 m s�1 (Wi2) to

0.0223 m s�1 (Wi3), which overall agrees with the wave
statistics results, except for Wa5, which is significantly
smaller. It is noted that the standard deviation to the mean
value ratios of E[V] are in the range 0.43 to 0.46, i.e. smaller
than those based on wave statistics. The three values in the
columns for E[V] represent E[V] � 1SD (=st.dev.), E[V], E[V]
+ 1SD, respectively. It appears that the wave statistics and
the wind statistics values for E[V] are partly in the same
range. This is also the case for the values of M, except for
datasets Wa2 and Wi2 (see Table 1; the three values given in
the column for M are based on using E[V] � 1SD, E[V], E[V]
+ 1SD, respectively). Overall, the values of M are larger based
on wave statistics than based on wind statistics. This is mainly
due to that the standard deviation of V and E[lz] are larger
based on wave statistics, which might be attributed to the
different inherent features of the data.

The main conclusions are as follows:
1. Overall, it appears that the present assessment of Stokes

transport in layers in the water column based on long-
term wave statistics from five deep water locations in the
North Atlantic are consistent with similar results in Myr-
haug et al. (2018) based on long-term wind statistics from
four locations in the same ocean area.

2. More specifically, the mean values of the surface Stokes
drift based on wave statistics agree with those based on
wind statistics except for one of the wave statistics
datasets, which is significantly smaller. However, by
comparing the results including the mean values plus
and minus one standard deviation there is overlap
between the wave and wind statistics results. This is
also the case for the Stokes transport in the water
 the North Atlantic. The three values in the columns for E[V]
he three values of M are based on the three values in the column

.dev./m.v. E[lz] [m] M ¼ E½V �E½lz �
2 [m2 s�1]

86 82 0.124, 0.886, 1.65
65 96 0.259, 0.739, 1.22
84 85 0.139, 0.867, 1.60

118 0, 0.661, 1.32
98 150 0.012, 0.602, 1.19

43 55 0.348, 0.610, 0.873
46 23 0.089, 0.165, 0.241
43 55 0.349, 0.613, 0.877
43 39 0.209, 0.366, 0.523



Table A2 BGGS07: The parameters in the mean value of
ln Tz, see Eq. (4).

BGGS07, North Atlantic a1 a2 a3

Dataset 1 1.350 0.366 0.392
Dataset 2 1.365 0.375 0.453
Dataset 3 0.790 0.805 0.292
Dataset 4 0.835 1.139 0.119
Dataset 5 1.952 0.168 0.499

Table A3 BGGS07: The parameters in the standard devia-
tion of ln Tz, see Eq. (A4).

BGGS07, North Atlantic b1 b2 b3

Dataset 1 0.020 0.165 �0.166
Dataset 2 0.033 0.285 �0.752
Dataset 3 0.055 0.195 �0.269
Dataset 4 0.140 0.030 �0.958
Dataset 5 0.070 0.066 �0.081

Table A1 Weibull parameters for Hs, see Eq. (A2).

BGGS07, North Atlantic s r t

Dataset 1 3.104 1.357 0.906
Dataset 2 2.848 1.419 1.021
Dataset 3 2.939 1.240 0.896
Dataset 4 2.857 1.449 0.838
Dataset 5 2.420 1.169 1.258
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column when the mean values plus and minus one
standard deviation are taken into account. However,
overall the values of the Stokes transport in the water
column are larger than those based on wind statistics,
which is attributed to that the standard deviation and
the characteristic wave length are larger based on wave
statistics.

The strength of this work together with that of Myrhaug et al.
(2018) is that it demonstrates how the presented methods
can be used to assess the Stokes transport velocity and the
volume Stokes transport for deep water random waves within
sea states using available wind and wave statistics, which is
important for assessing further the drift of, for example,
marine litter in the ocean.
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Appendix. Joint distributions of Hs, Tz

The joint pdf by BGGS07 is given as

pðHs; TzÞ ¼ pðTzjHsÞpðHsÞ; (A1)

where p(Hs) is the marginal pdf of Hs, given by the following
three-parameter Weibull distribution

pðHsÞ ¼ r
s

Hs�t
s

� �r�1

exp � Hs�t
s

� �r� �
; Hs � t; (A2)

where r, s and t are the Weibull parameters given in BGGS07;
see Table A1.

p(Tz|Hs) is the conditional pdf of Tz given Hs, given by the
lognormal distribution

pðTzjHsÞ ¼ 1ffiffiffiffiffiffi
2p

p
sTz

exp �ðln Tz�mÞ2
2s2

" #
; (A3)

where m and s2 are the mean value and the variance,
respectively, of ln Tz given as

m ¼ a1 þ a2Ha3
s ; s ¼ b1 þ b2Hb3

s ; (A4)

where the parameters in m,s are given in BGGS07; see
Tables A2 and A3. All the BGGS07 data represent wave
conditions in the North Atlantic. Datasets 1, 2 and 3 are
numerically generated wave data taken from global data-
bases representing 44 years (1958—2004) at 598000N,
198000W. Dataset 4 refers to Global Wave Statistics (GWS)
zone 9 (the zone located south of Iceland and west of UK)
representing visual observations collected from ship in nor-
mal service all over the world in the period 1949—1986.
Dataset 5 refers to Juliet Shipborne Wave Recorder (SBWR)
representing data registered at the Ocean Weather Station
Juliet during 13 years since 1952 at 528000N, 208000W. More
details are given in BGGS07.
References

Acampora, H., Lyashevska, O., van Franeker, J.A., O'Connor, F., 2016.
The use of beached bird surveys for marine plastic litter moni-
toring in Ireland. Mar. Environ. Res. 120, 122—129, http://dx.doi.
org/10.1016/j.marenvres.2016.08.002.

Bitner-Gregersen, E.M., 2015. Joint met-ocean description for design
and operations of marine structures. Appl. Ocean Res. 51, 279—
292, http://dx.doi.org/10.1016/j.apor.2015.01.005.

Bitner-Gregersen, E., Guedes Soares, C., 2007. Uncertainty of aver-
age steepness prediction from global wave databases. In: Guedes
Soares, C., Das, P.K. (Eds.), Advancements in Marine Structures.
Taylor and Francis Group, London, UK, 3—10.

Bury, K.V., 1975. Statistical Models in Applied Science. John Wiley &
Sons, New York, 646 pp.

Dean, R.G., Dalrymple, R.A., 1984. Water Wave Mechanics for Engi-
neers and Scientists. Prentice-Hall, Inc., New Jersey, USA, 353 pp.

Grue, J., Kolaas, J., 2017. Experimental particle paths and drift
velocity in steep waves at finite water depth. J. Fluid Mech. 810,
R1, http://dx.doi.org/10.1017/jfm.2016.726.

Myrhaug, D., Wang, H., Holmedal, L.E., 2018. Stokes transport in
layers in the water column based on long-term wind statistics.
Oceanologia 60 (3), 305—311, http://dx.doi.org/10.1016/j.
oceano2017.12.004.

Myrhaug, D., Wang, H., Holmedal, L.E., Leira, B.J., 2016. Effects of
water depth and spectral bandwidth on Stokes drift estimation
based on short-term variation of wave conditions. Coastal Eng.
114, 169—176, http://dx.doi.org/10.1016/j.coastaleng.2016.
04.001.

http://dx.doi.org/10.1016/j.marenvres.2016.08.002</No-break-link>
http://dx.doi.org/10.1016/j.marenvres.2016.08.002</No-break-link>
http://dx.doi.org/10.1016/j.apor.2015.01.005</No-break-link>
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0015
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0015
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0015
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0015
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0020
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0020
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0025
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0025
http://dx.doi.org/10.1017/jfm.2016.726</No-break-link>
http://dx.doi.org/10.1016/j.oceano2017.12.004</No-break-link>
http://dx.doi.org/10.1016/j.oceano2017.12.004</No-break-link>
http://dx.doi.org/10.1016/j.coastaleng.2016.04.001</No-break-link>
http://dx.doi.org/10.1016/j.coastaleng.2016.04.001</No-break-link>


526 D. Myrhaug et al./Oceanologia 61 (2019) 522—526
Paprota, M., Sulisz, W., 2018. Particle trajectories and mass trans-
port under mechanically generated nonlinear water waves. Phys.
Fluids 30, 102101, http://dx.doi.org/10.1063/1.5042715.

Paprota, M., Sulisz, W., Reda, A., 2016. Experimental study of wave-
induced mass transport. J. Hydraul. Res. 54 (4), 423—434, http://
dx.doi.org/10.1080/00221686.2016.1168490.

Rascle, N., Ardhuin, F., Queffeulou, P., Croizè-Fillon, D., 2008. A
global wave parameter database for geophysical applications.
Part 1: Wave-current-turbulence interaction parameters for the
open ocean based on traditional parameterizations. Ocean Mod-
el. 25 (3—4), 154—171, http://dx.doi.org/10.1016/j.ocemod.
2008.07.006.

Ruiz-Orejon, L.F., Sarda, R., Ramis-Pujol, J., 2016. Floating plastic
debris in the Central and Western Mediterranean Sea. Mar.
Environ. Res. 120, 136—144, http://dx.doi.org/10.1016/j.
marenvres.2016.08.001.

Song, J., He, H., Cao, A., 2018. Statistical distribution of wave-
induced drift for random ocean waves in finite water depth.
Coastal Eng. 135, 31—38, http://dx.doi.org/10.1016/j.
coastaleng.2018.01.002.

Tucker, M.J., Pitt, E.G., 2001. Waves in Ocean Engineering. Elsevier,
Amsterdam, 548 pp.

Van Canwenberghe, L., Devriese, L., Galgani, F., Robbens, J., Jans-
sen, C.R., 2015. Microplastics in sediments: a review of techni-
ques, occurrence and effects. Mar. Environ. Res. 111, 5—17,
http://dx.doi.org/10.1016/j.marenvres.2015.06.007.

van den Bremer, T.S., Breivik, Ø., 2018. Stokes drift. Phil. Trans. R.
Soc. A 376 (2111), http://dx.doi.org/10.1098/rsta.2017.0104.

http://dx.doi.org/10.1063/1.5042715</No-break-link>
http://dx.doi.org/10.1080/00221686.2016.1168490</No-break-link>
http://dx.doi.org/10.1080/00221686.2016.1168490</No-break-link>
http://dx.doi.org/10.1016/j.ocemod.2008.07.006</No-break-link>
http://dx.doi.org/10.1016/j.ocemod.2008.07.006</No-break-link>
http://dx.doi.org/10.1016/j.marenvres.2016.08.001</No-break-link>
http://dx.doi.org/10.1016/j.marenvres.2016.08.001</No-break-link>
http://dx.doi.org/10.1016/j.coastaleng.2018.01.002</No-break-link>
http://dx.doi.org/10.1016/j.coastaleng.2018.01.002</No-break-link>
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0070
http://refhub.elsevier.com/S0078-3234(19)30027-2/sbref0070
http://dx.doi.org/10.1016/j.marenvres.2015.06.007</No-break-link>
http://dx.doi.org/10.1098/rsta.2017.0104</No-break-link>


SHORT COMMUNICATION

Thin chlorophyll layer concomitant of the
thermohaline intrusion in the confluence of the
Gulf Stream and Labrador Current (a case study)

Genrik S. Karabashev *

Laboratory of Ocean Optics, Shirshov Institute of Oceanology, Russian Academy of Sciences, Moscow, Russia

Received 5 January 2019; accepted 7 May 2019
Available online 22 May 2019

Oceanologia (2019) 61, 527—533

KEYWORDS
Chlorophyll
distribution;
CDOM fluorescence;
Seawater temperature;
Depth-cycling
fluorometer;
Labrador water
intrusion;
Northwestern Atlantic
Ocean

Summary Based on the depth-cycling data of a fluorometer probe in the northwestern Atlantic
ocean, this paper considers features of the chlorophyll fluorescence layer against a background of
concurrent variability of seawater temperature and fluorescence of CDOM (Colored Dissolved
Organic Matter). The vertical distributions of chlorophyll fluorescence complied with the criteria
of a thin chlorophyll layer at the site where changes of temperature and CDOM fluorescence were
indicative of the intrusion of Labrador waters into adjacent warmer waters below the upper
mixed layer. As may be supposed, the thin chlorophyll layer was due to the gyrotactic trapping of
phytoplankton cells induced by water shear between the upper mixed layer and the intrusion.
© 2019 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by
Elsevier Sp. z o.o. This is an open access article under the CC BY-NC-ND license (http://
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cruise of the r/v Vityaz, Shirshov Institute of Oceanology
(SIO), USSR Academy of Sciences). In brief, the use of a
fluorometer probe resulted in evidence of a thin chlorophyll
layer away from coastal zone and shallows. Nothing of this
kind was observable during two previous decades of fluori-
metric measurements carried out by the author in the oceans.
For a number of circumstances, the thin layer results of the
Vityaz cruise remained unpublished. Recent researches on
thin chlorophyll layers in the marine environment (Durham
and Stocker, 2012) suggest examining the abandoned data in
the context of present-day achievements and difficulties.

The airborne laser lidars show a capacity for detecting
subsurface thin layers of particles in aquatic areas spanning
hundreds of miles (Churnside and Donaghay, 2009; Vasilkov
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et al., 2001). However, such sensors are unable to discrimi-
nate mineral and living (chlorophyll-bearing) particles in the
backscattered light or to take advantage of red chlorophyll
fluorescence from subsurface clouds of phytoplankton
because pure water severely attenuates the red light (Jerlov,
1976). The advent of submersible fluorimeters and other
optical instruments in the seventies—eighties of the 20th
century facilitated obtaining high-resolution vertical profiles
of chlorophyll concentration and resulted in the discovery of
thin layers of phytoplankton mainly in coastal and shelf
waters (Dekshenieks et al., 2001; Durham et al., 2009;
Sullivan et al., 2010).

Impressive results regarding thin layers of chlorophyll in a
coastal environment were obtained with the help of moored
autonomous profilers (Sullivan et al., 2010) but this
approach is difficult to implement in offshore regions. The
Bio-Argo-buoys may be useful for obtaining a general idea of
thin layer occurrence. However, being uncontrollable after
start up, these buoys are unsuitable for monitoring the
evolution of a thin layer of moderate extent. The under-
water gliders (Rudnick et al., 2004) are much more flexible
owing to their suitability to be operated as a fleet of gliders
(Bhatta et al., 2005). A glider travel speed makes up
40—45 cm/s (Rudnick et al., 2004) and is comparable to
or lower than a flow speed typical of chlorophyll-bearing
subsurface waters. Therefore, a single glider does not allow
us to distinguish spatial changes of a mesoscale structure
from its variations in time. Among others, such structures
involve the thermohaline intrusions of roughly 10—15 km in
extent and about 10 h in residence time (Schmitt, 1994). The
present communication aims to demonstrate the suitability
of a ship-borne submersible fluorometer probe for studying
Figure 1 Coordinates, date, and initial local time of stations 3579 (
09/09/1991, 11:14), 3587 (54.538W, 43.058N, 09/18/1991, 00:25), an
MZF fluorometer during the 23rd cruise of r/v Vityaz in the NW At
Current, Slope Water Jet, and Labrador Current are adapted from Pic
are plotted from the bathymetry gridded with the help of GEBCO G
thin chlorophyll layers associated with the intrusions com-
mon in large-scale thermohaline fronts.

The submersible fluorometer MZF (transliterated Russian
capital letters for Marine Fluorometer Probe) is a ship-borne
probe for recording the vertical profiles of four quantities
from zero to the 250 m depth and transmitting respective
signals via armored cable into the laboratory data processing
unit (Karabashev and Khanaev, 1988). These quantities are
the hydrostatic pressure as a measure of submersion depth z,
seawater temperature T8C, the intensity of fluorescence of
CDOM (Colored Dissolved Organic Matter) FCDOM, and the
intensity of chlorophyll fluorescence Fchl. Both fluorescences
are excited with light pulses of a xenon flash lamp in separate
seawater volumes outside the housing of a submersible
module. Light traps protect these volumes from ambient
light. Their design allows filling them with standard samples
for on-deck calibration of Fchl channel in units of chlorophyll
concentration. The CDOM fluorescence is excited in the near
UV spectral range and recorded in the blue-green window.
The chlorophyll fluorescence is excited in the blue and
recorded in the red where the peak of Fchl belongs.

The rate of data acquisition is 8 Hz. The signals of T8C,
FCDOM, Fchl, and z are digitized and transmitted to the
laboratory module. Successful operation of the MZF probe
in the SIO RAS field missions in 1984—1987 demonstrated its
reliability. Depending on the signal level, the accuracy of
optical signal estimates is 5—10%. The resolution of the
temperature channel is 0.038C in the range from zero to
338C. The resolution of the depth channel is 0.25 m from zero
to 250 m depth.

Fig. 1 displays the localization of cruise stations 3579,
3581, 3587, and 3588 in reference to main currents and
42.008W, 49.988N, 09/08/1991, 15:22), 3581 (43.988W, 45.968N,
d 3588 (55.618W, 41.348N), 09/18/1991, 15:22) occupied with the
lantic Ocean. The pathways of the Gulf Stream, North Atlantic
kart et al. (1999). Depth contours 0 m (solid) and 500 m (dashed)
rid Demonstrator (https://www.bodc.ac.uk/).

https://www.bodc.ac.uk/
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continental slope (500 m isobath as dashed contour). When
Vityaz arrived at scheduled station 3587 on the evening of
September 17, 1991, the wind enhanced up to 18 m/s, and
the MZF probe proved to be the only instrument suitable for
on-deck activity without breaking the safety rules. This
opened the way to a depth cycling in the upper 250 m thick
layer by means of the MZF probe during nighttime. The
following considerations justified this activity.

(i) Station 3587 located in the Gulf Stream and Labrador
Current confluence between the shelf-break and the
Slope Water Jet (Fig. 1). This is an appropriate place for
monitoring the impact of water dynamics on the distri-
bution of natural seawater admixtures.

(ii) The MZF channel of chlorophyll fluorescence has been
calibrated in units of chlorophyll concentration Cchl

[mg/m3] based on water samples taken concurrently
with the MZF casts at the earlier station of the same
Figure 2 The results of using the MZF fluorometer at station 3587 on
recording seawater temperature T8C, the CDOM fluorescence intensi
series (a)—(d) took roughly 20—25 min each and started at 00:25, 0
cruise. The linear dependence of Fchl upon Cchl has been
found at R2 > 0.9.

(iii) Night time is optimal for determinations of chlorophyll
with a submersible fluorometer because specific fluo-
rescence of chlorophyll in living phytoplankton cells is
unaffected by sunlight at night (Karabashev, 1987).
Elimination of probable sunlight impact on the chloro-
phyll fluorescence is desirable when using depth-de-
pendence of chlorophyll fluorescence Fchl as a proxy for
the vertical distribution of chlorophyll in the water.

(iv) Fast vessel's drift of wind as strong as 18 m/s promised
high spatial resolution of observations by means of the
MZF depth-cycling for several hours.

Operations at station 3587 took place on September
18 and involved four series of seven MZF casts each. Their
timing and results are given in Fig. 2. The following findings
merit attention.
 September 18, 1991, in the depth-cycling mode for concurrently
ty FCDOM, and chlorophyll fluorescence intensity Fchl. The cycling
2:06, 04:07, and 05:47 local time.



Figure 3 Profiles of T8C, FCDOM, and Fchl recorded with the MZF fluorometer on September 18, 1991, at stations 3587 (11:22) and 3588
(15:22).

Figure 4 Profiles of T8C, FCDOM, and Fchl recorded on Septem-
ber 9, 1991, at station 3581 (11:22).
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(a) The profiles of every quantity exhibited specific shapes.
They changed from one series to another and remained
hardly distinguishable within individual series.

(b) A strong inverse correlation was inherent to the vertical
distributions of T8C and FCDOM.

(c) The temperature minima and CDOM fluorescence maxi-
ma enhanced from series to series. The Fchl maxima
decreased in the half-width and increased in amplitude.
They occurred at the same depth that remained shal-
lower in reference to the extrema of T8C and FCDOM.

These changes took place against a background of unsteady
wind. It was permanent in the direction from west to east, but
changed in strength. The wind speed dropped from 18 m/s
during the first series to 5—6 m/s during the fourth one. As a
result, the lengths of depth-cycling tracks made up 3.1, 1.5,
1.1, and 0.8 km from the first series to the last one and the
whole drift of the vessel was 12—15 km long.

Wind easing in the morning of September 18 allowed
resuming the works in the scheduled section at 558W, and
Vityaz returned to the site of the first profiling series at station
3587 (stations 3587 and 3588 in Fig. 1 indicate the northern
part of this section). Fig. 3 displays the profiles of Fchl, FCDOM,
and T8C recorded at station 3587 where the first MZF series has
been started 11 h earlier. It is evident that the general view of
vertical distributions of Fchl, FCDOM, and T8C remained the
same, but later profiles exhibited larger half-widths as com-
pared to the earlier ones. Fifty miles south of station 3587, the
distributions of the same quantities have radically changed in
thickness of the upper mixed layer and shape of vertical
distributions of Fchl, FCDOM, and T8C (Fig. 3, station 3588).

It is remarkable that the shapes of Fchl, FCDOM, and T8C
profiles at earlier stations (Fig. 4 and Fig. 5 at 11:32) were
similar to those at station 3587 in Fig. 3.

By now, there is solid evidence that (1) high-latitude
waters are more abundant in refractory CDOM as compared
to waters of moderate latitudes and (2) the CDOM is a tracer
of ocean interior mixing (Nelson et al., 2010). The map of the
climatology of surface water CDOM shows a fast decrease of
this tracer from north to south exactly where above stations
of the Vityaz cruise belong (Fig. 1 in Nelson et al. (2010)).
These and earlier findings (Kalle, 1963; Karabashev and



Figure 5 Profiles of T8C (a), FCDOM (b), and Fchl (c) recorded on September 8, 1991, at station 3579 (11:32, 15:22, and 19:32 local
time).
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Solov'yov, 1973) justify the use of CDOM fluorescence as a
universal conservative tracer of water exchange in the ocean
thickness.

The seasonal variations of subsurface chlorophyll maxi-
mums in the northwestern Atlantic Ocean were investigated
in Cox et al. (1982). They relied on determinations of this
pigment performed from 1961 to 1977 to the west of 608W in
slope waters (484 samples at 67 stations) and in the northern
Sargasso Sea (379 samples at 43 stations). The above
profiles of chlorophyll fluorescence are consistent with the
generalized vertical distributions of chlorophyll in depth and
amplitude of early-autumn chlorophyll maximums (Fig. 1 and
Fig. 2 in Cox et al. (1982)).

The area in Fig. 1 refers to a region known for the
particular complexity of its water dynamics (Fratantoni,
2001). The flow arrows in this figure represent a pattern of
local currents based on a generalization of observational data
(Pickart et al., 1999) relevant to the period of the 23rd cruise
of the r/v Vityaz. The hydro-physics team led by S.N. Shus-
tenko observed a thermohaline front between stations
3587 and 3588 and revealed the intrusion-favorable thermo-
haline structure of waters in the vicinity of station 3581 and
found that the North Atlantic Current bifurcated and turned
eastwards in the vicinity of station 3579.

At station 3587, the vessel drifted in the direction 788—908
toward the cold waters of the Labrador Current rich in CDOM.
The latter agrees well with the shape of the profiles in Fig. 2:
the temperature decreased and CDOM fluorescence
increased from earlier depth-cycling series to the later ones
in the layer between 20 m and 70 m depth levels. The vertical
distributions of T8C and FCDOM exhibited more intricate
shapes and lower amplitudes during the first series as com-
pared to the later one. This is expectable of a liquid medium
inhomogeneity at the final stage of its disintegration. The
shape and features of T8C and FCDOM profiles behaved as if
they were shaped by an intrusion of the Labrador Current
waters into the local warmer waters. The depth of the
chlorophyll maximum remained unchanged throughout the
drift, but the half-width of chlorophyll profile decreased
noticeably with the approach to the source of the intrusion
(depth-cycling series (c) and (d) in Fig. 2).
At a minimum distance from the presumed source of the
intrusion, the Fchl maximum occurred at the depth of the
thermocline ledge noticeable in the profiles of T8C and FCDOM

(dashed arrows in panels (c) and (d) in Fig. 2 designate the
depth of ledge). Apparently, the ledge marks the junction of
local profiles of temperature and CDOM fluorescence with
profiles of the same characteristics in the intrusion of Lab-
rador waters.

It is conventional to distinguish the deep chlorophyll max-
ima up to tens of meters thick and the thin layers (Durham and
Stocker, 2012). Specific features of the thin layers: (i) they are
reproducible when depth-cycling, (ii) their vertical extent is
smaller than 5 m, (iii) maximal content of chlorophyll is at
least thrice as large as its background concentration in water.
Profiles of Fchl in panel (d) of Fig. 2 adequately satisfy criteria
(i)—(iii). The average peak of these profiles measures 6.2
� 0.5 m in half-width and is the largest in amplitude relative
to those in panels (a)—(c). At that, the amplitudes of T8C
minimum and FCDOM maximum in panel (d) exceed their
estimates in panels (a)—(c). These relations suggest that
the distributions in panel (d) were obtained at the point,
which was nearest to the source of the intrusion. Respectively,
the profiles in panel (a) were obtained at the maximum
distance from the same point where chlorophyll peak exhib-
ited much larger half-width.

Durham and Stocker (2012) consider six mechanisms
responsible for the origination of thin chlorophyll layers in
areas where coastal and riverine waters interact with the
ocean waters. The authors give emphasis to the fact that
chlorophyll bearers are living particles able to aggregate
contrary to the instability of water flows. One of the mechan-
isms is the intrusion proper when intruding waters are richer
in phytoplankton in reference to local waters. Such is not the
case for patterns in Fig. 2 because chlorophyll fluorescence
maximum is shallower than the core of intrusion. The con-
stancy of the depth and amplitude of chlorophyll maximum in
Fig. 2 is contradictory to straining of a phytoplankton
patch by differential advection over depth (mechanism (a)
in Durham and Stocker (2012)).

In panels (c) and (d) in Fig. 2, the arrows mark the depth of
the thin chlorophyll layer interfacing the subsurface mixed
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water thickness and the intrusion. There is a good probability
of the largest water shear at a depth of contact of oppositely
sensed flows. According to Durham and Stocker (2012), high
fluid shear suppresses the vertical migration of motile phy-
toplankton to the extent that living particles turn out to be
trapped in a thin layer (gyrotactic trapping). This scenario
appears the most appropriate for explaining the patterns in
Fig. 2.

Intrusion slowing is destructive for shear-driven layering of
non-conservative chlorophyll-bearing cells. In contrast, the
conservative water properties, the temperature and CDOM
fluorescence alike, are much less sensitive to short-lived
forcings of local significance. That is why intrusive shapes
of T8C and FCDOM profiles at station 3587 survive while an
intrusion-induced thin layer of Fchl transforms into a broad
unimodal distribution (Fig. 3). By analogy with the daytime
patterns at station 3587, it may be assumed that co-existence
of extrema of T8C and FCDOM with a broad vertical profile of
Fchl below the upper mixed layer (Fig. 4 and Fig. 5) is
indicative of the final stages of thermohaline intrusions of
Labrador waters in the study area. According to modeling
results (Durham and Stocker, 2012), the residence time of a
thin chlorophyll layer due to gyrotactic trapping may be more
than 12 h long. This is consistent with time scales of the above
changes of distributions of T8C, FCDOM, and Fchl. In total, the
foregoing estimates and patterns are consistent with the
inference that fine-scale horizontal intrusions occur in water
mass fronts at all latitudes and measure 5—100 m in vertical
extent at a horizontal scale of order 10 km (Schmitt, 1994).

The thermohaline intrusions in the offshore ocean waters
may be accompanied by chlorophyll layers only a few meters
thick much like the thin phytoplankton layers associated with
the coastal zone phenomena. Further studies are needed to
obtain an adequate notion of thin chlorophyll layers induced
by intrusions in the offshore thermohaline fronts. This infor-
mation is difficult to be obtained from determinations of light
scattering because inorganic particles are usually the main
contributors into the seawater turbidity and exhibit
much longer residence time in the subsurface waters of
the offshore areas as compared to the chlorophyll in living
phytoplankton cells.

It is obvious that the scarcity of information on chlorophyll
behavior in the offshore thermohaline intrusions is due to
their covertness and unpredictable occurrence. Therefore,
the accumulation of such information is likely to occur due to
improvised research during ship expeditions in the frontal
zones of the ocean. Modest dimensions of the intrusions in
offshore fronts and high precision of present-day marine
guidance are favorable for mapping an intrusion by means
of a ship-based CTD probe, completed with a fluorometer
module and operated at the low-speed depth-cycling mode.
It is highly desirable to accompany this activity with observa-
tions of the sub-mesoscale water dynamics combined with
the determination of species composition and the state of
local phytoplankton. This again counts in favor of the ship-
based approach.
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Summary The round goby (Neogobius melanostomus) is one of the most abundant non-native
species in the Gulf of Gdańsk that use various strategies to increase fecundity and achieve
invasive success. Oocyte hydration appears to be a specific osmotic adaptation of round goby's
gametes for successful fertilization and hatching. The aim of this study was to demonstrate
details of oocyte final maturation and hydration during the spawning-capable phase in round goby
and also compare various indices such as 17b-estradiol (E2), hepatosomatic index (HSI) and
gonadosomatic index (GSI) among oocyte final maturation stages. E2 fluctuated according to the
development of oocyte batches. HSI did not show significant differences throughout the oocyte
maturation. GSI was an inaccurate estimator of oocyte maturation in round goby. This study, for
the first time, shows that hydration does accompany oocyte final maturation in this species. These
findings are important to the cognition of biology and the adaptive strategies of this invasive
species to environmental factors and can be essential components of the protection and
preservation of native living resources in the Gulf of Gdańsk.
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The round goby (Neogobius melanostomus) is a well-known,
non-native species in the Baltic Sea and the Laurentian Great
Lakes, probably transported to both ecosystems in ballast
waters of ships from the Ponto-Caspian region (Crossman
et al., 1992; Skóra and Stolarski, 1993). The first individuals
of round goby in the Baltic Sea were observed in the Gulf of
Gdańsk in 1990 (Skóra and Stolarski, 1993). Since then, round
goby has become one of the most abundant species in the
western part of the Gulf of Gdańsk and has successfully
colonized other regions of the Baltic Sea (Sapota, 2012).
The rapid expansion of this euryhaline, benthic species has
motivated widespread research on life history, morphology,
reproduction, habitat preferences, environmental toler-
ances, parasites and environmental effects (Kornis et al.,
2012). Extremely aggressive, territorial behaviour, a fast
genetic divergence and high adaptation to variability in
environmental factors, have made round goby one of the
most invasive species in the Baltic Sea (Björklund and Almq-
vist, 2010; Ojaveer et al., 2015). The species' varied diet and
reproductive strategy also contribute to the invasion success
(Kornis et al., 2012; Ojaveer et al., 2015). In the Gulf of
Gdańsk, high densities of N. melanostomus slightly shifted
the area of occurrence and foraging of native flounder
(Platichthys flesus), viviparous eelpout (Zoarces viviparous)
and black gobies (Gobius niger), which live in the same or
similar habitats as intruders (Jażdżewski and Konopacka,
2002). In this area of the Baltic Sea, round goby diet consists
of 60% of mussels, which can severely impact native benthic
invertebrate populations and may result in the competition
for food with both juvenile and adult flounder (Puntila et al.,
2018). On the other hand, N. melanostomus may also predate
on small individuals of the flounder and eggs of commercially
valuable fish such as Atlantic herring (Clupea harengus)
(Puntila et al., 2018; Wiegleb et al., 2019). In consequence,
round goby as a competitor for food and habitats of native
demersal fish can reduce the number of their populations and
disturb biodiversity of native ecosystems.

N. melanostomus, as with many species of the family
Gobiidae, is a batch spawner, which means that females
can spawn several times throughout the same spawning
period, releasing ovulated eggs in batches (Dinh, 2018). In
the Baltic Sea, females may lay eggs from two to four times in
the same spawning period (Sapota, 2012). This spawning
strategy can be seen as a successful invasive strategy to
increase fecundity and the survival probability of offspring
by spreading out hatch times to mitigate predation risk and
increase the likelihood that some offspring hatch during
favourable conditions (McEvoy and McEvoy, 1992). N. mela-
nostomus is a fish species that exhibits male parental care.
Prior to spawning, the male of round goby excavates a nest
underneath a stone or other hard substratum. During spawn-
ing, the female and male repeatedly deposit eggs or spread
sperm on the nest ceiling. After spawning, the territorial
male guards the nest against predators and continuously
ventilates the eggs containing developing embryos (Meunier
et al., 2009).

Another strategy of round goby to increase fecundity and
achieve invasive success appears to be oocyte hydration as a
specific osmotic adaptation of gametes for successful ferti-
lization and hatching. It should be mentioned that this
adaptive mechanism is considered as one of the crucial steps
in the evolutionary history of the vertebrates (Finn et al.,
2008). Fish oocyte hydration is a unique biological process
that has been described as a marked increase in oocyte
volume caused by the rapid uptake of fluid by the oocyte
and the coalescence of yolk spheres and/or oil droplets
(Cerdà et al., 2007; Milla et al., 2006). This process is based
on the interplay between protein hydrolysis and ion accu-
mulation to create an osmotic gradient, and aquaporins to
regulate water influx (Cerdà et al., 2007; Fabra et al., 2006).
The pre-ovulatory oocyte hydration is an important osmotic
adaptation for the development of viable gametes when
hypo-osmotic eggs are released into the hyperosmotic envir-
onment. What is more, this fluid influx ensures the physio-
logical hydration of the embryos prior to the development of
osmoregulatory organs (gill, kidney and gut) and maintains
homeostasis (Wright and Fyhn, 2001). In the Gulf of Gdańsk,
salinity varies from 7 to 12 PSU as a result of Vistula River
water inflow and irregular inflows of saline water from the
North Sea (Sztobryn et al., 1997). Therefore, euryhaline
species such as round goby and their eggs can be exposed
to different osmoregulatory challenges, on account of sali-
nity changes in their habitats (Behrens et al., 2017). The
adaptive strategy of euryhaline teleosts to the environmental
salinity enables a switch from plasma hyperosmoregulation
(environmental salinity <9 PSU) to plasma hypo-osmoregula-
tion (environmental salinity >9 PSU) (Kültz, 2015). In turn,
eggs' hydration of these teleosts protects against water loss
to the hyperosmotic environment and against environmental
ions diffusion into eggs, and the relatively low water content
and low vitelline membrane permeability protect eggs
against water influx and a continuous ion loss in the hypo-
osmotic environment (Wright and Fyhn, 2001).

Although knowledge about N. melanostomus' reproduc-
tive cycle seems to be extensive, the presence of hydrated
oocytes in round goby was only mentioned by Tomczak and
Sapota (2006). However, so far, to the authors' knowledge,
the histological analysis of oocyte hydration has not been
presented and described in this species. The objective of this
study was to demonstrate details of oocyte final maturation
and hydration during the spawning-capable phase in invasive
N. melanostomus and also compare various indices such as
17b-estradiol (E2), hepatosomatic index (HSI) and gonadoso-
matic index (GSI) among oocyte final maturation stages. In
female fish, E2 is responsible for the regulation of oocyte
growth within the gonads and supports the hepatic synthesis
and secretion of vitellogenin (Lubzens et al., 2010).
Moreover, changes in the circulating E2 reflect well the
oocyte batch recruitment cycle in batch spawners (Mandich
et al., 2004). HSI is a measure of the energy reserves of an
animal, especially in fish. GSI is used to measure sexual
maturity in relation to the ovaries' development.

Adult females of N. melanostomus (n = 50) were caught in
the Gulf of Gdańsk (Gdynia, Poland) during the spawning-
capable phase (April—August). Fish were held in tanks with
aerated water of salinity 8 � 0.5 PSU (�S.E.), at the Institute
of Oceanology Polish Academy of Sciences (Sopot, Poland) for
one week before the experiments. Fish were maintained
under a lighting regime and temperature according to con-
ditions mimicking the natural environment. Fish were fed
frozen mussels ad libitum. All experiments on fish complied
with the EC Directive 2010/63/EU for animal experiments
and with the guidelines (Resolution No 19/2012) of the Local
Ethics Committee on Animal Experimentation. At the time of
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sampling, the fish were anaesthetized in bicarbonate-buf-
fered MS-222 water solution (50 mg L�1) (Sigma-Aldrich) and
blood samples were collected by cardiac puncture. Blood
samples were centrifuged at 3 000 g for 10 min and stored at
�708C prior to E2 analysis. After transection of the spinal
cord, their gonads and livers were collected, examined
morphologically and then the ovaries underwent histological
analysis. GSI was calculated as gonad weight/body
weight � 100. HSI was calculated as liver weight/body
weight � 100. The maturity stage of the ovary was deter-
mined according to the scale described by Tomczak and
Sapota (2006). The diameter of fresh oocytes was measured
for each ovary under a stereomicroscope (MSZ800/100T;
mikroLAB) connected to a digital colour camera (HDCE-X3;
mikroLAB) using ScopeImage 9.0 imaging software (Novel
Optics). For histological analysis, ovaries were fixed in 4%
buffered formalin, dehydrated, embedded in paraffin, cross-
sectioned at 6 mm slices and stained using the standard
haematoxylin and eosin protocol. Slides were examined with
a light microscope (Leica DM500; Leica Microsystems GmbH)
connected to a digital colour camera (Leica ICC50 HD; Leica
Microsystems GmbH). The developmental stage of ovaries
was determined according to the terminology proposed by
Brown-Peterson et al. (2011). E2 levels were determined
using a Spectria Estradiol radioimmunoassay kit (Orion Diag-
nostica) according to the method described previously by
Kalamarz-Kubiak et al. (2017). The radioactivity in each tube
was measured for 1 min using a gamma counter (Wallac
Wizard 1470; PerkinElmer Life Science). The detection limit
of the assay was 38 pmol L�1. The intra-assay coefficient of
variation was 6.5%. The interassay variation was not deter-
mined because all samples were measured in the same assay.
Statistical analysis was performed using STATISTICA 7.1 soft-
ware (StatSoft). A one-way ANOVA followed by Spjotvoll and
Stoline's post hoc test for unequal numbers of cases was used
to compare the three indices (E2, GSI and HSI) among dif-
ferent stages of oocyte maturation. P < 0.05 was considered
significant. The results of the statistical analysis are
presented in Fig. 1.

In this study, the following stages of oocyte final matura-
tion and ovulation in N. melanostomus were identified using
Figure 1 Plasma E2 concentration and values of GSI and HSI during
melanostomus. n — number of individuals. Lowercase letters above ba
vs ST-2 and ST-3; b, P < 0.05 vs ST-4; c, P < 0.05 vs ST-2 and ST-3. 
histological analysis: 1 — germinal vesicle migration (GVM);
2 — late germinal vesicle migration; early hydration (late
GVM; early HO); 3 — germinal vesicle breakdown; middle
hydration (GVBD; middle HO); 4 — final hydration (final HO);
5 — ovulation; post-ovulatory follicles (OV; POFs) (Fig. 2). It is
apparent that as in other fish species, the oocyte maturation
in N. melanostomus begins with GVM to the animal pole.
During the GVM stage in this species, the nucleus (germinal
vesicle; GV) is situated between the centre of the oocyte and
half-way to the animal pole and oil droplets fuse into single
oil globules while yolk globules begin to fuse to each other at
the vegetal pole of the oocyte (ST-1) (Fig. 2). In N. mela-
nostomus in the present study, oocyte hydration is observed
precisely during late GVM, when oil vesicles are coalescing
and yolk granules fuse into plates (ST-2) (Fig. 2). It has been
shown that hydration in different fish species, including
batch spawners, may occur during different stages of final
oocyte maturation but is most pronounced between the start
of final maturation and GVBD (Fabra et al., 2006; Skoblina,
2010). During the GVBD stage in N. melanostomus, the
nucleus is disintegrated, hydration is continued and yolk is
fused into a homogeneous mass but the cytoplasm and the
cortical alveoli are restricted to a thin peripheral layer (ST-3)
(Fig. 2). The final hydration in this species is characterized by
fully clear ovoplasm and whole fusion and coalescence of the
yolk mass that becomes homogeneous and fluid (ST-4)
(Fig. 2), as has often been noted in the literature (for
reviews: Fabra et al., 2006; Kjesbu et al., 1996; Lubzens
et al., 2017). According to Brown-Peterson et al. (2011), the
ovulation stage is characterized by the presence of POFs, not
hydrated oocytes (ST-5) (Fig. 2).

It should be mentioned here that not only histology is
suitable for determining the reproductive maturity of round
goby and stage of gonadal development but also the macro-
scopic analysis of gonadal morphology is a common and
sufficient method for the general differentiation of gonadal
maturity stages (Ferreri et al., 2016; Tomczak and Sapota,
2006; Tomkiewicz et al., 2003).

It has been indicated that hydration of oocytes during
maturation occurs in a less pronounced way in fish that produce
demersal eggs or not floating ones, like N. melanostomus than
 different stages of final maturation and ovulation in Neogobius
rs and lines indicate significantly different values. E2: a, P < 0.001
IG: d, f, P < 0.001 vs ST-1 and ST-5; e, g, P < 0.01 vs ST-4.



Figure 2 Transverse sections of Neogobius melanostomus ovaries illustrating stages of final oocyte maturation and ovulation: ST-1 —

germinal vesicle migration (GVM); ST-2 — late germinal vesicle migration; early hydration (late GVM; early HO); ST-3 — germinal vesicle
breakdown; middle hydration (GVBD; middle HO); ST-4 — final hydration (final HO); ST-5 — ovulation; post-ovulatory follicles (OV;
POFs).
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in species that have pelagic or floating eggs. The changes in the
oocyte volume range from slight (1.0- to 3.0-fold) in most
freshwater and euryhaline fish to several folds in marine
species (3.1- to 8.4-fold) (Cerdà et al., 2007; Lubzens
et al., 2017). In the present study, the diameter of not
transparent oocytes, which presented GVM, was 2.324
� 0.02 mm (�S.E.). The diameter of oocytes exhibiting hydra-
tion was 2.452 � 0.02 mm (�S.E.) for semi-transparent
oocytes and 2.987 � 0.03 mm (�S.E.) for transparent oocytes.
So, the 1.2-fold changes in the volume of oocytes undergoing
hydration in N. melanostomus are in the ranges of euryhaline,
benthophil fish.

In batch spawners, the circulating level of E2 may fluc-
tuate according to the oocyte batch recruitment cycle.
However, if the time of spawning intervals is relatively short,
E2 may remain at a relatively high level throughout the whole
spawning season (Mandich et al., 2004; Methven et al., 1992).
In the present study, fluctuations in N. melanostomus' plasma
E2 levels were observed in the intervals between batches of
oocyte development that may indicate that one batch of
oocytes starts to develop further well before the previous
one has been released from the ovary. What is more, in N.
melanostomus, a considerable statistically significant
decline in E2 level was noticed in the late GVM stage(ST-2;
P < 0.001) and GVBD stage (ST-3; P < 0.001) followed by a
renewed statistically significant increase of this hormone
until oocyte ovulation (ST-5; P < 0.05) (Fig. 1). Similar fluc-
tuations in plasma E2 levels during the maturation process
have been found in other batch spawners such as Atlantic
halibut (Hippoglossus hippoglossus), Atlantic cod (Gadus
morhua), Striped trumpeter (Latris lineata) and Eurasian
perch (Perca fluviatilis) (Hutchinson, 1995; Kjesbu et al.,
1996; Methven et al., 1992; Migaud et al., 2003).

In batch spawners, the recruitment of vitellogenic folli-
cles and intense hepatocyte activity seems to be a continuous
process during the whole spawning season, as was found in
northern anchovy (Engraulis mordax), sand soles (Solea
lascaris and Solea impar), snubnose darter (Etheostoma
rafinesquei) and Atlantic croaker (Micropogonias undulatus)
(Barbieri et al., 1994; Deniel et al., 1989; Hunter and
Macewicz, 1985; Weddle and Burr, 1991). Therefore, the
HSI value remains relatively stable during the main spawning
season (Nunes et al., 2011). So, it was not surprising that in
N. melanostomus in the present study, HSI values did not
show significant differences throughout the final maturation
and ovulation stages (Fig. 1).
Until recently, a widely used method for determining the
reproductive status in N. melanostomus was to calculate the
GSI value and regard any females with GSI greater than 8% to
be mature and those less than 8% to be immature (Young
et al., 2010). Indeed, if GSI reaches the maximum value
together with significant gonad growth during the spawning
season, it may be a useful indicator for division into repro-
ductive stages (Kagawa, 2013). On the other hand, it should
be noticed that GSI may be an inaccurate indicator of gonadal
development because it assumes isometry between gonad
mass and somatic mass and also consistency between total
gonad mass and gonad developmental stage (DeVlaming
et al., 1982). In addition, it has been demonstrated that
spawning-capable N. melanostomus females may possess GSI
values below 8% (�4—5%), thus the commonly used 8% cut-off
may result in an incorrect classification of the reproductive
stage (Zeyl et al., 2014). In this study, GSI values were below
8% in stages 1 (early GVM), 4 (final HO) and 5 (OV) while
histological analysis indicated that all females were spawn-
ing-capable (Fig. 1). In multiple-spawning fish, GSI seems to
be a less reliable estimator of fish maturity, which does not
provide an accurate estimation of ovarian maturity or differ-
entiation between females in a spawning-capable stage and
those in a post-spawning stage (Zeyl et al., 2014).

In conclusion, this is the first histological report demon-
strating that hydration does accompany oocyte final matura-
tion in N. melanostomus. Moreover, it was shown that E2
fluctuated according to the development of oocyte batches
in this species. HSI did not show significant differences
throughout the examined stages. However, GSI appeared
to be an inaccurate estimator of oocyte maturation in
N. melanostomus. The cognition of biology of invasive fish
species such as round goby, their reproductive strategies and
adaptation processes to environmental factors are important
components of the protection and preservation of native
living resources in the Gulf of Gdańsk. Therefore, further
studies will be required to elucidate the possible mechanism
of hydration in N. melanostomus.
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