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∗, Żaneta Kłostowska , Monika Lengier , 
Lidia Dzierzbicka-Głowacka 

Institute of Oceanology, Polish Academy of Sciences, Sopot, Poland 

Received 29 August 2019; accepted 30 December 2019 
Available online 10 January 2020 

KEYWORDS 

Biogeochemistry; 
SGD; 
Coastal zones; 
Return flux; 
Nitrogen; 
Phosphorous; 
Bay of Puck (Baltic 
Sea) 

Summary In this study, we collected submarine groundwater discharge (SGD) and seawa- 
ter samples at six sites in the Bay of Puck, in the southern Baltic Sea, in order to estimate 
the nutrient distribution in groundwater affected areas. In addition, we estimated nutrient 
fluxes via SGD, including both fresh SGD (FSGD) and recirculated seawater SGD (RSGD), to 
the entire Bay of Puck. Phosphate (PO 4 

3 −) concentrations varied significantly among study 
sites and seasons, while both ammonium (NH 4 

+ ) and nitrates (NO 3 
−) concentrations varied 

only seasonally. The N:P ratio indicated P limitation in most of the samples. The estimated 
seasonal and annual loads, via SGD, of both dissolved inorganic nitrogen (DIN; 9303 t yr −1 ) 
and PO 4 

3 − (950 t yr −1 ), were the most significant source of nutrients to the Bay of Puck, 
and notably higher than quantified before (FSGD nutrient loads of 50 t yr −1 and 56 t yr −1 

for DIN and PO 4 
3 −, respectively). The SGD fluxes reported here indicate some of the high- 

est rates of sediment-water fluxes reported in the Baltic Sea. These results suggest that SGD 
(both FSGD and RSGD) should be considered as source of chemical substances to the marine 
environment. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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1. Introduction 

The Baltic Sea is one of the largest, semi-enclosed, brack-
ish seas in the world. It is nearly entirely land-locked and
has little water exchangege with the North Sea. The special
geographical and oceanographic features of the Baltic Sea
make it highly vulnerable to the environmental effects of
human activity, not only in its open waters but also in its
catchment area, where more than 85 million people live.
This high population, together with the area’s agricultural
and other human activities, such as fossil fuel combustion
for energy production and transport, cause large inputs of
nutrients, mostly compounds of nitrogen and phosphorus,
to enter the Baltic Sea. Due to this excess of nutrients and
the accompanying eutrophication, none of the sea’s basins
currently has a satisfactory environmental status ( BACC II,
2015 ). Several recommendations to reduce nutrient loading
into the Baltic Sea have been implemented in the region
since the 1970s. However, with further economic develop-
ment in some countries and an increase in animal protein
consumption by humans, the nutrient loads entering the
Baltic Sea are likely to increase, which will result in further
eutrophication and oxygen depletion (hypoxia). 

Although eutrophication in the Baltic Sea was recog-
nized decades ago, some aspects of the process require
more consideration and examination ( Savchuk, 2018 ). It
has been demonstrated that, depending on the effective-
ness of the biogeochemical processes occurring within the
coastal zone, the nutrient loads from the land are filtered
and do not all enter the open Baltic Sea. Asmala et al.
(2017) estimated that the coastal filter of the entire Baltic
Sea removes 16% of nitrogen inputs and 53% of phospho-
rus inputs from adjacent land. Edman et al. (2018) sug-
gested that the average nutrient filter efficiency of the en-
tire Swedish coastline is about 54% and 70% for nitrogen
and phosphorus, respectively. However, none of these stud-
ies included nutrient loads coming from submarine ground-
water discharge (SGD). This is chiefly because the main
sources of nutrients in the Baltic Sea region are identified
as rivers, point sources, and airborne deposition. However,
globally, more and more studies have demonstrated that
SGD is a significant source of nutrients entering coastal ar-
eas ( Valiela et al., 2002 ; Wang et al., 2015 ; Zhang et al.,
2017 ). The high concentration of nutrients in SGD is gen-
erally caused by nitrogen and phosphorus leakage to an
aquifer from agriculture and sewage plants ( Bishop et al.,
2017 ). 

Several studies have been dedicated to the study of SGD
in the Baltic Sea region, with a focus on identifying SGD or
groundwater discharge flux (e.g. Lidzbarski, 2011 ; Peltonen,
2002 ; Piekarek-Jankowska, 1994 ; Virtasalo et al., 2019 ). In
the Gulf of Finland, the total amount of fresh SGD (FSGD)
was calculated to be 0.6 km 

3 yr −1 ( Viventsowa and Voronow,
2003 ). Lidzbarski (2011) estimated the approximate amount
of FSGD entering the Gulf of Gda ńsk to reach 0.07 km 

3 yr −1 .
Peltonen (2002) estimated the amount of groundwater dis-
charge entering the entire Baltic Sea using a combination
of hydrological and hydrogeological methods. The amount
of groundwater discharge in the Baltic Sea was small com-
pared with total runoff — around 1% or even less (around
4.4 km 

3 yr −1 ). The above-mentioned calculations relate to
FSGD and do not include a recirculated seawater compo-
nent (RSGD). The perceived low importance of SGD as a
source of fresh water has been, most likely, why scientific
communities have treated SGD as an insignificant factor in-
fluencing the ecosystem of the Baltic Sea. Recently, Krall
et al. (2017) indicated, on the basis of a 224 Ra mass balance
model, that the SGD flow rate ranges from (5.5 ± 3.0) · 10 3
m 

3 d −1 to (950 ± 520) · 10 3 m 

3 d −1 . These rates are up to two
orders of magnitude higher than those determined from lo-
cal hydrological models, which consider only the fresh com-
ponent of SGD. 

The Bay of Puck, in the southern Baltic Sea, is an
example of the area where SGD has been intensively
studied. Piekarek-Jankowska (1994) calculated that the
groundwater discharge coming from Quaternary, Neogene,
Paleogene, and Upper Cretaceous aquifers into the Bay
of Puck equals 0.03 km 

3 yr −1 . Matciak et al. (2015) ob-
served salinity anomalies in the bottom-water of the Bay
of Puck and suggested that the less saline water appeared
and changed the seawater salinity. The volume of freshwa-
ter must have been significant to reduce the bottom-water
salinity. Bublijewska et al. (2017) also investigated outflows
of fresh groundwater through a thermal imaging, filtrom-
eter and gradientmeter of the Bay of Puck. In addition,
SGD has been recognized as an important source of chemi-
cal substances, such as methane, nutrients (mainly ammo-
nium, phosphate, and silicate) and dissolved organic car-
bon, to the coastal area off town Hel ( Donis et al., 2017 ;
Szymczycha et al., 2012 , 2014 , 2016 ) and, as such, is a fac-
tor affecting the local meiofaunal community ( Kotwicki et
al., 2014 ). Given the absence of previous estimates of SGD
nutrients, Szymczycha et al. (2012) projected inputs from
one study area, located off town Hel, to the entire Bay of
Puck, using the FSGD flux rates from Piekarek-Jankowska
(1994) . The preliminary extrapolations indicated that SGD
contributes a significant proportion of the phosphate load
but only an insignificant proportion of the dissolved inor-
ganic nitrogen (DIN) load. The estimation was based on
the nutrient concentrations in SGD samples characteristic
only of FSGD, collected from one study site only. In ad-
dition, only the fresh component of SGD was included in
the calculations ( Szymczycha et al., 2012 ). There is high
uncertainty in the nutrient fluxes obtained by Szymczycha
et al. (2012) , which could result in an incorrect under-
standing not only of biogeochemical recycling processes
but also of eco-environmental processes in the Bay of
Puck. 

This study is the second part of the study in this jour-
nal on SGD in the Bay of Puck. The first paper addressed
hydrochemistry and SGD flux rates into the Bay of Puck,
including both FSGD and RSGD ( Kłostowska et al., 2019 ).
The calculation was based on a one-dimensional, advection-
diffusion model. The SGD rate to the entire Bay of Puck
ranged from 9.2 m 

3 s −1 to 127.7 m 

3 s −1 , depending on the
discharge area used for extrapolation. These results were up
to 130 times higher than the results obtained by Piekarek-
Jankowska (1994) . The main aim of this study was to quan-
tify the SGD nutrient fluxes including the flux rates obtained
by Kłostowska et al. (2019) . SGD and seawater samples were
collected from 6 sites that significantly differed in terms
of land use and hydrogeology, in order to assign represen-
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ative nutrient concentrations and include spatial and sea- 
onal variability. 

. Material and Methods 

.1. Description of the study area 

he Bay of Puck is located at the western part of the Gulf
f Gda ńsk and is separated from the open Baltic Sea wa-
ers by the Hel Peninsula. The Bay of Puck is divided into
nner and outer parts. The bay has a surface area of 362
m 

2 . It is 2 m deep at the shallowest point — at the most
estern end — and around 40—50 m deep in the centre of
he entrance to the Gulf of Gda ńsk. The sediments in the
ay of Puck are highly diverse: medium- and coarse-grain 
and appears in the western part and along the Hel Penin-
ula, while in the outer part of the bay the proportions of
ud and clay are high. The Bay of Puck has complex, hydro-

ogical (hydrogeological) systems consisting of Cretaceous, 
ertiary, and Quaternary aquifers ( Kozerski, 2007 ; Kryza 
nd Kryza, 2006 ; Piekarek-Jankowska and Łęczy ński, 1993 ).
he detailed hydrogeological characteristics and drainage 
ones of the fresh groundwater in the Bay of Puck were
resented by Piekarek-Jankowska (1996) . The bay receives 
resh water from numerous watercourses such as rivers and 
prings, including the Płutnica, Reda and Gizdepka Rivers, 
nd the Błądzikowski Stream. Of these, the Reda River has 
he largest runoff (equalling 5 m 

3 s −1 ). The bay is mainly
n agricultural area; however, growing tourism (chiefly due 
o water sports and beaches), specifically agrotourism, has 
tarted to play an important role in the area ( Dzierzbicka-
łowacka et al., 2019a ). The average monthly precipita- 
ion measured in the Hel station from August 2017 to Au-
ust 2018 ranged from 0.78 mm in May to 6.56 mm in July
018. Similar variability in average precipitation was ob- 
erved in Gdynia station (data available from the Institute 
f Meteorology and Water Management (IMGW) database). 
he total average precipitation measured in that pe- 
iod was 46.3 mm and 47.3 mm in Hel and Gdynia,
espectively. 

.2. Sampling and laboratory analyses 

amples were collected seasonally from autumn 2017 to 
ummer 2018 along the shoreline of the Bay of Puck 
 Fig. 1 ). The SGD samples were collected from coastal ar-
as of both the Hel Peninsula (including Hel, Jurata, and 
hałupy), and the mainland (including Swarzewo, Puck, and 
słonino) ( Fig. 1 ). Coastal sampling was designed to gener-
te snapshots of the biogeochemical conditions across the 
reshwater, brackish, and saline zones within the region of 
roundwater discharge. Coastal samples (SGD, n = 86) were 
ollected, at points perpendicular to the shore, at 5-m tran-
ects and at a depth of 5 cm. Pore water depth profiles
f up to 40 cm were also collected at the most active
roundwater discharge sites — in Chałupy and Swarzewo. 
eawater samples (n = 6) were also collected at each coastal

ite. d
The SGD samples were collected via stainless-steel 
ances and were brought to the surface by acid-washed 
eflon tubing connected to nylon tubing by a peristaltic
ump. We used a multimeter (Hach-Lange) to record sta-
ilized values for salinity, dissolved oxygen concentration 
DO), oxidation reduction potential (ORP), pH, and temper- 
ture. ORP readings were converted to Eh (mV) units by
dding 200 to the values ( Kroeger et al., 2007 ). Samples
or determination of nutrient concentrations were passed 
hrough syringes with polyethersulfone filters (0.45 mm 

ore size) into acid-washed polyethylene sample bottles. 
he samples were then stored on ice until they were re-
urned to the laboratory, at which point they were frozen
ntil analyzed. 
The nutrients were analyzed using colorimetric meth- 

ds described by Strickland and Parsons (1967) and Salley
t al. (1986) . Repeated measurements of the certified ref-
rence material (RM-BU; National Metrology Institute of 
apan) were performed to assess the accuracy and precision
f the nutrient analyses. Nitrate and nitrite were not quan-
ified separately, and in this paper, their sum is referred to
s ‘‘nitrate’’. DIN is the sum of nitrite, nitrate and ammo-
ium. The average relative standard deviations were 0.4% 

or NO 3 
− + NO 2 

−, 0.3% for NH 4 
+ , and 1.4% for PO 4 

3 −. The
nalyses indicated recoveries of 96.2% for NO 3 

− + NO 2 
−,

8.3% for NH 4 
+ , and 99.1% for PO 4 

3 −. 

.3. Quantification of the nutrient fluxes via 

ubmarine groundwater discharge 

n order to estimate the nitrate, ammonium, and phosphate
uxes via SGD we used nutrient concentrations, measured 
ithin the salinity gradients and depth profiles, while the
GD was adopted from the previous study by Kłostowska et
l. (2019) . In short, a vertical, one-dimensional, advection-
iffusion model was used to estimate SGD which is based
n pore water profiles of chloride (Cl −) ( Schlüter et al.,
004 ). The identified nutrient concentrations in SGD sam-
les did not have a normal distribution, and therefore we
alculated nutrient loads using median concentrations. The 
easonal fluxes of nutrients via SGD were calculated by mul-
iplying median concentrations, minimum, and maximum 

ates ( Kłostowska et al., 2019 ). Finally, the obtained nutri-
nt loads corresponded to the minimum, average and maxi-
um values. 

.4. Statistical analyses 

ll data were tested for their distribution. We used the
ruskal-Wallis test in order to check the significant differ-
nces between the selected groups. The statistical signif- 
cance of the data sets was determined at p < 0.05. The
nalyses were conducted using STATISTICA software. The 
alinity data did not have a normal distribution, and there-
ore we used a nonparametric test (Kruskal—Wallis test) 
ased on median values. We divided all data according to
heir salinity distribution, by study area and season, and
e tested whether the median values showed significant 

ifferences. 
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Figure 1 Map showing the Bay of Puck and study sites located on the Hel Peninsula: Hel, Jurata, and Chałupy; and on the 
mainland: Swarzewo, Puck, and Osłonino. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Results 

The salinity distribution at the study sites has been char-
acterized in detail by Kłostowska et al. (2019) . In sum-
mary, the salinity surveys at all sites designated a high
spatial variability of salinity, indicating that, in each case
and at the time of sampling, a certain portion of the sed-
iments was influenced by SGD. The variability of SGD can
be partially attributed to the movement of the interfaces
between the fresh and saline water masses caused by short-
term scale factors (wind direction and monthly precipita-
tion) and long-term scale factors (large-scale sea level vari-
ations) ( Kłostowska et al., 2019 ; Szymczycha et al., 2012 ). 

Within all the collected samples, the oxidation-reduction
potential (Eh) ranged from -11.6 to 36 mV, the DO concen-
trations ranged from 0.7 to 9.8 mg L −1 , and the pH levels
ranged from 4.9 to 8.3. The nutrient concentrations ranged
from 0.2 to 45.1 μmol L −1 for PO 4 

3 , from 3.1 to 488.9 μmol
L −1 for NH 4 

+ , and from 0.0 to 506.6 μmol L −1 for NO 3 
− in all

collected samples ( Table 1 ). Szymczycha et al. (2012) ob-
tained similar results for PO 4 

3 − and NH 4 
+ , though the nitrate

concentrations observed in autumn were significantly higher
in this study. 

Within the minimum and maximum concentrations of
NO 3 

−, NH 4 
+ , and PO 4 

3 − in the SGD samples, there were a
few outliers and extreme values observed. However, in gen-
eral, higher concentrations of DIN and PO 4 

3 − occurred in
FSGD, and the lowest levels were observed in higher salin-
ity SGD, where there was mixing with recirculated seawa-
 

ter. Usually, in groundwater discharge areas several distinct
zones can be distinguished in terms of both (i) water and nu-
trient sources and (ii) biogeochemical setting and nutrients
chemistry ( Kroeger and Charette, 2008 ). Interestingly, in
this study, no significant spatial variability of ammonium and
nitrates was observed, yet phosphate concentrations dif-
fered significantly among the study sites ( Fig. 2 a). The most
significant changes in concentrations were observed season-
ally ( Fig. 2 b). The minimum, maximum, median, and aver-
age values of nutrient concentrations are provided in the
supplementary material (supplementary material Table 1S).
The highest nitrate concentrations were observed in autumn
2017, when the median and average concentrations were
5.6 μmol L −1 and 93.8 μmol L −1 , respectively. In other sea-
sons, the median and average nitrate concentrations were
not higher than 8.0 μmol L −1 . In contrast to nitrates, the
highest median and average concentrations of ammonium
were observed in spring and summer 2018, while the low-
est median and average concentrations were observed in
autumn 2017, and were 47.5 μmol L −1 and 92.3 μmol L −1 ,
respectively. The highest median and average PO 4 

3 − concen-
trations were observed in spring 2018. 

4. Discussion 

4.1. Seasonal distribution of nutrients 

The seasonal variability of nutrients can be partly explained
by the seasonal discharge of nutrients from anthropogenic
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Table 1 Summarized statistics for the biogeochemical conditions and nutrient concentrations in the collected SGD and 
seawater samples. The oxidation-reduction potential (Eh) is given in units of mV, dissolved oxygen (DO) is given in units of mg 
L −1 and nitrate (NO 3 

−,), ammonium (NH 4 
+ ), and phosphate (PO 4 

3 −) concentrations are given in units of μmol L −1 . 

All samples Salinity Eh DO pH NO 3 
− NH 4 

+ PO 4 
3 −

min-max 0.1—7.2 −11.6—36.0 0.7—9.8 4.9—8.3 0.0—506.6 3.1—488.8 0.2—45.1 
median 1.0 9.0 2.9 6.9 5.6 47.5 7.6 
average 2.1 8.3 2.5 6.9 93.8 92.3 9.1 

Figure 2 Nitrate (NO 3 
−), ammonium (NH 4 

+ ), and phosphate (PO 4 
3 −) concentrations in the collected SGD samples, in units of μmol 

L −1 , divided into a) study sites (Hel, Jurata, Chałupy, Swarzewo, Puck, and Osłonino) and b) seasons. The symbol KW-H indicates 
the Kruskal—Wallis test. 
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ources ( Bishop et al., 2017 ; Knee and Paytan, 2011 ). In
omparison to pristine settings, coastal areas affected by 
uman activities frequently have much higher nitrate con- 
entrations ( Knee and Paytan, 2011 ). These concentrations 
an originate from point sources, such as sewage leaks, 
hemical facilities, or animal feedlot, and nonpoint sources 
nd local and regional land users ( Knee and Paytan, 2011 ).
everal studies have correlated urban development and 
igh population densities to enriched groundwater NO 3 

−

oncentrations ( Choi et al., 2007 ). However, in some sub-
xic or anaerobic aquifers, ammonium can be the domi- 
ant form of DIN ( Slomp and Van Cappellen, 2004 ). It is
specially true if ammonium-rich wastewater can intrude 
o aquifers or if the mineralization and decomposition of 
itrogen-containing organic matter occurs under anaero- 
ic conditions ( Slomp and Van Cappellen, 2004 ). Dissolved 
norganic phosphorus, typically in the form of phosphate 
PO 4 
3 −), can enter groundwater from dissolution of the min-

rals which make up the aquifer substrate, decomposition 
f organic matter in soils, or anthropogenic activity ( Knee
nd Paytan, 2011 ). In the Puck district, the use of nitro-
en fertilizers was higher than the average consumption 
cross Poland and in the Pomeranian Voivodeship (Province), 
hile the use of phosphorus fertilizers was higher than
n the Pomeranian Voivodeship, but lower when compared 
o the country as a whole ( Dzierzbicka-Głowacka et al.,
019b ). The high nitrate concentration in autumn might
uggest leakage from agriculture areas on the mainland, 
hile increased ammonium and phosphate concentrations 
ight suggest the presence of a wastewater plume. The

ncreased wastewater plume in spring and summer could 
e related to population growth as a result of tourism
uring late spring, summer, and early autumn. Similar to
his study, Szymczycha et al. (2012) observed variations in
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Table 2 Sources of dissolved inorganic nitrogen (DIN) 
and phosphates (PO 4 

3 −) in the Bay of Puck, in units of t 
yr −1 . 

Source DIN PO 4 
3 −

Atmosphere 

∗ 485 18 
Rivers and point sources ∗ 220 70 
Resuspension 

∗ 825 97 
F SGD 

∗∗ 50 56 
SGD (F + S) ∗∗∗ 9303 950 

∗ Korzeniewski, 2003 
∗∗ Szymczycha et al., 2012 
∗∗∗ this study 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

nutrient concentrations over the year, indicating pro-
nounced seasonal changes in the groundwater nutrient con-
tent. Ammonium reached its highest average value in FSGD
samples collected during the summer months (239 μmol
L −1 ) and its lowest value (55 μmol L −1 ) in FSGD samples
collected during the spring. The highest average phosphate
concentration was observed in FSGD samples collected dur-
ing the autumn (76.6 μmol L −1 ), while the lowest was in
FSGD samples collected during the spring (49 μmol L −1 ).
The concentrations of NO 3 

− and NO 2 
− were less temporally

variable. Wojciechowska et al. (2018) measured the con-
centrations of nitrogen and phosphorus compounds during
a one-year research period (July 2017—June 2018) at three
watercourses — Płutnica River, Reda River, and Błądzikowski
Stream — flowing into the Bay of Puck. The concentrations
ranged from 5.4 to 44.0 μmol L −1 for PO 4 

3 −, from 123.4 to
2388.3 μmol L −1 for NO 3 

−, and from 2.7 to 53.3 μmol L −1

for NH 4 
+ ( Wojciechowska et al., 2018 ). Seasonal changes

in nutrient concentrations were observed, with maximum
concentrations of nitrates in August and September, after
the application of fertilizers to land. With regard to SGD
the three watercourses displayed similar seasonal trends in
changes in nutrient concentrations, however, significantly
higher concentrations were observed for nitrates. Leakage
of nitrates from fields to surface water and groundwater
may occur, but due to geochemical processes taking place
in aquifers prior to discharge, the nitrate concentration may
actually diminish in groundwater. Phosphates were higher in
SGD than in the watercourses. However, similar to the wa-
tercourses, the N:P ratio in SGD showed mostly P-limitation
(supplementary material Tab. 1S). Liu et al. (2016) also ob-
served higher N:P proportions (175:1) than the Redfield ratio
in SGD in the Southern Yellow Sea. It was proposed therein
that this non-Redfield input of nutrients may change the nu-
trient concentrations in coastal waters, destroy the original
nutrient structure, and increase the probability of the oc-
currence of green tides, eutrophication and other ecological
problems. 

4.2. SGD-derived nutrient fluxes 

The chemical loads carried by SGD are typically calculated
as the product of the groundwater discharge rate and the
average concentration of the element or compound of inter-
est in coastal groundwater. Inherent in those calculations is
the assumption that chemical transport through the coastal
aquifer and sediments is conservative ( Kroeger and Charette
2008 ). In aquifers, or as the groundwater is moved seaward,
processes for removal of several nutrients can occur. Ni-
trates can be removed via denitrification ( Szymczycha et
al., 2017 ), ammonium can be removed via anammox ( Wang
et al., 2017 ), and phosphates can be reduced by biological
uptake, sorption, and precipitation ( Corbett et al., 2002 ;
Szymczycha et al., 2012 ). As mentioned above, nutrient
concentrations in SGD samples did not have a normal dis-
tribution and contained few outliers. This is most probably
due to different sources of nutrients, and the variable influ-
ence of N and P removal or addition processes. Therefore, to
estimate nutrient fluxes via SGD, we used the seasonal me-
dian nutrient concentration of each compound and the sea-
sonal flow rate obtained from a one-dimensional, advection-
diffusion model ( Kłostowska et al., 2019 ). Fig. 3 presents
the average nutrient load for each season based on the min-
imum and maximum SGD rate for each season ( Kłostowska
et al., 2019 ). In general, the nutrient loads showed signif-
icant seasonal variability. The highest nitrate loads were
observed in autumn and spring, and were 10.2 × 10 6 mol
yr −1 and 10.3 × 10 6 mol yr −1 , respectively. The highest am-
monium and phosphate loads were observed in spring, and
were 249.2 × 10 6 mol yr −1 and 22.3 × 10 6 mol yr −1 , re-
spectively . The obtained results may indicate the response
of SGD-derived nutrients levels to both agriculture activi-
ties ( Dzierzbicka-Głowacka et al., 2019b ; Wojciechowska et
al., 2018 ) and waste water leakage ( Dzierzbicka-Głowacka
et al., 2019a ). In addition, the obtained nutrient fluxes were
significantly higher than those obtained by Szymczycha et
al. (2012) ( Table 2 ). In our previous study, the concentra-
tions used to calculate fluxes were characteristic only of the
small areas of the Bay of Puck and were based on the FSGD
rate. It is most probable that this approach led to the un-
derestimated results. In Table 2 the SGD nutrient fluxes are
compared to other sources, and SGD turned out to be the
most important source of nutrients. Nutrient input to the
Bay of Puck via SGD is a potentially important source and
must be considered when assessing the nutrient budgets. Liu
et al. (2016) also observed increased nutrient fluxes via SGD
(both FSGD and RSGD) on the background of other sources,
in the Southern Yellow Sea, however, in comparison to this
study they were approximately 600 times higher for DIN and
80 times lower for PO 4 

3 −. The Southern Yellow Sea, though,
has a surface area of 30.9 × 10 4 km 

2 , which is approximately
90 times bigger than the Bay of Puck. Wang et al. (2017) sug-
gested that nutrients carried by SGD account for 95—97% of
the oxidized inorganic nitrogen, 79—87% of the phosphate,
and 97—98% of the silicate in the nutrient source in Sanya
Bay. SGD may compensate for at least 90% of the oxidized
inorganic nitrogen, 15% of the phosphate, and 60% of the sil-
icate in the nutrient sink in that bay and satisfy all nitrogen
and silicate requirements for phytoplankton growth in the
bay in the dry season. 

The impact of SGD on the Baltic Sea ecosystem is still
not well understood. Accurate determination of SGD-driven
nutrient loads to the Baltic Sea should represent an impor-
tant area of future research, especially with regard to pre-
dicting the future ecosystem status of the Baltic Sea. Nu-
trient mass balance models or budgets still indicate sedi-
ments as the major Baltic Sea sink. In Table 3 the nutrient
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Figure 3 Seasonal fluxes of nutrients to the Bay of Puck a) nitrate (NO 3 
−), b) ammonium (NH 4 

+ ), c) phosphate (PO 4 
3 −). 

Table 3 The sediment return fluxes in different Baltic Sea regions, in units of μmol m 

−2 d −1 . 

Area NO 3 
− NH 4 

+ PO 4 
3 − Reference 

Bay of Puck 4.4—1378.0 213.2—21368.5 15.2—1912.9 This study 
mix-max 
average 

637.0 11746.6 1366.0 

Gulf of Gda ́nsk 
min-max 

nd ∗∗ nd 2.12—37.1 Łukawska-Matuszewska and 
Burska, 2011 

Gda ́nsk Deep 

average ±SD ∗
nd 1003.2 ±283.2 100.8 ±38.4 Graca et al., 2006 

Gulf of Finland 

min-max 
−360—480 0—1250 nd Conley et al., 1997 

∗ standard deviation 
∗∗ no data 
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return fluxes in different Baltic Sea regions are listed. SGD is
presented also as the sediment-water flux and, interest-
ingly, contributes significantly to DIN on the top of other
studies. This study shows that in groundwater-impacted
areas sediments are a significant source of nutrients. At
present, little is known regarding SGD in different Baltic
Sea coastal areas, and even less in terms of the accompa-
nying fluxes of nutrients. However, it has to be acknowl-
edged that in coastal areas, where variations in bottom wa-
ter oxygen concentrations occur, SGD can be an additional
driver of phosphate release. Given the large quantities of
inorganic phosphorus compounds stored in Baltic Sea sedi-
ments, reduced oxygen conditions together with SGD would
greatly increase sediment water phosphorus fluxes. In this
study, high phosphate fluxes occurred in spring and sum-
mer, and might exacerbate both spring and summer algal
blooms. 

5. Conclusions 

Phosphate (PO 4 
3 −) concentrations significantly varied

among study sites and seasons while both ammonium (NH 4 
+ )

and nitrate (NO 3 
−) concentrations varied only seasonally.

The N:P ratio indicated P limitation in most of the sam-
ples. The obtained nutrient fluxes via SGD are higher than
in our previous study including only a FSGD component. In
addition, the obtained results indicate that SGD is an im-
portant driver of nutrient release from sediments, in com-
parison to sediment return fluxes reported in other Baltic
Sea areas. Eutrophication areas are primarily located near
the coast (e.g. Diaz and Rosenberg, 2008 ) due to land-based
inputs. SGD can significantly contribute to Baltic Sea nutri-
ent concentrations, thus increasing spring and summer algal
blooms. 
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Uniwersytetu Gda ńskiego, Gdynia . 

otwicki, L., Grzelak, K., Czub, M., Dellwig, O., Gentz, T., Szymczy-
cha, B., Böttcher, M.E., 2014. Submarine groundwater discharge 
to the Baltic coastal zone: Impacts on the meiofaunal commu-
nity. J. Marine Syst. 129, 118—126, https://doi.org/10.1016/j. 
jmarsys.2013.06.009 . 

ozerski, B. , 2007, Gda ński System Wodono śny, 1st edn. In: Ja-
worska-Szulc, B., Piekarek-Jankowska, H., Pruszkowska, M., 
Przewłócka, M. (Eds.). Wyd. PG, Gda ńsk, 113 pp . 
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iekarek-Jankowska, H., Łęczy ński, L., 1993. Morfologia dna. In: 
Korzeniewski, K. (Ed.), Zatoka Pucka. Fundacja Rozwoju UG, 
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Summary The influence of the local sea surface temperature (SST) and remote ENSO (El Niño- 
Southern Oscillation) indices on the wind speed (WS) data were explored for the Indian Ocean 
region. Relationships among the parameters were studied using spatial correlation plots and 
significant correlation ranges. Two months (July and January) representing opposite monsoon 
phases were selected for analysis for the period 1950—2016. There was a significant negative 
correlation between WS and SST over the Bay of Bengal (BOB) during July. Although different 
ENSO indices correlated differently in different areas of the Indian Ocean, the region off the 
coast of Sri Lanka was most significantly teleconnected. The southwest monsoon locally im- 
pacted the WS and SST relationship and the WS parameter was remotely teleconnected in both 
the monsoon seasons. Further empirical orthogonal function (EOF) analysis was applied on the 
67 years WS data of the BOB region to extract the dominant mode representing maximum vari- 
ability of the total variance. The temporal pattern of the first principal component (PC1) of WS 
data was linked to the North Atlantic Oscillations in January and the Atlantic Multidecadal Os- 
cillation in July respectively. The continuous wavelet power spectra of the PC1 of WS showed 
significant regions in the 2—4-year band resembling the ENSO variability. Wavelet coherence 
applied between PC1 of WS and the ENSO indices showed greatest values for January in the 8—
16-year band and for July in the 0—4-year band. A close relationship was established between 
the WS variability in BOB and the ENSO indices. 
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. Introduction 

everal studies reveal the impact of the Indian Ocean in 
haping the climate on both regional and, global scales 
 Dong and McPhaden, 2018 ; Kug and Kang, 2006 ; Okomura
nd Deser, 2010 ). There are modes of climate variability,
anging from intraseasonal to interannual and, also longer 
ime scales. The ENSO is the most significant interannual 
ode of tropical coupled ocean-atmosphere phenomenon 

 McPhaden, 2002 ). The inverse relationship between Indian 
ummer monsoon rainfall and, ENSO ( Kumar et al., 1999 )
as modulated on decadal timescales and, its changes 
ere linked to Atlantic Multidecadal Oscillation ( Chen 
t al., 2010 ), aerosol impacts ( Azad and Rajeevan, 2016 )
nd, zonal shifts in ENSO’s center from eastern Pacific to
entral Pacific ( Fan et al., 2017 ). The summer variability
ver the Indo-Northwest Pacific region was studied ( Xie 
t al., 2016 ) in reference to the occurrence of a large-scale
nomalous anticyclone in post-El Niño summers over the 
ropical Northwest Pacific and North Indian oceans. Li et al.
2017) discussed various theories relating to the formation, 
evelopment, and maintenance of the western North Pa- 
ific anomalous anticyclone that transfers El Niño’s impact 
n East Asian climate. Sun and Wang, (2019) revealed a 
onnection between the summer climate of the Three- 
iver-Source region of China and the global climate system 

n terms of North Atlantic Oscillation, western Indian Ocean 
ea surface temperature, El Niño-Southern Oscillation, and 
he East Asian summer monsoon. During an El Niño event,
here were positive SST anomalies over the Indian Ocean 
rom 3 to 6 months after SST anomalies peak in the tropical
acific ( Klein et al., 1999 ). The interannual Indian Ocean
ST variations were positively correlated with the eastern 
quatorial Pacific Ocean SST anomalies with a lag of about
 months ( Venzke et al., 2000 ). Li et al. (2001) analyzed
hat although the eastern Pacific SST affects the monsoon 
n the ENSO time scale (2—7 year), the Indian monsoon 
ainfall had significant positive correlations with the Indian 
cean SST on the tropical biennial oscillation time scale 
2—3 year). The warming in the Indian Ocean produced 
n easterly wind stress anomaly over Indonesia and, the 
estern Pacific during the mature phase of El Niño ( Kug
nd Kang, 2006 ). The easterly wind stress anomaly over 
he western Pacific, as mentioned above, lead to the rapid
ermination of El Niño and a fast transition to La Niña
y generating upwelling Kelvin waves. The Indian Ocean 
arming which was effective for relatively strong El Niños 
esulted in La Niña one year after the mature phase of El
iño ( Kug and Kang, 2006 ). A review was performed based
n the climatic importance of Indian Ocean SST and the role
f ocean dynamics in their generation ( Schott et al., 2009 ).
 possible role of the Indian Ocean was identified in the
symmetric evolution of surface wind anomalies over the 
estern Pacific ( Okomura and Deser, 2010 ). The relation-
hip between sea surface temperature anomaly (SSTA) and, 
ind energy input in the Pacific Ocean was studied from
949 to 2003 ( Huang and Qiao, 2009 ). They showed a strong
egative correlation between SSTA and, local wind energy 
nput to surface waves in most of the domains at low and
iddle latitudes. Huang and Qiao (2009) also indicated wind 
nergy input may play an important role in the interannual
nd decadal variability of the wind parameter in the Pacific 
cean by regulating vertical mixing processes in the upper
cean. The varied wind energy input over the past decades
ay lead to varied mixing in the upper ocean which may
ffect the SST and, then the global climate system. The
ole of the Indian Ocean was observed in initiating El Niño
vents, their development and fading away ( Annamalai 
t al., 2005 ). Dong and McPhaden (2018) suggested warm
STs in the Indian Ocean in 2014 weakened westerly wind
nomalies in the Pacific which suppressed the development 
f the El Niño in 2014. Goswami et al. (2006) identified
arm (cold) phases of the Atlantic Multidecadal Oscillation 
AMO) producing increased (decreased) Indian summer 
onsoon rainfall and negative (positive) North Atlantic 
scillation (NAO) events resulting in below (above) normal 
onsoon rainfall. Through the NAO they established a 
undamental link between the North Atlantic and the Indian
ummer monsoon. Thus the Indian Ocean is connected with
he different climatic oscillations around the world. 
In this study, the variability of the wind speed parameter

n the BOB region was explored for possible teleconnection
atterns across the globe. Several statistical tools like 
mpirical orthogonal function analysis, wavelet analysis, 
avelet coherence, significant correlation ranges have 
een used and are discussed in methodology. The wind
peed is a major parameter for monitoring and predicting
xtreme weather patterns. It affects the development of 
urface waves and storm surges. In this paper, the impact
f local SST and remote ENSO indices on the wind speed
arameter in the Indian Ocean region was discussed. A
onnection was explored linking the relationship between 
S variability and the ENSO indices in the BOB region. 

. Data and methodology 

CEP/NCAR reanalysis monthly mean surface (0.995 sigma 
evel) WS data were available at 2.5-degree latitude by
.5-degree longitude global grid. WS data were extracted 
or July and January for the Indian Ocean region covering
he area from 30 °E to 120 °E and 30 °N—70 °S for the period
950—2016. NOAA Extended Reconstructed Sea Surface 
emperature V4 data were available at 2.0-degree latitude 
y a 2.0-degree longitude global grid. SST data were ex-
racted for the above region for the same period. WS and
ST data were interpolated to 1.0-degree by 1.0-degree 
patial resolution for uniformity in dimension required 
uring the statistical analysis. 
For the present work the month of July, representing the

outhwest monsoon and the month of January, representing 
he northeast monsoon, have been analyzed for particular 
ears of the period 1950—2016 and classified as normal or
l Niño or La Niña months following the Oceanic Nino Index
ONI) standard. The ONI is a three month average of SST
nomalies in the Niño 3.4 region (5 °N—5 °S, 120 °—170 °W),
ased on 30-year base periods updated every 5 years. The
xtended reconstructed sea surface temperature, version 
 (ERSSTv5) has been updated and improved ( Huang et al.,
017 ) and used for the ONI calculation. Average SST for
he Niño 3.4 region was calculated for each month, and
urther averaged using values from previous and following 
onths. This three-month average was compared with the 
0-year average and the difference was the ONI value for
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the three-month considered. NOAA uses ONI as the primary
index for identifying El Niño (warm) and La Niña (cool)
events in the tropical Pacific. When the index is 0.5 °C
or higher, El Niño conditions exist and when the index is
−0.5 °C or lower, La Niña conditions exist. 

Three ENSO indices namely, Southern Oscillation Index
(SOI), Multivariate ENSO Index (MEI) and NINO3.4 have
been correlated with WS in the present study. Monthly
data for the above three indices were accessed from
http://www.esrl.noaa.gov/psd/data/climateindices/ . The
SOI index is the difference between the atmospheric pres-
sure at sea level at Tahiti and Darwin. Prolonged periods
of negative (positive) SOI values coincide with El Niño (La
Niña) episodes. SST anomalies equal to or greater than
±0.5 °C in the Niño 3 region (5 °N—5 °S,150 °W—90 °W) are
indicative of ENSO warm (cold) phase conditions. The Multi-
variate ENSO Index (MEI) is based on the six main observed
variables over the tropical Pacific. These six variables are
sea-level pressure, zonal and meridional components of
the surface wind, sea surface temperature, surface air
temperature, and total cloudiness fraction of the sky. The
MEI integrates more information than SST based indices and
thus is more comprehensive. 

Spatial correlation plots were generated depicting re-
gions statistically significant for WS, SST and ENSO indices.
To identify the significant correlation ranges probability or
p-values were calculated at the 0.05 significance level. If
the p-value is less than 0.05 then the Pearson correlation co-
efficient is considered statistically significant ( Fisher, 1992 ).

The NAO index is based on the surface sea-level pressure
difference between the subtropical high and the subpolar
low. The polar pressure is taken near Iceland and the sub-
tropical pressure is taken near the Azores. The first mode
of rotated EOF analysis of monthly mean 500 millibar height
anomaly data from 1950 to 2000 over 0—90 °N latitude is
considered as the NAO pattern ( Barnston and Livezey, 1987 ).
The AMO is a 65—80-year cycle of North Atlantic sea surface
temperatures for 1856—1999 ( Kerr, 2000 ). AMO warm phases
occurred during 1860—1880 and 1940—1960, and cool phases
during 1905—1925 and 1970—1990 ( Enfield et al., 2001 ).
The NAO index for January and AMO index for July for the
period 1950—2016 have been compared with the PC1 of WS.

In the first experiment, spatial correlation plots were
generated between WS and SST data for all the 67 years to
analyze the local impact. To explore how WS is influenced
by remote ENSO indices (SOI, MEI, NINO3.4) respective
spatial correlation plots were generated. Instead of all
the 67 years together next particular years representing
normal, El Niño and La Niña phases were taken into account
for analysis. The above experiments were repeated and
correlation plots generated for the particular phases. 

Empirical orthogonal function (EOF) analysis is a power-
ful tool for data compression and dimensionality reduction.
The EOF technique decomposes the space-time distributed
data into spatial modes ranked by their temporal variances.
Since EOFs have been introduced in atmospheric science
by Lorenz (1956) , it has become a statistical tool of funda-
mental importance in the atmosphere, ocean, and climate
science for exploratory data analysis and dynamical mode
reduction. Spectral analysis is a tool for extracting embed-
ded structures in a time series. In particular, Fourier analysis
has been used extensively by researchers for extracting
deterministic structures from time series but is incapable
of detecting non-stationary features often present in geo-
physical time series. Wavelet analysis can extract transient
features embedded in time series, with a wavelet power
spectrum representing variance (power) of a time series as
a function of time and period. Since the work of Torrence
and Compo (1998) , wavelet analysis has been applied exten-
sively to geophysical time series such as the indices for the
North Atlantic Oscillation ( Olsen et al., 2012 ) and Arctic Os-
cillation ( Jevrejeva et al., 2003 ). The application of wavelet
coherence and cross-wavelet analyses ( Grinsted et al.,
2004 ), moreover, has proven useful in relating geophysical
time series to other time series ( Jevrejeva et al., 2003 ). 

Considering July and January representing the southwest
and northeast monsoon periods, EOF analysis is applied on
WS data for the BOB region (78 °E to 98 °E and 25 °N to 5 °N)
for the analyzed period. The time series of the first principal
components were linked to the NAO and AMO to establish
a relationship between the WS variability and the ENSO in-
dices. The localized intermittent periodicities can be identi-
fied on the time series data using continuous wavelet trans-
forms, that expands a time series into a time-frequency
space. The periodicity of the first principal components
(PC1) of WS data was assessed using the wavelet method.
Continuous wavelet power spectra were generated for
analysis. Finally, wavelet coherence was applied to PC1 of
WS and the ENSO indices to examine possible relationships
between them. Coherence plots were generated between
the two time series in both the time and frequency domain.

3. Results and discussions 

3.1. Relationship between WS data, SST data and 

ENSO indices for IO 

WS data were explored for the Indian Ocean region (30 °E—
120 °E and 30 °N—70 °S) for July and January representing the
southwest and northeast monsoons respectively. Spatial cor-
relation plots were generated at a 95% confidence interval
to analyze how WS, SST, and ENSO indices were related. To
test if the correlation values are statistically significant, p-
values were calculated ( Table 1 ) at 0.05 significance level.
Figure 1 a and b depict significantly correlated regions for
January and July representing opposite monsoon phases be-
tween WS and SST for all the 67 years. Considering the
northern Indian Ocean, there was a negative correlation be-
tween WS and SST over BOB during July. It indicated higher
(lower) WS at lower (higher) SST values. Figures 2—4 show
how WS and SST correlated differently in the study area dur-
ing the normal, El Niño and La Niña years for the above men-
tioned period. During the normal years (July) there was a
significant negative correlation over BOB which fades away
from La Niña to El Niño years. During the El Niño years, there
was a significant negative correlation between WS and SST
off the west coast of India in January and a positive correla-
tion off the coast of Sri Lanka during July. During the La Niña
years, there was a significant negative correlation over parts
of BOB during July and a significant positive correlation off
the Somali coast during January. Thus during El Niño events,
the influence of local SST on the WS value decreased in the
northern Indian Ocean in July whereas it increased on the

http://www.esrl.noaa.gov/psd/data/climateindices/
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Table 1 p-values calculated to test if the correlation (r) is significant at 0.05 significance level for the period 1950—2016 
(N = 67). First all the January (JAN) months and all the July (JUL) months were considered. Then the above period was classified 
as normal or El Niño or La Niña year and tested. 

All JAN 1950—2016 All JUL 1950—2016 Normal JAN Normal JUL El Niño JAN El Niño JUL La Niña JAN La Niña JUL 
N = 67 N = 67 N = 22 N = 33 N = 25 N = 17 N = 20 N = 17 

(r) p-value p-value p-value p-value p-value p-value p-value p-value 

1 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 
0.8 0.00001 0.00001 0.00001 0.00001 0.00001 0.0001 0.00001 0.0001 
0.6 0.00001 0.00001 0.0031 0.0002 0.0015 0.0109 0.0052 0.0109 
0.5 0.00001 0.00001 0.0178 0.0030 0.0109 0.0409 0.0248 0.0409 
0.45 0.00013 0.00013 0.0356 0.0086 0.0240 0.0699 0.0465 0.0699 
0.4 0.0008 0.0008 0.0651 0.0211 0.0476 0.1116 0.0805 0.1116 
0.35 0.0037 0.0037 0.1103 0.0458 0.0863 0.1684 0.1303 0.1684 
0.3 0.0136 0.0136 0.1749 0.0898 0.1451 0.2420 0.1988 0.2420 
0.25 0.0413 0.0413 0.2618 0.1606 0.2281 0.3331 0.2878 0.3331 
0.2 0.1046 0.1046 0.3722 0.2644 0.3378 0.4415 0.3979 0.4415 
0 1 1 1 1 1 1 1 1 
−0.2 0.1046 0.1046 0.3722 0.2644 0.3378 0.4415 0.3979 0.4415 
−0.25 0.0413 0.0413 0.2618 0.1606 0.2281 0.3331 0.2878 0.3331 
−0.3 0.0136 0.0136 0.1749 0.0898 0.1451 0.2420 0.1988 0.2420 
−0.35 0.0037 0.0037 0.1103 0.0458 0.0863 0.1684 0.1303 0.1684 
−0.4 0.0008 0.0008 0.0651 0.0211 0.0476 0.1116 0.0805 0.1116 
−0.45 0.00013 0.00013 0.0356 0.0086 0.0240 0.0699 0.0465 0.0699 
−0.5 0.00001 0.00001 0.0178 0.0030 0.0109 0.0409 0.0248 0.0409 
−0.6 0.00001 0.00001 0.0031 0.0002 0.0015 0.0109 0.0052 0.0109 
−0.8 0.00001 0.00001 0.00001 0.00001 0.00001 0.0001 0.00001 0.0001 
−1 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 

(If the p-value is less than the significance level α = 0.05 then r is significant). 

Figure 1 Significantly correlated regions between WS and SST at 95% confidence interval for (a) all January months (1950—2016) 
and (b) all July months (1950—2016). 
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Figure 2 Significantly correlated regions between WS and SST at 95% confidence interval for (a) normal January months (22 years) 
and (b) normal July months (33 years). 

Figure 3 Significantly correlated regions between WS and SST at 95% confidence interval for (a) El Niño January months (25 years) 
and (b) El Niño July months (17 years). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

west coast of India in January. Between 30 °S and 60 °S, there
were both positively and negatively significantly correlated
regions in January considering the normal years. These
patches of correlated regions again faded away from La Niña
to El Niño years. In July the Southern Indian Ocean was how-
ever uncorrelated in terms of WS and SST parameters. 

The six plots in Fig. 5 depicts significant correlation
regions between WS and the ENSO indices namely SOI, MEI
and NINO3.4 for the normal January and July months re-
spectively. During January there was a negative correlation
between WS and SOI off Sri Lanka and southern part of
the west coast of India and positive correlation with MEI
and NINO3.4 for the same regions. As per the definitions of
the indices opposite correlation signs were justified. The
correlation patterns indicated the teleconnection features
of the wind parameters with the ENSO indices. Figure 6 gave
similar six plots for El Niño years and subsequently Fig. 7
for La Niña years. During the January El Niño episodes, the
WS was significantly positively correlated with the MEI and
NINO3.4 indices over a large area off Sri Lanka. In July the
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Figure 4 Significantly correlated regions between WS and SST at 95% confidence interval for (a) La Niña January months (20 years) 
and (b) La Niña July months (17 years). 
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3  
nfluence was over a smaller area. However, such an impact
as absent during the La Niña years. 

.2. EOF analysis and wavelet analysis for WS data 

f BOB region 

OF analysis was applied to the WS data of the BOB region
25 °N to 5 °N and 77.5 °E to 100 °E) for the analyzed period
o extract the dominant mode representing the maximum 

ariability. For January the first eigenmode accounted for 
2.9% of the total variability of the WS data for the BOB
egion. Figure 8 c depicts the spatial pattern of the first
igenmode of WS data. The maximum loading at the central
OB may be attributed to the northeast monsoon winds. 
he other eigenvectors contributed insignificantly and 
hus were not discussed. The PC1 corresponding to the 
rst eigenmode is given in Fig. 8 a, in which the maximum
alue occurred in 2007, while a deep fluctuation giving a 
inimum value in 2008. The high (low) peaks in the tem-
oral pattern exhibited by the WS-PC1 corresponds to the 
egative (positive) NAO events ( Fig. 8 e). Thus, in general,
n inverse relationship (negative correlation) between 
he NAO and the WS in the BOB region during the winter
onsoon was observed, although there were few instances 
f positive correlation in the late 1960s and the mid-1980s.
or July the first eigenmode accounted for 49.1% of the to-
al variability of the WS data and Fig. 8 d depicts maximum
oading at the head Bay. The corresponding PC1 is given in
ig. 8 b. The temporal pattern gave a maximum in 1962,
 minimum in 1964. Again an inverse relationship can be 
stablished between the July WS-PC1 and the AMO which 
ave a decreasing trend during 1962 and an increasing 
rend during 1965 ( Fig. 8 f). Standardized time series were
onsidered in Fig. 8 e and f for effective comparison. 
The PC1 of WS data corresponding to January and July 

ere normalized by their standard deviation and then were 
ecomposed using the Morlet wavelet function. The Morlet 
avelets are non-orthogonal wavelet functions that are 
seful for time series analysis. The continuous wavelet 
ower spectra were generated with the cone of influence,
here edge effects become important. Anything outside it 
imits the ability to interpret the results. The black contour
nclosed regions of greater than 95% confidence for a
ed-noise process with a lag-1 coefficient of 0.52 (January)
nd 0.21 (July). The continuous wavelet power spectra 
enerated exhibits significant regions in the 2—4-year band 
hich corresponds to the ENSO oscillations having 2—7-year 
eriodicity. In Fig. 9 a representing the power spectrum
n January the maximum power occurred during 2007 in
he 2—4-year period. This matches the maximum value 
uring 2007 in Fig. 8 a representing the PC1 of WS data.
imilarly, for July, the maximum power in Fig. 9 b matches
ith the maximum value in Fig. 8 b corresponding to the
eriod 1962—64. Thus for the 67 years BOB WS data, the
ed-noise wavelet power spectra exhibits 2—4-year period 
scillations which maybe teleconnected with the ENSO 

ariability occurring in the 2—7-year band. 
Wavelet coherence is a measure of the correlation 

etween two time-series in the time-frequency plane. The 
elative phase relationship between the two time-series is 
hown with arrows. This can also be interpreted as a lead
r a lag. Phase arrows pointing right or left represents an
n-phase or anti-phase relationship. For two time-series X 
nd Y phase arrows pointing down say X leading Y by 90
egrees. A lead of 90 degrees can also be interpreted as a
ag of 270 degrees or a lag of 90 degrees relative to the anti-
hase (opposite sign). Figure 10 a and b displays the wavelet
oherence between PC1-WS data and SOI index for January
nd July respectively for the analyzed period. In January
nd July, WS and SOI were in anti-phase (when one is
aximum, the other is minimum and vice versa) in the
2-year period but were very insignificantly. From Fig. 10 a,
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Figure 5 Significantly correlated regions at 95% confidence interval (a) between WS and SOI for 22 normal January months and 
(b) between WS and SOI for 33 normal July months and (c) between WS and MEI for 22 normal January months and (d) between WS 
and MEI for 33 normal July months and (e) between WS and NINO3.4 for 22 normal January months and (f) between WS and NINO3.4 
for 33 normal July months. 
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Figure 6 Significantly correlated regions at 95% confidence interval (a) between WS and SOI for 25 El Niño January months and 
(b) between WS and SOI for 17 El Niño July months and (c) between WS and MEI for 25 El Niño January months and (d) between WS 
and MEI for 17 El Niño July months and (e) between WS and NINO3.4 for 25 El Niño January months and (f) between WS and NINO3.4 
for 17 El Niño July months. 
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Figure 7 Significantly correlated regions at 95% confidence interval (a) between WS and SOI for 20 La Niña January months and 
(b) between WS and SOI for 17 La Niña July months and (c) between WS and MEI for 20 La Niña January months and (d) between 
WS and MEI for 17 La Niña July months and (e) between WS and NINO3.4 for 20 La Niña January months and (f) between WS and 
NINO3.4 for 17 La Niña July months. 
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Figure 8 For the BOB WS data (1950—2016) (a) the PC1 for January and (b) the PC1 for July and (c) the first spatial eigenmode 
(42.9%) for January and (d) the first spatial eigenmode (49.1%) for July and (e) comparison between standardized WS-PC1 and NAO 

for January and (f) comparison between standardized WS-PC1 and AMO for July. 
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t can be said, the coherency was greater than 0.8 during
955—65 (from x-axis) in the 8—16-year band (from y-axis). 
igure 10 b shows higher coherency regions in the 0—4-year 
eriod with both in-phase and anti-phase relationships. 
igure 11 a and b gave the wavelet coherence between PC1-
S data and MEI index for January and July respectively for
he analyzed period with similar periodicities. In Fig. 11 a 
here were again higher coherency regions in the 8—16-year 
eriod but with both in-phase and anti-phase relationships. 
ig. 11 b shows the in-phase relationship in the 0—4-year
eriod along with higher coherency. Figure 12 a and b gave
imilar plots with the NINO3.4 index. In January ( Fig. 12 a)
nd July ( Fig. 12 b) there were regions with higher coherency
n the 8—16-year band and 0—4-year period respectively. An
-year quasi-cyclic behavior of NAO may be the cause of the
—16-year band coherency of WS variability with the ENSO 

ndices. In July there was an in-phase relationship between
S and the ENSO indices in the 0—4-year band. This may
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Figure 9 The continuous wavelet power spectrum of WS-PC1 along with the black contours which encircle the 5% significance 
regions, using a red-noise background spectrum, for (a) January and (b) July. 

Figure 10 Squared wavelet coherence between PC1-WS and SOI time series for (a) January and (b) July. 

Figure 11 Squared wavelet coherence between PC1-WS and MEI time series for (a) January and (b) July. 

Figure 12 Squared wavelet coherence between PC1-WS and NINO3.4 time series for (a) January and (b) July. 
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e linked to the warm phases of AMO which are known to
trengthen the summer monsoon rainfall over India. 

. Conclusions 

n attempt has been made in the present work to explore
ow WS of the Indian Ocean region were influenced by the
ocal SST and remote ENSO indices. Spatial correlation plots 
ith significance level were generated between WS, SST 
ata and the ENSO indices for July and January representing
he southwest and northeast monsoons respectively. During 
he normal July months, there was a significant negative 
orrelation between WS and SST over BOB which fades 
uring El Niño years. Thus the SW monsoon locally impacted
he WS and SST relationship. Next correlation plots were 
enerated at a 95% confidence interval between WS and 
NSO indices. Considering the normal January months WS 
ad a significant negative correlation with SOI off the 
oast of Sri Lanka and south-west coast of India while the
ignificant positive correlation with MEI and NINO3.4 for 
he same regions. During the El Niño years, WS had a sig-
ificant positive correlation with MEI and NINO3.4 both, in 
anuary and July. Thus during the El Niño episodes, WS data
as remotely influenced by the ENSO indices. During the La 
iña years, there were no significant correlation patterns. 
Further EOF analysis was applied to the WS data of the

OB region. For January the first eigenmode accounted for 
2.9% and July 49.1% of the total variability. The January 
nd July wind speed PCs were linked with the NAO and AMO
scillations respectively. The continuous wavelet power 
pectra of PC1 of WS data were generated for January 
nd July. For both the red-noise wavelet power spectra, 
he significant regions occurred in the 2—4-year period 
eplicating ENSO like oscillations. In January there were 
igher coherency values in the 8—16-year band which was 
elated to the 8-year quasi-cyclic behavior of NAO. In July 
he higher coherency regions in the 0—4 year period were 
ssociated with the warm phases of the AMO which were 
nown to strengthen the Indian summer monsoon rainfall. 
hus patterns of global climate oscillations were compared 
o establish a close relationship between the WS variability 
nd the ENSO indices in the BOB region. 
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Summary Concentrations of a large set of major and trace elements, and Sr, Nd and Pb iso- 
tope ratios were measured in Holocene sediments cored in the western deep Black Sea in order 
to unravel: (1) the controls of element enrichment, and (2) sources of the detrital component. 
The transition of the basin from oxic to euxinic resulted in enrichment or depletion in a num- 
ber of elements in the deep-sea sediments. Authigenic Fe enrichment appears to depend on the 
amount of Fe mobilized from the sediment through the benthic redox shuttle mechanism and 
free H 2 S in the water column (degree of “euxinization”). Manganese enrichment is controlled 
by diagenetic reactions within the sediment: the dissolution of Mn minerals, Mn 2 + diffusion up- 
ward and reprecipitation. Barium enrichment is also controlled by diagenetic reactions, sulfate 
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reduction and methanogenesis, that take place above and below the sulfate-methane transi- 
tion, respectively. The major part of V, Co, Ni, Cu, Zn, Cr, Mo, Cd and Sb is inferred to have 
co-precipitated with Fe in the euxinic deep waters and to have been incorporated into au- 
thigenic Fe-sulfides. Basin reservoir effect additionally influences the Mo enrichment. The U 

enrichment is interpreted to have a different origin in the two organic-rich stratigraphic units 
(II and I). It is inferred to be: (i) at the expense of the U inventory of the deepwater pool 
and a result of inorganic reduction of U at euxinic conditions in the lower Unit II; and (ii) at 
the expense of the U inventory of the surface water pool and a result of biogenic uptake and 
transfer to the sediment by the plankton in the upper Unit I. The high field strength elements 
are closely linked to the detrital component and their depletion in the organic-rich sediments 
reflects a dilution of the detrital component by the biogenic one. The enrichments of REE, Sn 
and Th are likely controlled by adsorption on clay minerals. Sr-Nd-Pb isotope compositions of 
the alumino-silicate component of the studied sediments are relatively uniform. They are most 
likely controlled by riverine suspended matter supplied mainly in the NW Black Sea (Danube 
Delta) and transported southward by marine currents, and to a lesser degree by suspended 
matter from the small rivers draining SE Bulgaria and NW Turkey. Wind-blown dust from the 
Sahara Desert appears to have a minor contribution to the alumino-silicate component of the 
sediments. The slight shift in the Pb isotopes in Unit I upper layers is possibly caused by the 
addition of anthropogenic Pb. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

The upper section of the sediment blanketing the Black Sea
floor has been increasingly investigated since the first half
of 20 th century with the major goal to untangle the oceano-
graphic/limnological as well as the geological history of this
semi-isolated anoxic basin. The early works ( Arkhangel’skii
and Strakhov, 1938 ) subdivided it into three stratigraphic
units (from top to bottom): (1) Recent sediments, (2) Old
Black Sea layers, and (3) New Euxinian sediments. Later
studies ( Degens and Ross, 1972 ; Ross et al., 1970 ; Ross and
Degens, 1974 ) essentially confirmed the presence of the
same units (named as Units I, II and III), dated precisely
their boundaries and showed that the stratigraphic units
recognized at the shelf ( Neveskii, 1967 ) are difficult to
be correlated to those described in the deep Black Sea
( Degens and Ross, 1972 ). Deep probing of the sediment
and wide set of applied analytical approaches ( Degens
and Ross, 1974 ; Hsü, 1978 ; Ross, 1978 ; Ross et al., 1978 ;
Stoffers and Müller, 1978 ; Stoffers et al., 1978 ) provided
evidence that the distinct sediment alternation (Units I, II
and III) records varying oxic lacustrine and anoxic marine
conditions produced in the basin by the climatic changes
over the Quaternary. Unraveling the Black Sea geological
history and the potential implications for the processes in
ancient anoxic basins involved the use of geochemical prox-
ies ( Calvert and Batchelor, 1978 ; Hirst, 1974 ). Geochemical
studies of the Quaternary Black Sea sediments revealed
that a number of trace elements are enriched (relative to
the background detrital sediment or to the average shale)
in the sediment layers deposited under anoxic conditions.
They suggested that these enrichments may be used for
determining the redox conditions in the sediment or in
the bottom waters at the time of deposition ( Calvert and
Pedersen, 1993 ; Little et al., 2015 ). Although these studies
comprehensively investigated the element enrichments
and reasonably interpreted them as results of a range of
reactions across redox interfaces ( Calvert and Pedersen,
1993 ; Little et al., 2015 ) they considered only a limited
number of elements (Cd, Cr, Cu, Fe, Mn, Mo, Ni, Re, U, V,
Zn) measured in the uppermost (or uppermost + underlying;
unclear in Little et al. (2015) ) stratigraphic unit. 

Challenged by the possibility to explore the environmen-
tal potential of a larger element set analyzed across the
three Upper Quaternary stratigraphic units we investigated
the distribution and enrichment of a large element set (54
elements) in a series of Holocene sediments from the west-
ern Black Sea. Since the upper organic-rich stratigraphic
units (I and II) were shown to have received almost constant
organic flux diluted by fluctuating terrigenous input through
time ( Calvert and Karlin, 1998 ) we, additionally, ana-
lyzed the Sr-Nd-Pb-isotope composition of the terrigenous
component of these sediments in order to determine its
provenance. The results of our study are discussed in this
contribution. 

2. Geologic setting 

The Black Sea is the largest permanently anoxic basin in
the modern Ocean. Permanent anoxia in the major part of
its water body is a result of the combination of restricted
water mass exchange with the Mediterranean Sea, positive
water balance and moderate bio-production in the euphotic
layer. The Black Sea water body is vertically stratified in
two layers with contrasting chemistry that are separated by
a transition layer (chemocline): oxic surface layer ( ∼0 to
50 m), suboxic intermediate/transition layer (chemocline)
( ∼50 to 100 m) and anoxic (euxinic) deep waters ( ∼100 to
2000 m) ( Murray et al., 1989 ). 

The upper part of the Black Sea sedimentary cover, de-
posited during the Late Pleistocene and Holocene, is com-
posed of three distinct stratigraphic layers (units) spread
throughout the deep Black Sea ( Degens and Ross, 1972 ;

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 (a) Map of the Black Sea and its catchment area. Highlighted rectangle encircles the area of studies. (b) Western part 
of the Black Sea with locations of the studied sediment cores (red closed circles). Red lines marked with C and D indicate positions 
of the cross sections shown at (c) and (d) demonstrating the locations of the studied sediment cores CF-01, CF-03, KL-01 and KL-02 
relative to the oxic, suboxic and euxinic water layers. 
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Holocene. 
oss et al., 1970 ). The uppermost layer (Unit I) is a modern
aminated coccolith ooze that overlies the finely laminated 
apropel (Unit II). The boundary between them is sharp and 
ated at ∼3 ka BP ( Kwiecien et al., 2008 ). The transition
etween Unit II and Unit III, terrigenous mud (lutite; Ross 
t al., 1970 ), is distinct and estimated to be at ∼9 ka
P ( Soulet et al., 2011 ). The deposition of these three
ifferent lithologic units is explained by changes in the 
nvironmental conditions, i.e. evolution of the basin from 

imnic to marine ( Degens and Ross, 1972 ), whereas their
mpressive correlation along the entire basin is supposed to 
ttest for uniform depositional environment over most of 
he Black Sea ( Ross et al., 1970 ). 
The organic-rich sapropel layer (Unit II) has been the 

ocus of a number of studies ( Calvert, 1990 ; Calvert et al.,
987 ; Glenn and Arthur, 1985 ). The high content of organic
atter in this layer has been found to be caused by low
ilution of the organic fraction by other sediment compo- 
ents (e.g., terrigenous and biogenic) rather than by high 
reservation of organic matter ( Calvert and Karlin, 1998 ).
herefore, its formation is supposed not to be necessarily 
haracteristic of anoxic basins. However, the anoxic con- 
itions in the Black Sea water body and the deposition of
rganic-rich sediments (Units I and II) on the Black Sea 
oor were inferred to be the major controls of enrichment
f a number of elements in the sediments ( Calvert and
edersen, 1993 ; Little et al., 2015 ). 

. Samples and methods of investigation 

.1. Samples 

ive sediment cores recovered from the western deep Black
ea ( Fig. 1 a,b; Table 1 ) during two expeditions of the r/v
kademik (Institute of Oceanology, Bulgarian Academy of 
ciences) in April 2006 and February 2007 were selected for
ur study. Twenty-nine sediment samples from the three 
tratigraphic units crossed by these cores (Unit III was not
ompletely penetrated by any core) were washed from pore
ater salts with distilled water (18.2 M �/cm resistivity),
reeze-dried and ground to fine powder in agate mortar
efore the elemental concentrations and isotope ratios 
easurements. The “red layers” in Unit III ( Bahr et al.,
005 ; Kwiecien et al., 2008 ; Major et al., 2002 ) that mark
he transition from the last glacial (Late Pleistocene) to
olocene were not reached by any core. Therefore, we can
onsider that the cored sediments are entirely within the



142 V.M. Dekov et al./Oceanologia 62 (2020) 139—163 

Table 1 Investigated sediment cores sampling and lithology details. 

Core ID Latitude (N) Longitude (E) Depth (m) Sampling device Lithology description 

CF-01 42 °55.613´ 28 °36.405´ 614 gravity corer 0—87 cm: finely laminated greenish-gray coccolith 
ooze (Unit I) 

87—204 cm: finely laminated sapropel (Unit II) 
204—223 cm: greenish-yellow fine terrigenous mud 

(Unit III) 
CF-03 42 °55.125´ 28 °36.413´ 647 gravity corer 0—33 cm: finely laminated green-gray coccolith ooze 

(Unit I) 
33—173 cm: finely laminated brown-green sapropel 

with sharp upper boundary (Unit II) 
173—175 cm: sharp boundary 
175—250 cm: grayish-white fine terrigenous mud (Unit 

III) 
KL-01 42 °52.505´ 28 °33.885´ 457 gravity corer 0—94 cm: finely laminated greenish-gray coccolith 

ooze (Unit I) 
95—210 cm: finely laminated (alternation of 

dark-brown organic-rich laminae and light-gray 
terrigenous laminae) sapropel (Unit II) 

210 cm: sharp boundary 
210—360 cm: greenish-gray fine terrigenous mud, 

with black stains (275-360 cm), which becomes 
compact down core (350—360 cm) (Unit III) 

KL-02 42 °53.045´ 28 °33.899´ 475 gravity corer 0—115 cm: finely laminated greenish-gray coccolith 
ooze (Unit I) 

115—250 cm: finely laminated brown to gray sapropel 
(Unit II) 

250—320 cm: gray terrigenous mud (Unit III) 
PLC-203 42 °24.157´ 28 °27.796´ 314 gravity corer 0—115 cm: finely laminated greenish-gray coccolith 

ooze (Unit I) 
115—310 cm: sapropel (fine alternation of dark-brown 

to olive organic-rich laminae becoming denser 
towards the catch-corer, greenish-gray terrigenous 
laminae and rarely aragonite-rich laminae) (Unit II) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2. Methods of investigation 

3.2.1. Bulk geochemical analyses and enrichment 
factors (EF) calculations 
Major element (Al 2 O 3 , Fe 2 O 3 , MnO, MgO, CaO, Na 2 O, K 2 O,
TiO 2 , P 2 O 5 ) concentrations of the samples were determined
by Inductively Coupled Plasma Optical Emission Spectrom-
etry (ICP-OES) (Spectro Ciros SOP instrument; Institute of
Geosciences, University of Kiel) after total sample dissolu-
tion performed by pressurised HF-HClO 4 -aqua regia attack
( Garbe-Schönberg, 1993 ). Total SiO 2 (SiO 2tot ) was estimated
as the difference between the sum of all major elements
including loss on ignition (LOI) and 100%. Amorphous SiO 2 

(SiO 2am 

) concentrations were measured after sample dis-
solution following the method of DeMaster (1981) and
Koning et al. (2002) . About 20 mg of powdered sample was
dissolved in 50 mL 0.5 M NaOH in centrifuge tubes at 85 °C
for 3 hours (in a water-bath with stirring). After 1, 2 and
3 hours we centrifuged the tubes with dissolved samples
(for 3 minutes at 3500 rpm), pipetted 0.5 mL from the
solution, diluted this aliquot by 20 with distilled water
(18.2 M �/cm resistivity) and analyzed it for dissolved silica
using a Bran + Luebbe AA3 HR auto-analyzer as described
by Aminot and Kérouel (2007) . Detrital SiO 2 (SiO 2det ) con-
centrations were calculated by subtracting of SiO 2am 

from
SiO 2tot . 

Trace (Li, Sc, V, Cr, Co, Ni, Cu, Zn, Ga, Rb, Sr, Y, Zr,
Nb, Mo, Ag, Cd, Sn, Sb, Cs, Ba, Hf, Ta, W, Tl, Pb, Th, U)
and rare earth (REE) elements concentrations were analysed
by Inductively Coupled Plasma Mass Spectrometry (ICP-MS)
(Agilent 7500cs instrument; Institute of Geosciences, Uni-
versity of Kiel) after total sample dissolution following the
same protocol as for the major elements ( Garbe-Schönberg,
1993 ). Unfortunately, this dissolution protocol bears the risk
of incomplete dissolution of some well-crystallized zircon
grains and leaves a possibility that not all Zr and Hf are
represented in the analysis. However, Zr, Hf and Nb, Ta, Th
in the reference material Marine Sediment GSMS-2 ( Jochum
et al., 2005 ) that had been repeatedly analyzed together
with our samples were recovered with 90% and 100%, re-
spectively, and the observed perfect correlation between
these elements and Al confirmed that a significant frac-
tion of these high-field-strength elements (HFSE) had been
dissolved and analyzed, which allowed for correct inter-
pretations. The accuracy of the analytical results was con-
trolled by analyzing international standard reference mate-
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ials (AC-E, BE-N, BHVO-1, BHVO-2, BIR-1, MESS-2, GSMS-2) 
ollowing the same analytical protocols as for the sediment 
amples. Measured elemental concentrations of the stan- 
ards were generally within < 5% of the recommended val- 
es for most elements. The precision of sample duplicates, 
s well as repeated analyses, was better than 5% for most
lements. 
Approximately 3—4 mg of each sample were loaded 

nto tin capsules and placed in a 50-position automated 
ero Blank sample carousel on a Carlo Erba NA1500 CNHS
lemental analyzer for measuring the total carbon (C tot ) 
nd nitrogen concentrations. After flash combustion in a 
uartz column containing chromium oxide and silvered 
obaltous/cobaltic oxide at 1020 °C in an oxygen-rich at- 
osphere, the sample gas was transported in a He carrier
tream and passed through a hot (650 °C) reduction column 
onsisting of reduced elemental copper to remove oxy- 
en. The effluent stream then passed through a chemical 
Mg(ClO 4 ) 2 ] trap to remove water. The stream then passed
hrough a 0.7 meter GC column at 125 °C that separates
he N 2 and CO 2 gases. Finally, the gases passed through a
hermal conductivity detector that measured the size of 
he pulses of N 2 and CO 2 . 
Total inorganic carbon (C inorg ) was measured coulomet- 

ically using a UIC (Coulometrics) 5014 CO 2 coulometer 
oupled with an AutoMate automated carbonate prepa- 
ation device (AutoMateFX.com). Approximately 20 mg of 
ach sample was weighed into septum top tubes and placed 
nto the AutoMate carousel. A double needle assembly was 
sed to purge the sample vial of atmospheric gas using 
O 2 -free nitrogen carrier gas. 10% phosphoric acid was then
njected into the sample vial and evolved CO 2 was carried
hrough a silver nitrate scrubber to the coulometer where 
 content was measured. 
Organic carbon (C org ) concentrations were calculated as 

 difference between the measured total carbon and total 
norganic carbon concentrations. 

LOI (in wt.%) was measured on air-dry powdered samples 
laced after weighing in a muffle furnace at 950 °C for 1
our. 
In order to evaluate the relative enrichment or deple- 

ion of the elements in the sediment we calculated the
uthigenic enrichment factors ( Calvert and Pedersen, 1993 ; 
ittle et al., 2015 ): 

 F element = ( element / Al ) sample / ( element / Al ) reference . 

Traditionally, the reference material for normalization 
as the average shale ( Calvert and Pedersen, 1993 ). Little
t al. (2015) argued that the average shale could not be
epresentative of the local background sedimentation and 
uggested the usage of the proximal oxic sediment as a 
orrect normalizing lithogenic background. Since we have 
ot studied the composition of the proximal shelf sediments 
oxic and detrital) contemporaneous with the studied deep- 
ea stratigraphic units (Unit I, II and III) we normalized our
oncentration data to those for the upper continental crust 
UCC) ( Rudnick and Gao, 2003 ). 

.2.2. Sr-Nd-Pb isotope analysis 
wenty-three sub-samples (out of the entire set of 29) from
our of the sediment cores were selected for a combined 
r-Nd-Pb isotope study (Department of Geological Sciences, 
wedish Museum of Natural History, Stockholm). According 
o previous works ( Ross et al., 1970 ; Ross and Degens,
974 ) the Upper Pleistocene-Holocene Black Sea sediments 
Units III—I) contain a considerable proportion of biogenic 
arbonate and organic matter. These sediment components 
re marine-born and their Sr-Nd-Pb-isotope composition 
s supposed to reflect that of the seawater ( Haley et al.,
008 ; Hedge and Walthall, 1963 ; Vance and Burton, 1999 ).
hus, in order to trace the provenance of the non-marine
omponent (e.g., terrigeneous) in the studied sediments 
e subjected the selected sub-samples to a three-step 
eaching procedure ( Bayon et al., 2002 ) to eliminate the
arine-born components. First, 10% acetic acid was added 
o ∼150 mg of the powdered sample which, after 3 hours in
n ultrasonic bath, was left overnight. This treatment step
emoves the carbonates. After rinsing with distilled water 
18.2 M �/cm resistivity), centrifugation, and decantation 
he residue was collected. Second, Fe-Mn-oxyhydroxides 
ere removed from the residue by adding 25% acetic acid,
ith sample vials left on a hot plate kept at different
emperatures (at 90 ° and 60 °C) for a total period of two
ours. After rinsing with distilled water, centrifugation 
nd decantation, the residue was recovered. Third, the 
rganic carbon was removed from the residues by adding
% H 2 O 2 to them and keeping the vials for seven hours in an
ltrasonic bath. In order to ensure that the organic fraction
as fully dissolved, we added aqua regia to the vials. The
nal residue (after rinsing, centrifugation and decantation) 
s supposed to represent the alumino-silicate fraction of 
he sediment. In order to estimate the quantity of differ-
nt fractions during the treatment, the resulting sample 
esidues were weighed. We found that the alumino-silicates 
ompose ∼40—60% of the studied sediment samples. 
The alumino-silicate residues were dissolved in a HF- 

ClO 4 acid mixture before the Sr-Nd-Pb-isotope ratio 
easurements. The sample solutions were left for three 
ays in order to ensure the total dissolution of the alumino-
ilicate component. Conventional ion-exchange techniques, 
erformed in columns filled with AG50W × 8, H 

+ form
esin ( De Ignacio et al., 2006 ), were applied to the sample
olutions in order to separate and purify the elements
hose isotopic composition were to be determined. Sr was 
urther purified in a second pass through the same columns,
hereas Nd was isolated in Ln-spec columns ( Pin and Zal-
uegui, 1997 ). The Pb fractions were re-dissolved in HBr,
nd treated further in columns with AG1 × 8, Cl − form resin.
A Thermo-Finnigan Triton thermal ionization mass 

pectrometry (TIMS) instrument was used for the Sr 
nd Nd isotope analyses and data were normalized to
8 Sr/ 86 Sr = 0.1194 and 146 Nd/ 144 Nd = 0.7219, respectively.
dditionally, replicate analyses of the NBS-987 Sr standard 
nalyzed during the course of the study yielded an average
7 Sr/ 86 Sr = 0.710221 ±0.000011 (2 σ external precision). 
orresponding analyses of the La Jolla Nd standard yielded
n average 143 Nd/ 144 Nd = 0.511848 ±0.000009 (2 σ external
recision). These standard values are very close to the
ccepted values and therefore, no additional corrections 
ere applied to the obtained sample Sr or Nd data. Es-
imated analytical uncertainties amount to ca. ±0.4 and 
0.00002 for the given εNd and Sr isotope values, respec-
ively. Pb isotope analyses were performed with Tl added
o allow for an internal correction of the mass bias, and the
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measured intensities were corrected for background and
Hg interference on mass 204. Two ICP-MS instruments were
used: a Micromass Isoprobe multi-collector (core KL-02)
and a Nu Plasma II (cores CF-03, KL-01 and PLC-203). For
the data produced by the latter instrument (hosted by
the Vegacenter facility), the NBS-981 Pb standard was run
at regular intervals and all unknowns were analyzed in
duplicate. The obtained values for the standard are within
the error of those given by Todt et al. (1996) , and the
external reproducibility is between 0.04% ( 206 Pb/ 204 Pb) and
0.08% ( 208 Pb/ 204 Pb). The external reproducibility of the
unknowns is of a similar order, but in order to account for
errors arising during the chemical treatment in the clean
laboratory, an overall uncertainty of ±0.10% is adopted. 

4. Results 

4.1. Geochemistry of the sediments 

4.1.1. Elemental concentrations and REE distribution 

patterns 
Vertical distributions of the concentrations of Al, Fe and K
co-vary along the studied sediment cores ( Table 2 ; Fig. 2 ).
Titanium and detrital SiO 2 co-vary with them in the upper
part of Unit II and in Unit I ( Fig. 2 ). Concentrations of Si
(total, detrital and amorphous), Al, Fe and K have maximum
values in the sapropel layer (Unit II) and minimum values
in the terrigenous mud (Unit III) and coccolith ooze (Unit
I) ( Table 2 ). Calcium (as CaCO 3 ) demonstrates opposite
behavior with maximum concentrations in both the terrige-
nous mud and coccolith ooze, and minimum content in the
sapropel layer ( Table 2 ; Fig. 2 ). Although the content of Mn
is broadly similar in all the three stratigraphic units ( Table
2 ) it shows a particular vertical distribution with a gradual
increase from Unit III towards the boundary between Units
II and I, followed by a slight decrease through Unit I ( Fig. 2 ).
Unit I has the lowest Mg and the highest P concentrations
( Table 2 ). Organic carbon shows the highest content in the
sapropel layer (particularly in its lower part) and lowest
concentration in the terrigenous mud ( Table 2 ; Fig. 2 ). It
correlates well with SiO 2am 

( Table 2 ; Fig. 2 ). 
Silicon, Al and Ca appeared to be the most abundant

major elements in these sediments ( Table 2 ). Theoreti-
cally, Al is mostly terrigenous (detrital), whereas Si has a
dual origin, terrigenous and biogenic, in these sediments
( Hay et al., 1990 ). Biogenic Si concentrations (within the
amorphous SiO 2 of diatoms and silicoflagellates ( Pilskaln
and Pike, 2001 )) cluster between 1 and 2% (as SiO 2am 

) and
have a maximum in the sapropel layer ( Table 2 ). In order
to investigate the terrigenous material deposited in the
western Black Sea during the Holocene, we calculated the
SiO 2det /Al 2 O 3 ratio in the studied sediments ( Table 2 ). This
ratio spans between 4.5 and 7.8, but clusters around 5
( Table 2 ). Assuming that the terrigenous material entering
the western Black Sea has an average composition close to
that of the UCC, we compared the SiO 2det /Al 2 O 3 ratio of our
sediments to that of the UCC: 4.3 ( Rudnick and Gao, 2003 ).
This comparison demonstrated that the western Black Sea
sediments are enriched in SiO 2det relative to the UCC. 

Vertical distributions of the concentrations of most trace
elements co-vary with those of one or another of the major
elements. A large group of trace elements including Li, Co,
Ni, Cu, Zn, V, Cr, Ag, Sc, Ga, Sn, Rb, Cs, W, Th, Nb, Ta, Hf and
REE correlate positively with Al (Fe and K) ( Fig. 2 ). Similarly,
Sr co-varies with CaCO 3 , Ba with Mn, and Pb, Y with P ( Fig.
2 ). Two pairs of trace elements do not show any correla-
tion with the major elements, but co-vary with each other:
Cd with Sb, and U with Mo ( Fig. 2 ). Like most of the major
elements a range of trace elements have maximum concen-
trations in the sapropel layer and minimum contents in the
terrigenous mud: V, Cr, Ni, Cu, Zn, Cd, Ga, Mo, Sb, Li, Rb,
Cs, Ba, Sn, Sc, Zr, Hf, Ta, W, Tl, Th, U and REE ( Tables 2 , 3 ).
Co, Pb and Y have maximum concentrations in the coccolith
ooze and minimum concentrations in the terrigenous mud
( Tables 2 , 3 ). Sr concentrations are also the highest in the
coccolith ooze, but lowest in the sapropel layer ( Table 2 ). 

Concentrations of the REE ( �REE) are the highest in
the sapropel layer (Unit II) and the lowest in the terrige-
nous mud (Unit III) ( Table 3 ; Fig. 3 a). �REE correlates
inversely with the SiO 2det /Al 2 O 3 ratio ( Tables 2 , 3 ). The
UCC-normalized REE distribution patterns of all the three
stratigraphic units are similar ( Fig. 3 a). They show very
weak negative to no Ce anomaly (Ce/Ce ∗∼1), have a weak
negative Eu anomaly (Eu/Eu ∗< 1) and exhibit depletion of
light REE relative to heavy REE (La UCCN /Lu UCCN < 1) ( Fig.
3 a; Table 3 ). The negative Eu anomaly is highest in the
terrigenous mud ( Fig. 2 ). 

4.1.2. Enrichment factors 
Iron is enriched relative to Al in all the three stratigraphic
units over the UCC abundance ( Table 4 ). Although the Fe
enrichment is, on average, similar in all stratigraphic units
( Table 4 ) it varies along the sediment cores showing a
general trend of upward decrease with two maxima at the
lower and upper parts of Unit II, which is similar to the
vertical profile of the C org concentrations ( Figs 2 , 4 ). 

Organic-rich sediments are typically enriched in trace
elements ( Goldschmidt, 1954 ) and our data largely confirm
this observation: most of the analyzed trace elements (Ag,
V, Cr, Co, Ni, Cu, Zn, Cd, Ga, Mo, Sb, Li, Rb, Cs, Sr, Ba, Sn,
Sc, Nb, Ta, W, Tl, Pb, Th, U, Y and REE) show elevated con-
centrations in the organic-rich Units I and II (some even in
the terrigenous mud, Unit III) ( Table 4 ). Others, such as Mn,
Zr and Hf, are depleted in these sediments ( Table 4 ). The
sapropel layer (Unit II) is the most enriched in V, Cr, Ni, Cu,
Zn, Cd, Mo, Sb, Li, Rb, Cs, Sc, Tl and U, whereas the coccol-
ith ooze (Unit I) is the most enriched in Ag, Co, Ba, Pb, Y and
Tm ( Table 4 ). The terrigenous mud (Unit III) is the richest
in Mn, Sr, Sn, Zr, Hf, Nb, Ta, W, Th and most of the REE (La,
Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Lu) ( Table 4 ). Particularly
enriched (EF > 3) are Mo, Cd, Ag, Sb, Li and U ( Table 4 ). 

The vertical profile of the EF Mn ( Fig. 4 ) shows depletion
in the sapropel layer (Unit II) and gradual increase upwards
to the coccolith ooze (Unit I). The EF Ba shows a similar
profile ( Fig. 4 ), but its absolute minimum and maximum
appear earlier than those of the EF Mn : at the base and at the
upper part of Unit II, respectively. Sr is strongly depleted
in the sapropel layer (Unit II). The vertical profiles of the
enrichment factors of Co and Cu co-vary with that of Fe
( Fig. 4 ). The enrichments of Ni, Zn, W, Cr, Ga, Sc, Li and Cs
(and Rb, not shown at Fig. 4 ) demonstrate maxima like that
of EF Fe at the base of Unit II, but their upper (and smaller)
maxima are displaced upward in Unit I ( Fig. 4 ). EF V , EF Mo ,
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Table 2 Major and trace elements concentrations (measured using Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES) and Inductively Coupled Plasma 
Mass Spectrometry (ICP-MS)) of the studied sediments. 

Core ID Horizon 
(cm) 

Lithology 
Unit 

SiO 2tot 

(wt.%) 
SiO 2am 

SiO 2det Al 2 O 3 SiO 2det / 
Al 2 O 3 

Fe 2 O 3tot MnO MgO CaO Na 2 O K 2 O TiO 2 P 2 O 5 LOI C inorg C org C tot N Si am /C org 
(mol/mol) 

Ag 
(ppm) 

V 

CF-01 57—59 I 48.7 0.77 47.9 8.88 5.4 3.58 0.05 1.85 11.3 1.39 1.64 0.37 0.12 22.1 2.80 2.64 5.44 0.26 0.06 0.18 100 
93—95 II 53.0 1.37 51.6 11.0 4.7 4.46 0.06 2.20 4.82 1.58 2.01 0.44 0.14 20.4 1.02 4.36 5.38 0.42 0.06 0.19 120 
124—126 II 52.3 1.27 51.0 10.3 4.9 4.12 0.05 2.28 5.88 1.48 1.89 0.44 0.10 21.2 1.24 3.97 5.21 0.37 0.06 0.17 120 
155—157 II 50.1 5.24 44.9 7.83 5.7 3.14 0.04 1.83 4.16 2.27 1.39 0.30 0.14 28.9 0.99 7.25 8.24 0.60 0.14 0.15 107 
195—197 II 47.8 0.89 46.9 7.77 6.0 3.02 0.03 1.83 7.07 1.24 1.43 0.31 0.13 29.3 2.25 7.05 9.30 0.51 0.03 0.16 159 
218—220 III 50.8 0.84 49.9 8.50 5.9 3.36 0.04 2.45 11.5 1.36 1.60 0.41 0.10 19.8 2.61 1.89 4.50 0.15 0.09 0.12 87.3 

CF-03 55—57 II 52.3 1.67 50.6 10.2 5.0 4.09 0.05 2.30 5.52 1.99 1.89 0.42 0.13 21.1 1.24 4.29 5.53 0.39 0.08 0.17 117 
104—106 II 52.0 1.32 50.7 10.6 4.8 4.08 0.04 2.13 5.08 1.47 1.91 0.42 0.13 22.1 1.12 4.87 5.99 0.43 0.05 0.18 128 
133—135 II 49.5 1.91 47.6 8.91 5.3 3.57 0.04 1.96 4.80 1.49 1.61 0.35 0.12 27.6 1.03 7.79 8.82 0.67 0.05 0.17 120 
170—172 II 55.6 0.67 55.0 7.78 7.1 2.93 0.03 2.03 6.28 1.45 1.42 0.35 0.12 22.0 1.34 4.27 5.61 0.28 0.03 0.14 119 
216—218 III 39.1 0.64 38.5 4.91 7.8 1.99 0.04 1.63 21.2 0.62 0.90 0.21 0.07 29.3 6.40 1.10 7.50 0.08 0.12 0.08 55.7 

KL-01 165—167 II 51.3 1.42 49.9 9.49 5.3 3.80 0.05 2.10 4.74 1.57 1.73 0.38 0.11 24.7 1.12 6.87 7.99 0.62 0.04 0.17 116 
178—180 II 50.1 1.28 48.9 9.51 5.1 3.88 0.04 2.06 4.85 1.58 1.75 0.37 0.10 25.7 1.03 6.80 7.83 0.54 0.04 0.16 120 
200—202 II 48.4 0.88 47.5 8.66 5.5 3.41 0.03 2.00 7.41 1.39 1.60 0.34 0.10 26.6 1.71 6.13 7.84 0.48 0.03 0.15 131 
250—252 III 40.3 0.59 39.7 5.25 7.5 2.12 0.05 1.69 22.6 0.75 0.98 0.22 0.07 26.0 6.47 1.10 7.57 0.08 0.11 0.08 57.6 
294—296 III 40.9 1.41 39.5 5.82 6.8 2.28 0.04 1.77 16.5 0.72 1.06 0.26 0.09 30.5 4.94 1.31 6.25 0.10 0.21 0.10 65.9 

KL-02 58—60 I 47.0 0.80 46.2 8.70 5.3 3.39 0.05 1.72 12.2 1.28 1.58 0.35 0.11 23.6 3.21 2.57 5.78 0.26 0.06 0.16 107 
86—88 I 47.7 1.00 46.7 8.64 5.4 3.44 0.05 1.78 12.1 1.26 1.59 0.35 0.13 22.9 3.23 2.82 6.05 0.28 0.07 0.18 104 
116—118 II 53.2 1.39 51.8 11.5 4.5 4.65 0.06 2.34 4.75 1.43 2.09 0.47 0.11 19.4 0.94 4.03 4.97 0.38 0.07 0.21 136 
153—155 II 52.1 1.55 50.5 10.4 4.8 4.12 0.05 2.28 5.69 1.37 1.91 0.43 0.11 21.5 1.24 4.23 5.47 0.39 0.07 0.18 122 
204—206 II 51.9 7.40 44.5 8.91 5.0 3.51 0.04 2.00 4.73 1.66 1.62 0.36 0.10 25.1 0.92 6.26 7.18 0.53 0.24 0.15 109 
232—234 II 50.5 1.17 49.3 9.43 5.2 3.91 0.04 2.13 4.92 1.66 1.74 0.38 0.11 25.2 1.18 6.66 7.84 0.53 0.04 0.15 130 
270—272 III 50.9 0.88 50.0 8.36 6.0 3.41 0.05 2.44 12.1 1.08 1.55 0.41 0.10 19.6 2.99 1.74 4.73 0.13 0.10 0.12 84.6 

PLC-203 65—67 I 49.3 1.73 47.6 9.46 5.0 3.82 0.07 1.94 10.8 1.21 1.73 0.40 0.13 21.2 2.72 2.53 5.25 0.25 0.14 0.16 113 
109—111 I 50.2 1.27 48.9 10.1 4.9 4.00 0.06 2.14 9.12 1.39 1.86 0.42 0.11 20.7 2.35 2.26 4.61 0.22 0.11 0.17 120 
170—172 II 53.4 2.27 51.2 11.3 4.5 4.59 0.06 2.41 4.80 1.26 2.06 0.47 0.12 19.5 0.91 3.34 4.25 0.32 0.14 0.17 126 
218—220 II 52.3 2.62 49.7 10.6 4.7 4.44 0.06 2.33 4.87 1.39 1.96 0.45 0.11 21.4 0.91 3.69 4.60 0.34 0.14 0.16 117 
260—262 II 54.0 1.92 52.1 10.9 4.8 4.40 0.04 2.36 5.46 1.26 1.98 0.45 0.11 19.0 1.06 3.69 4.75 0.35 0.10 0.17 120 
278—280 II 51.0 2.79 48.2 9.66 5.0 4.08 0.06 2.18 5.00 1.25 1.77 0.40 0.11 24.6 0.85 5.11 5.96 0.46 0.11 0.16 112 

Average I 48.6 1.11 47.5 9.15 5.2 3.65 0.06 1.89 11.1 1.30 1.68 0.38 0.12 22.1 2.86 2.56 5.43 0.25 0.09 0.17 109 
II 51.6 2.05 49.6 9.72 5.1 3.91 0.05 2.14 5.31 1.52 1.78 0.40 0.12 23.4 1.16 5.30 6.46 0.45 0.08 0.17 123 
III 44.4 0.87 43.5 6.57 6.6 2.63 0.04 2.00 16.8 0.90 1.22 0.30 0.09 25.0 4.68 1.43 6.11 0.11 0.12 0.10 70.2 

( continued on next page ) 
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Table 2 ( continued ) 

Core ID Horizon 
(cm) 

Lithology 
Unit 

Cr 
(ppm) 

Co Ni Cu Zn Cd Ga Mo Sb Li Rb Cs Sr Ba Sn Sc Zr Hf Nb Ta W Tl Pb Th U 

CF-01 57—59 I 80.6 17.0 64.7 38.7 73.9 0.44 13.8 47.1 1.60 51.9 104 7.08 520 573 2.21 11.6 64.8 1.86 8.75 0.61 1.17 0.64 26.6 8.42 9.73 
93—95 II 101 19.1 79.3 54.8 91.2 0.54 17.4 56.7 1.30 65.6 127 8.73 239 720 2.64 15.1 78.1 2.25 10.3 0.72 1.33 0.71 22.5 10.0 6.97 
124—126 II 100 14.0 78.6 41.5 87.0 0.60 16.7 61.9 1.67 60.6 122 8.31 254 560 2.65 13.9 74.9 2.15 10.5 0.73 1.39 0.82 20.9 9.93 12.8 
155—157 II 84.2 14.3 84.3 45.4 77.0 0.64 14.0 41.7 1.17 50.5 101 7.10 218 429 2.20 12.0 55.1 1.64 8.07 0.57 1.20 0.62 17.7 8.09 12.4 
195—197 II 76.9 11.2 77.0 47.6 71.7 0.66 13.8 71.1 1.36 47.6 101 6.76 534 412 2.17 11.2 62.5 1.80 8.22 0.59 1.21 0.89 18.0 8.26 15.1 
218—220 III 76.1 10.4 43.8 26.8 66.2 0.29 13.4 5.15 1.23 43.0 92.2 5.69 303 421 2.31 10.0 62.1 1.83 9.34 0.67 1.21 0.54 15.9 8.33 3.29 

CF-03 55—57 II 97.1 15.0 75.3 43.5 87.1 0.63 16.4 55.3 1.64 60.8 125 8.40 241 592 2.63 13.4 66.5 1.91 10.2 0.71 1.33 0.85 20.8 9.64 9.36 
104—106 II 99.7 14.9 84.2 49.7 91.1 0.76 17.1 67.1 1.66 63.9 126 8.84 245 766 2.57 14.1 78.5 2.26 10.1 0.70 1.33 0.80 21.6 9.89 13.9 
133—135 II 93.2 15.2 84.4 49.0 85.2 0.80 15.9 71.5 1.44 57.0 115 8.15 241 754 2.45 13.3 64.5 1.84 9.22 0.65 1.35 0.74 19.7 9.01 13.1 
170—172 II 72.6 9.59 62.4 38.1 61.8 0.62 12.2 34.4 1.31 40.9 85.7 5.42 270 378 2.01 9.61 62.7 1.81 8.38 0.60 1.11 0.86 15.1 7.33 9.31 
216—218 III 46.6 6.69 30.3 18.1 42.1 0.23 8.61 1.04 0.71 29.2 58.8 3.86 451 284 1.45 6.68 35.9 1.13 5.46 0.40 0.75 0.38 10.2 5.38 2.07 

KL-01 165—167 II 96.34 14.6 78.9 46.3 84.4 0.60 16.0 62.6 1.23 57.8 121 8.39 203 476 2.56 13.1 62.3 1.81 9.65 0.68 1.32 0.69 20.3 9.37 12.3 
178—180 II 96.75 16.9 83.4 43.7 84.9 0.82 16.3 159 1.81 59.6 124 8.58 220 400 2.58 13.2 59.4 1.74 9.42 0.66 1.32 0.74 20.0 9.30 19.7 
200—202 II 86.34 12.9 83.1 42.6 78.5 0.64 14.9 109 1.78 53.1 110 7.68 682 367 2.36 12.1 60.6 1.76 8.72 0.61 1.24 0.74 18.9 8.80 21.3 
250—252 III 50.29 7.32 32.2 16.7 43.0 0.22 8.89 0.78 0.65 29.5 59.7 4.01 436 231 1.49 6.99 38.2 1.18 5.61 0.40 0.77 0.38 10.4 5.41 1.86 
294—296 III 56.63 7.80 36.1 18.3 49.7 0.24 10.3 0.77 0.62 33.8 69.2 4.44 383 263 1.76 7.92 47.2 1.42 66.86 0.49 0.90 0.42 12.1 6.46 2.42 

KL-02 58—60 I 79.0 15.7 64.1 42.2 73.2 0.62 14.0 45.7 1.61 52.2 104 7.04 574 471 2.21 11.6 60.3 1.79 8.39 0.59 1.11 0.70 19.8 8.20 9.40 
86—88 I 80.9 16.3 69.0 41.8 75.2 0.50 14.1 35.7 1.13 52.4 106 7.19 580 551 2.29 11.8 59.8 1.75 8.76 0.61 1.15 0.72 26.4 8.51 7.18 
116—118 II 107 25.0 87.3 60.7 96.5 0.65 18.1 45.3 1.54 67.1 130 9.17 229 856 2.75 15.1 76.1 2.21 10.7 0.75 1.37 0.78 22.6 10.4 6.17 
153—155 II 97.9 15.1 75.1 43.5 86.1 0.59 16.8 46.0 1.27 61.5 126 8.57 249 719 2.63 13.7 72.2 2.11 10.4 0.73 1.34 0.90 21.5 9.87 7.33 
204—206 II 91.9 14.5 72.3 43.3 77.8 0.54 15.2 81.5 1.19 55.1 112 7.91 217 416 2.38 12.6 58.2 1.73 9.05 0.64 1.23 0.68 18.8 8.86 10.3 
232—234 II 96.5 18.7 94.2 42.9 83.2 0.64 16.1 112 1.86 56.5 119 8.23 223 366 2.57 13.1 66.0 1.92 9.61 0.68 1.38 0.70 20.3 9.42 10.6 
270—272 III 73.8 10.8 49.0 23.1 63.4 0.30 13.0 2.62 1.12 42.6 89.3 5.46 310 348 2.25 9.78 60.5 1.79 9.32 0.68 1.18 0.52 15.8 8.14 3.13 

PLC-203 65—67 I 91.6 17.7 65.3 38.9 77.8 0.37 15.2 21.3 1.22 55.0 115 7.70 509 501 2.46 12.1 64.9 1.91 9.55 0.67 1.30 0.72 24.8 9.02 4.77 
109—111 I 91.1 17.3 64.9 37.6 81.2 0.35 15.5 20.0 1.40 57.4 116 7.93 396 569 2.52 12.5 60.8 1.81 9.72 0.68 1.27 0.77 23.1 9.07 3.88 
170—172 II 107 21.4 79.3 42.1 92.1 0.53 17.8 33.4 1.74 65.8 133 9.26 215 913 2.83 14.5 74.8 2.17 10.9 0.77 1.40 0.86 21.9 10.4 5.98 
218—220 II 108 20.6 78.1 36.6 92.1 0.43 17.2 33.9 1.16 62.2 131 9.22 200 433 2.73 13.8 69.7 2.03 10.7 0.75 1.39 0.80 21.9 10.0 5.18 
260—262 II 103 17.2 72.0 38.4 91.2 0.40 17.3 37.0 1.25 63.1 128 8.81 219 444 2.75 14.0 70.3 2.08 10.7 0.76 1.41 0.80 21.3 10.2 5.73 
278—280 II 101 18.1 75.4 40.1 88.4 0.45 16.4 55.2 1.59 59.2 120 8.41 205 433 2.64 13.5 70.1 2.05 10.2 0.72 1.42 0.72 20.4 9.73 6.49 

Average I 84.6 16.8 65.6 39.8 76.3 0.46 14.5 34.0 1.39 53.8 109 7.39 516 533 2.34 11.9 62.1 1.82 9.03 0.63 1.20 0.71 24.1 8.64 6.99 
II 95.6 16.2 79.2 44.7 84.6 0.61 16.1 65.0 1.47 58.3 119 8.21 269 549 2.53 13.2 67.5 1.96 9.74 0.69 1.32 0.77 20.2 9.39 10.7 
III 60.7 8.60 38.3 20.6 52.9 0.26 10.8 2.07 0.87 35.6 73.8 4.69 377 309 1.85 8.27 48.8 1.47 19.3 0.53 0.96 0.45 12.9 6.74 2.55 
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Figure 2 Vertical profiles of selected elements concentrations and selected elements ratios along the sediment core KL-02. 
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Table 3 Rare earth elements (REE) and Yttrium (Y) concentrations (measured using Inductively Coupled Plasma Mass Spectrometry, ICP-MS) of the studied sediments. 

Core ID Horizon 
(cm) 

Lithology 
Unit 

La 
(ppm) 

Ce Pr Nd Sm Eu Gd Tb Dy Ho Er Tm Yb Lu Y �REE (Ce/Ce ∗) a (Eu/Eu ∗) b La UCCN /Lu UCCN 

CF-01 57—59 I 25.0 50.6 5.97 23.0 4.59 0.98 4.19 0.64 3.72 0.73 2.00 0.30 1.93 0.28 19.9 124 0.98 0.96 0.88 
93—95 II 28.9 58.6 6.83 25.9 5.13 1.07 4.50 0.69 3.98 0.78 2.15 0.32 2.15 0.32 20.5 141 0.98 0.96 0.90 
124—126 II 27.9 56.9 6.70 25.4 5.07 1.04 4.45 0.68 3.88 0.75 2.06 0.31 2.05 0.30 19.8 138 0.98 0.95 0.92 
155—157 II 22.9 46.1 5.45 21.1 4.25 0.90 3.96 0.61 3.56 0.71 1.98 0.30 1.96 0.30 20.1 114 0.97 0.95 0.77 
195—197 II 23.4 46.8 5.59 21.4 4.34 0.92 3.96 0.61 3.59 0.71 1.93 0.29 1.92 0.29 19.9 116 0.96 0.96 0.81 
218—220 III 25.3 51.7 6.10 23.3 4.60 0.93 3.96 0.60 3.38 0.66 1.79 0.26 1.75 0.26 17.4 125 0.98 0.94 0.97 

CF-03 55—57 II 27.6 56.2 6.60 25.1 4.97 1.02 4.31 0.65 3.71 0.72 1.97 0.29 1.96 0.29 18.9 135 0.98 0.96 0.96 
104—106 II 27.8 56.1 6.58 24.9 4.90 1.01 4.29 0.66 3.83 0.75 2.09 0.31 2.10 0.31 19.9 136 0.98 0.96 0.89 
133—135 II 25.4 51.3 6.08 23.2 4.63 0.96 4.15 0.64 3.69 0.73 2.00 0.30 1.99 0.30 19.6 125 0.97 0.95 0.86 
170—172 II 22.2 44.4 5.34 20.5 4.08 0.86 3.67 0.56 3.22 0.63 1.74 0.26 1.71 0.25 17.3 109 0.96 0.96 0.88 
216—218 III 15.6 31.7 3.77 14.5 2.86 0.57 2.49 0.37 2.09 0.41 1.11 0.16 1.10 0.16 10.8 77 0.97 0.93 0.96 

KL-01 165—167 II 26.4 53.8 6.34 24.1 4.79 1.00 4.19 0.64 3.65 0.71 1.94 0.29 1.91 0.28 18.6 130 0.98 0.96 0.93 
178—180 II 25.9 52.2 6.16 23.4 4.67 0.97 4.08 0.62 3.56 0.69 1.88 0.28 1.86 0.28 18.1 127 0.97 0.96 0.94 
200—202 II 24.7 49.8 5.93 22.7 4.54 0.95 4.11 0.62 3.57 0.69 1.89 0.28 1.85 0.28 18.8 122 0.97 0.95 0.90 
250—252 III 16.0 32.4 3.84 14.7 2.90 0.59 2.49 0.37 2.13 0.41 1.13 0.17 1.11 0.17 10.9 78 0.97 0.95 0.97 
294—296 III 20.1 40.9 4.80 18.3 3.57 0.70 3.05 0.45 2.51 0.48 1.30 0.20 1.29 0.19 12.7 98 0.98 0.92 1.06 

KL-02 58—60 I 24.1 48.8 5.75 22.0 4.40 0.95 4.01 0.62 3.62 0.71 1.97 0.29 1.93 0.29 19.6 119 0.98 0.98 0.84 
86—88 I 25.6 51.7 6.10 23.5 4.74 1.01 4.36 0.66 3.86 0.76 2.06 0.30 1.99 0.29 21.0 127 0.97 0.97 0.88 
116—118 II 29.3 59.7 6.95 26.2 5.15 1.04 4.41 0.67 3.77 0.73 2.04 0.31 2.03 0.31 19.1 143 0.98 0.95 0.96 
153—155 II 27.7 56.2 6.61 25.1 4.94 1.01 4.30 0.65 3.72 0.73 1.99 0.30 1.99 0.29 19.0 135 0.98 0.95 0.94 
204—206 II 24.8 50.4 5.95 22.7 4.52 0.94 3.93 0.60 3.42 0.66 1.81 0.27 1.78 0.27 17.2 122 0.98 0.96 0.93 
232—234 II 26.3 52.9 6.28 23.9 4.79 1.00 4.27 0.66 3.75 0.74 2.00 0.30 1.97 0.29 19.4 129 0.97 0.96 0.90 
270—272 III 24.8 50.6 6.00 22.8 4.51 0.91 3.89 0.58 3.24 0.62 1.71 0.25 1.66 0.25 16.5 122 0.98 0.94 1.00 

PLC-203 65—67 I 25.9 52.9 6.20 23.7 4.72 0.98 4.21 0.64 3.70 0.73 1.97 0.30 1.95 0.29 19.4 128 0.98 0.95 0.91 
109—111 I 26.0 52.6 6.17 23.6 4.68 0.97 4.08 0.62 3.51 0.68 1.87 0.28 1.82 0.27 18.1 127 0.98 0.96 0.97 
170—172 II 29.0 58.9 6.89 26.2 5.16 1.04 4.49 0.69 3.96 0.78 2.12 0.32 2.12 0.31 20.2 142 0.98 0.94 0.93 
218—220 II 27.9 57.1 6.66 25.4 5.01 1.03 4.32 0.65 3.70 0.72 1.97 0.30 1.98 0.29 18.7 137 0.99 0.96 0.96 
260—262 II 28.7 58.6 6.86 26.0 5.13 1.06 4.47 0.67 3.84 0.74 2.05 0.31 2.05 0.30 19.4 141 0.98 0.96 0.94 
278—280 II 27.1 55.3 6.48 24.6 4.89 1.01 4.33 0.66 3.84 0.75 2.05 0.30 2.03 0.30 19.5 134 0.98 0.96 0.90 

Average I 25.3 51.3 6.04 23.2 4.63 0.98 4.17 0.64 3.68 0.72 1.97 0.29 1.92 0.28 19.6 125 0.98 0.96 0.90 
II 26.5 53.8 6.33 24.1 4.79 0.99 4.22 0.64 3.70 0.72 1.98 0.30 1.97 0.29 19.2 130 0.98 0.96 0.91 
III 20.4 41.5 4.90 18.7 3.69 0.74 3.18 0.47 2.67 0.52 1.41 0.21 1.38 0.21 13.7 100 0.98 0.94 0.99 

a Ce/Ce ∗= 2Ce UCCN /(La UCCN + Pr UCCN ) 
b Eu/Eu ∗= 2Eu UCCN /(Sm UCCN + Gd UCCN ) 
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Table 4 Calculated enrichment factors (EFs) for some of the analyzed elements in the studied sediments. 

Core ID Horizon 
(cm) 

Lithology 
Unit 

EF Fe EF Mn EF Ag EF V EF Cr EF Co EF Ni EF Cu EF Zn EF Cd EF Ga EF Mo EF Sb EF Li EF Rb EF Cs EF Sr EF Ba EF Sn EF Sc EF Zr EF Hf 

CF-01 57—59 I 1.23 0.95 5.89 1.79 1.52 1.70 2.39 2.40 1.91 8.48 1.37 74.2 6.94 4.29 2.15 2.51 2.82 1.59 1.82 1.44 0.58 0.61 
93—95 II 1.24 0.89 5.02 1.73 1.54 1.55 2.36 2.74 1.91 8.41 1.39 72.2 4.55 4.38 2.12 2.50 1.05 1.62 1.76 1.51 0.57 0.59 
124—126 II 1.22 0.71 4.78 1.84 1.62 1.21 2.49 2.21 1.94 9.94 1.42 83.9 6.23 4.30 2.17 2.53 1.18 1.34 1.88 1.48 0.58 0.60 
155—157 II 1.23 0.84 5.57 2.17 1.80 1.63 3.53 3.19 2.26 14.0 1.57 74.6 5.76 4.73 2.37 2.85 1.34 1.35 2.06 1.69 0.56 0.61 
195—197 II 1.19 0.56 5.98 3.25 1.66 1.28 3.25 3.37 2.12 14.5 1.56 128 6.73 4.49 2.38 2.73 3.31 1.31 2.05 1.58 0.64 0.67 
218—220 III 1.21 0.73 4.10 1.63 1.50 1.09 1.69 1.73 1.79 5.84 1.39 8.5 5.57 3.71 1.99 2.10 1.72 1.22 1.99 1.29 0.58 0.63 

CF-03 55—57 II 1.23 0.72 4.85 1.83 1.60 1.31 2.42 2.35 1.97 10.6 1.42 76.1 6.20 4.38 2.25 2.59 1.14 1.44 1.89 1.45 0.52 0.55 
104—106 II 1.18 0.57 4.94 1.92 1.58 1.25 2.60 2.58 1.98 12.3 1.42 88.7 6.03 4.42 2.18 2.62 1.11 1.78 1.78 1.46 0.59 0.62 
133—135 II 1.22 0.75 5.55 2.14 1.75 1.52 3.10 3.03 2.20 15.4 1.57 112 6.22 4.69 2.37 2.88 1.30 2.09 2.02 1.64 0.58 0.60 
170—172 II 1.15 0.62 5.23 2.43 1.56 1.10 2.63 2.69 1.83 13.6 1.38 61.9 6.48 3.85 2.02 2.19 1.67 1.20 1.89 1.36 0.64 0.68 
216—218 III 1.24 1.33 4.73 1.80 1.59 1.21 2.02 2.03 1.97 8.01 1.54 3.0 5.56 4.36 2.19 2.47 4.42 1.43 2.16 1.50 0.58 0.67 

KL-01 165—167 II 1.22 0.86 5.20 1.94 1.70 1.37 2.72 2.68 2.04 10.8 1.48 92.3 4.99 4.46 2.34 2.78 1.03 1.24 1.98 1.52 0.52 0.55 
178—180 II 1.25 0.72 4.89 2.00 1.70 1.58 2.87 2.53 2.05 14.8 1.51 234 7.33 4.60 2.39 2.84 1.11 1.04 1.99 1.53 0.50 0.53 
200—202 II 1.20 0.52 5.03 2.40 1.67 1.33 3.15 2.71 2.08 12.7 1.51 176 7.92 4.50 2.33 2.79 3.79 1.05 2.00 1.54 0.56 0.59 
250—252 III 1.24 1.52 4.42 1.74 1.60 1.24 2.01 1.75 1.88 7.16 1.49 2.1 4.76 4.12 2.08 2.40 3.99 1.09 2.08 1.46 0.58 0.65 
294—296 III 1.20 1.10 4.99 1.80 1.63 1.19 2.03 1.73 1.96 7.06 1.56 1.9 4.10 4.26 2.18 2.40 3.17 1.12 2.22 1.50 0.65 0.71 

KL-02 58—60 I 1.19 0.95 5.34 1.95 1.52 1.61 2.41 2.67 1.93 12.2 1.42 73.5 7.12 4.40 2.19 2.54 3.17 1.34 1.86 1.47 0.55 0.60 
86—88 I 1.22 0.96 6.06 1.91 1.57 1.68 2.62 2.66 2.00 9.91 1.44 57.9 5.04 4.45 2.25 2.62 3.23 1.57 1.94 1.50 0.55 0.59 
116—118 II 1.23 0.86 5.29 1.87 1.55 1.93 2.48 2.89 1.92 9.64 1.38 55.0 5.14 4.27 2.07 2.50 0.96 1.83 1.75 1.44 0.53 0.56 
153—155 II 1.21 0.69 5.01 1.85 1.57 1.29 2.36 2.29 1.89 9.66 1.42 61.6 4.68 4.32 2.21 2.58 1.15 1.70 1.85 1.44 0.55 0.59 
204—206 II 1.20 0.65 4.89 1.94 1.73 1.45 2.66 2.67 2.01 10.4 1.50 128 5.14 4.53 2.30 2.79 1.17 1.15 1.96 1.56 0.52 0.56 
232—234 II 1.27 0.73 4.62 2.19 1.71 1.77 3.27 2.50 2.03 11.6 1.50 166 7.59 4.39 2.31 2.74 1.14 0.96 2.00 1.53 0.56 0.59 
270—272 III 1.25 0.89 4.17 1.61 1.48 1.15 1.92 1.52 1.74 6.14 1.37 4.4 5.16 3.74 1.96 2.05 1.78 1.03 1.97 1.29 0.58 0.62 

PLC-203 65—67 I 1.23 1.16 4.92 1.90 1.62 1.67 2.26 2.26 1.89 6.70 1.41 31.5 4.97 4.27 2.23 2.56 2.59 1.31 1.91 1.41 0.55 0.59 
109—111 I 1.21 0.85 4.90 1.89 1.51 1.53 2.11 2.05 1.85 5.94 1.35 27.8 5.35 4.18 2.11 2.47 1.89 1.39 1.83 1.36 0.48 0.52 
170—172 II 1.24 0.77 4.39 1.78 1.59 1.69 2.31 2.06 1.88 8.05 1.39 41.5 5.95 4.28 2.16 2.58 0.92 2.00 1.84 1.42 0.53 0.56 
218—220 II 1.28 0.80 4.38 1.75 1.70 1.73 2.41 1.90 2.00 6.93 1.43 44.7 4.21 4.30 2.26 2.73 0.91 1.01 1.89 1.43 0.52 0.56 
260—262 II 1.24 0.57 4.55 1.76 1.59 1.41 2.17 1.95 1.93 6.31 1.40 47.7 4.43 4.26 2.16 2.55 0.97 1.01 1.86 1.42 0.52 0.56 
278—280 II 1.29 0.96 4.81 1.84 1.75 1.67 2.56 2.28 2.10 7.97 1.49 80.0 6.34 4.50 2.28 2.74 1.02 1.11 2.01 1.54 0.58 0.62 

Average I 1.22 0.97 5.42 1.89 1.55 1.64 2.36 2.41 1.92 8.64 1.40 53.0 5.88 4.32 2.19 2.54 2.74 1.44 1.87 1.44 0.54 0.58 
II 1.23 0.73 5.00 2.03 1.65 1.48 2.70 2.56 2.01 10.9 1.46 96.1 5.89 4.40 2.25 2.66 1.38 1.38 1.92 1.50 0.56 0.59 
III 1.22 1.11 4.48 1.72 1.56 1.18 1.93 1.75 1.87 6.84 1.47 3.95 5.03 4.04 2.08 2.28 3.02 1.18 2.09 1.41 0.59 0.66 

( continued on next page ) 
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Table 4 ( continued ) 

Core ID Horizon 
(cm) 

Lithology 
Unit 

EF Nb EF Ta EF W 

EF Tl EF Pb EF Th EF U EF La EF Ce EF Pr EF Nd EF Sm EF Eu EF Gd EF Tb EF Dy EF Ho EF Er EF Tm EF Yb EF Lu EF Y 

CF-01 57—59 I 1.26 1.18 1.07 1.23 2.71 1.39 6.25 1.40 1.39 1.46 1.48 1.69 1.70 1.82 1.59 1.65 1.52 1.51 1.73 1.67 1.57 1.64 
93—95 II 1.20 1.12 0.98 1.11 1.85 1.33 3.62 1.31 1.30 1.35 1.34 1.53 1.50 1.58 1.38 1.43 1.32 1.31 1.49 1.51 1.45 1.37 
124—126 II 1.30 1.21 1.09 1.36 1.83 1.41 7.07 1.34 1.35 1.41 1.40 1.61 1.55 1.66 1.45 1.48 1.35 1.34 1.54 1.53 1.44 1.41 
155—157 II 1.32 1.25 1.24 1.36 2.05 1.52 9.04 1.45 1.44 1.51 1.54 1.78 1.77 1.95 1.71 1.80 1.68 1.69 1.97 1.93 1.90 1.88 
195—197 II 1.36 1.30 1.26 1.96 2.10 1.56 11.1 1.50 1.47 1.56 1.57 1.83 1.82 1.96 1.73 1.82 1.69 1.66 1.91 1.90 1.85 1.88 
218—220 III 1.41 1.35 1.15 1.09 1.69 1.44 2.21 1.48 1.49 1.56 1.56 1.77 1.68 1.79 1.55 1.57 1.44 1.41 1.57 1.59 1.52 1.50 

CF-03 55—57 II 1.29 1.19 1.06 1.43 1.85 1.39 5.25 1.35 1.35 1.41 1.41 1.60 1.54 1.63 1.40 1.44 1.31 1.30 1.46 1.48 1.42 1.36 
104—106 II 1.22 1.13 1.02 1.29 1.85 1.37 7.49 1.30 1.29 1.35 1.34 1.52 1.47 1.56 1.37 1.43 1.31 1.32 1.50 1.53 1.45 1.38 
133—135 II 1.33 1.25 1.23 1.42 2.00 1.48 8.39 1.42 1.41 1.48 1.49 1.70 1.66 1.79 1.58 1.64 1.52 1.50 1.73 1.72 1.67 1.61 
170—172 II 1.38 1.32 1.16 1.89 1.76 1.38 6.82 1.42 1.39 1.49 1.50 1.72 1.70 1.82 1.58 1.63 1.50 1.50 1.72 1.69 1.60 1.63 
216—218 III 1.43 1.39 1.24 1.32 1.88 1.61 2.40 1.58 1.58 1.66 1.68 1.91 1.79 1.95 1.66 1.68 1.55 1.51 1.67 1.72 1.62 1.61 

KL-01 165—167 II 1.30 1.23 1.13 1.24 1.94 1.45 7.39 1.38 1.39 1.45 1.45 1.65 1.62 1.70 1.48 1.52 1.39 1.37 1.57 1.55 1.47 1.44 
178—180 II 1.27 1.19 1.13 1.33 1.91 1.43 11.8 1.35 1.34 1.41 1.40 1.61 1.57 1.65 1.43 1.48 1.35 1.32 1.51 1.51 1.46 1.40 
200—202 II 1.29 1.21 1.16 1.46 1.98 1.49 14.0 1.42 1.41 1.49 1.50 1.72 1.69 1.83 1.58 1.63 1.48 1.46 1.66 1.65 1.61 1.59 
250—252 III 1.37 1.30 1.19 1.24 1.79 1.51 2.02 1.51 1.51 1.59 1.60 1.81 1.73 1.82 1.55 1.60 1.45 1.44 1.66 1.63 1.61 1.52 
294—296 III 14.8 1.44 1.25 1.24 1.88 1.63 2.37 1.72 1.72 1.79 1.79 2.01 1.85 2.02 1.70 1.70 1.53 1.50 1.76 1.71 1.62 1.60 

KL-02 58—60 I 1.24 1.16 1.03 1.38 2.06 1.38 6.16 1.38 1.37 1.43 1.44 1.66 1.68 1.77 1.57 1.64 1.51 1.52 1.71 1.71 1.65 1.65 
86—88 I 1.30 1.21 1.08 1.43 2.77 1.45 4.74 1.47 1.46 1.53 1.55 1.80 1.80 1.94 1.68 1.77 1.63 1.60 1.78 1.77 1.67 1.78 
116—118 II 1.19 1.11 0.96 1.16 1.78 1.32 3.05 1.26 1.27 1.31 1.30 1.46 1.39 1.47 1.28 1.29 1.17 1.18 1.38 1.36 1.34 1.21 
153—155 II 1.28 1.20 1.04 1.47 1.86 1.39 4.00 1.32 1.32 1.37 1.37 1.55 1.49 1.58 1.37 1.41 1.30 1.28 1.47 1.47 1.38 1.33 
204—206 II 1.30 1.23 1.12 1.31 1.91 1.46 6.59 1.38 1.38 1.45 1.45 1.66 1.62 1.70 1.48 1.52 1.37 1.36 1.56 1.54 1.50 1.42 
232—234 II 1.31 1.23 1.19 1.27 1.95 1.47 6.41 1.39 1.37 1.44 1.45 1.66 1.63 1.74 1.54 1.57 1.46 1.42 1.63 1.61 1.53 1.51 
270—272 III 1.43 1.39 1.14 1.06 1.71 1.43 2.13 1.47 1.48 1.56 1.55 1.77 1.68 1.79 1.53 1.53 1.38 1.37 1.53 1.53 1.48 1.45 

PLC-203 65—67 I 1.30 1.21 1.11 1.30 2.38 1.40 2.88 1.36 1.37 1.42 1.43 1.64 1.60 1.71 1.49 1.55 1.43 1.39 1.63 1.59 1.52 1.50 
109—111 I 1.24 1.15 1.02 1.31 2.08 1.32 2.20 1.28 1.28 1.33 1.34 1.52 1.48 1.56 1.35 1.38 1.25 1.24 1.43 1.39 1.33 1.32 
170—172 II 1.24 1.17 1.01 1.31 1.76 1.35 3.03 1.28 1.28 1.33 1.33 1.50 1.42 1.53 1.35 1.39 1.28 1.26 1.46 1.45 1.37 1.32 
218—220 II 1.29 1.21 1.06 1.29 1.87 1.38 2.78 1.31 1.32 1.36 1.37 1.55 1.49 1.57 1.35 1.38 1.26 1.24 1.45 1.44 1.36 1.29 
260—262 II 1.27 1.20 1.05 1.26 1.78 1.38 3.01 1.31 1.32 1.37 1.37 1.55 1.50 1.59 1.36 1.40 1.27 1.26 1.47 1.45 1.37 1.31 
278—280 II 1.36 1.28 1.19 1.28 1.91 1.48 3.83 1.39 1.40 1.46 1.45 1.66 1.61 1.73 1.50 1.57 1.44 1.42 1.59 1.62 1.54 1.48 

Average I 1.27 1.18 1.06 1.33 2.40 1.39 4.44 1.38 1.37 1.43 1.45 1.66 1.65 1.76 1.54 1.60 1.47 1.45 1.66 1.63 1.55 1.58 
II 1.29 1.21 1.11 1.38 1.89 1.42 6.56 1.36 1.36 1.42 1.42 1.62 1.58 1.69 1.47 1.52 1.39 1.38 1.58 1.57 1.51 1.46 
III 4.08 1.38 1.20 1.19 1.79 1.52 2.23 1.55 1.55 1.63 1.64 1.85 1.75 1.88 1.60 1.62 1.47 1.45 1.64 1.63 1.57 1.54 
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F U , EF Cd and EF Sb exhibit similar vertical profiles ( Fig. 4 )
ith strong enrichments at the base of Unit II, decrease
n the enrichment towards Unit I and a following increase
owards the upper part of Unit I. The general upward trend
from Unit III to Unit I) in the enrichment factors of Sn, Th,
a (representative for the light REE), Lu (representative for
he heavy REE), Nb and Ta is a decrease through Units III and
I, and a sharp increase in Unit I ( Fig. 4 ). These elements are
nriched (relative to the UCC) in all the three stratigraphic
nits ( Fig. 4 ). Vertical profiles of the enrichment factors of
b and Ag are similar to upward increases and maxima in
nit I ( Fig. 4 ). The EF Zr and EF Hf co-vary, but both elements
re depleted (relative to the UCC) in all the three strati-
raphic units, particularly in the sapropel layer ( Fig. 4 ). 

.2. Sr-Nd-Pb-isotope composition of the 

errigenous component of the sediments 

he Sr-Nd-Pb-isotope composition of the terrigenous 
omponent of the studied sediments ( Table 5 ) is rel-
tively uniform and there are only minor differences 
etween samples from different sites and between those 
rom different stratigraphic units. Strontium isotope 
omposition ( 87 Sr/ 86 Sr) of this component is gener-
lly quite radiogenic compared to the Black Sea water
ignature ( 87 Sr/ 86 Sr Last Glacial Maximum 

= 0.70865—0.70875, 
7 Sr/ 86 Sr modern = 0.709133; Major et al., 2006 ) and has a
otal range from ∼0.7196 to 0.7224. Both the lowest and
ighest values were measured in the sapropel samples: 
rom cores CF-03 and PLC-203, respectively ( Table 5 ). Fur-
hermore, there is a general tendency of 87 Sr/ 86 Sr variation
cross the boundaries between the stratigraphic units, but 
here is no simple relationship between the Sr isotope ratios
nd Sr concentration as exemplified by data from core Kl-02
 Fig. 5 ). The overall Nd isotope pattern is similar to that ob-
erved for the Sr isotope system: εNd values are relatively
omogeneous and range from —8.0 to —10.2, with one
ower value (—12.5) in core PLC-203 ( Table 5 ). Although the
ariations are overall small, 206 Pb/ 204 Pb decreases upward 
from Unit III to Unit I) along each sediment core ( Table
 ; Fig. 5 ), and this vertical distribution is also observed
or the Nd isotopes for the same profile ( Fig. 5 ). However,
he other two Pb isotope ratios show similar values for
ll samples irrespective of their lithology although data 
rom core PLC-203 generally are somewhat more radiogenic 
 Table 5 ). The binary relations of Sr-Pb, Sr-Nd and Nd-Pb
sotopes (not shown) do not indicate any obvious linear
rends related to stratigraphic position within a core. 

. Discussion 

.1. Element enrichment in organic-rich 

ediments 

.1.1. Iron 

he Fe enrichment observed in the Black Sea organic-rich
ediments (Units II and I) is inferred to be of neither dia-
enetic origin ( Eckert et al., 2013 ; Lyons and Severmann,
006 ) nor is it a result of preferential physical transport
f reactive Fe-rich detrital component to the deep basin 
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Figure 4 Vertical profiles of enrichment factors (EFs) of some elements along the sediment core KL-02. 
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Table 5 Isotope composition of the terrigenous component of the studied sediments. 

Core ID Horizon (cm) Lithology Unit 87 Sr/ 86 Sr ±2 σm 
143 Nd/ 144 Nd ±2 σm εNd(0) 

206 Pb/ 204 Pb 207 Pb/ 204 Pb 208 Pb/ 204 Pb 

CF-03 55—57 II 0.720946 9 0.512113 14 -10.24 18.893 15.669 38.918 
104—106 II 0.719618 10 0.512157 3 -9.38 18.877 15.659 38.895 
133—135 II 0.720269 8 0.512163 3 -9.27 18.875 15.667 38.895 
170—172 II 0.719619 8 0.512175 5 -9.03 18.906 15.671 38.871 
216—218 III 0.721602 9 0.512168 5 -9.17 19.008 15.682 38.927 

KL-01 165—167 II 0.721683 10 0.512194 3 -8.66 18.886 15.669 38.908 
178—180 II 0.722007 9 0.512213 6 -8.29 18.874 15.670 38.907 
200—202 II 0.720938 6 0.512147 5 -9.58 18.914 15.669 38.923 
250—252 III 0.722410 7 0.512230 19 -7.96 19.010 15.683 38.947 
294—296 III 0.721951 8 0.512129 10 -9.93 19.120 15.697 39.177 

KL-02 a 58—60 I 0.721513 9 0.512171 4 -9.11 18.814 15.666 38.901 
86—88 I 0.721241 9 0.512169 3 -9.15 18.801 15.661 38.887 
116—118 II 0.720371 8 0.512175 4 -9.03 18.834 15.663 38.914 
153—155 II 0.721124 12 0.512162 4 -9.29 18.838 15.664 38.893 
204-206 II 0.722097 9 0.512162 3 -9.29 18.838 15.666 38.909 
232—234 II 0.721857 6 0.512168 3 -9.17 18.844 15.666 38.895 
270—272 III 0.721258 9 0.512137 5 -9.77 18.892 15.675 38.985 

PLC-203 65—67 I 0.722630 13 0.512168 27 -9.17 18.907 15.680 39.053 
109—111 I 0.722593 8 0.512137 6 -9.77 18.977 15.692 39.062 
170—172 II 0.722119 8 0.512164 18 -9.25 18.978 15.691 39.054 
218—220 II 0.722543 9 0.511995 8 -12.54 18.981 15.691 39.062 
260—262 II 0.722696 8 0.512126 41 -9.99 19.018 15.696 39.082 
278—280 II 0.722809 8 0.512135 6 -9.81 18.981 15.694 39.045 

BCR-2 b - 0.512620 7 18.751 15.624 38.719 
BCR-2 b 0.705017 6 0.512663 10 18.777 15.616 38.755 
a Pb isotope data were partly obtained by a Micromass Isoprobe, the others by a Nu Plasma II instrument. The 87 Sr/ 86 Sr values of the 

samples were corrected to 87 Sr/ 86 Sr = 0.710245 for the NIST SRM-987 Sr standard. No external corrections were required for the Nd 
runs. 
b Unleached data. 

Figure 5 Vertical profiles of Sr, Nd, Pb isotope ratios and elemental concentrations along the sediment core KL-02. 
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( Lyons and Severmann, 2006 ). The reactive Fe enrichment
of these sediments has been recognized ( Anderson and
Raiswell, 2004 ; Canfield et al., 1996 ; Lyons and Severmann,
2006 ; Raiswell and Anderson, 2005 ) as a uniquely euxinic
phenomenon. Dissolved Fe supply to the euxinic pool has
been attributed to the operation of a benthic Fe redox
shuttle. According to this model ( Lyons and Severmann,
2006 ), in oxic to suboxic sediments (now at the Black Sea
shelf) with organic matter content high enough to produce
anoxia, but not enough to create H 2 S production by SO 4 

2 −

reduction, the deposited Fe-oxyhydroxides are dissolved in
the sediment. Produced Fe 2 + is mobile in the anoxic pore
fluids and diffuses into the bottom seawater. Then it can
be transported into the euxinic deep waters of the basin
where it reacts with dissolved H 2 S and forms sulfides that
settle down on the seafloor ( Lyons and Severmann, 2006 ).
This process strips almost completely the dissolved Fe out
of the euxinic deep seawater. 

This general model was further developed by Eckert
et al. (2013) in their attempt to explain the variations of
Fe enrichment in the Holocene Black Sea sediments. A key
point of this model, based on the evolution of euxinia in the
Black Sea, is the temporal fluctuation of the chemocline
which is the primary contributor of dissolved Fe to the enx-
inic pool. In our endeavor to explain the observed vertical
distribution of the Fe enrichment in the studied sediments
( Fig. 4 ) we employ this model ( Eckert et al., 2013 ) with two
new assumptions: (1) the establishment of euxinia in the
deep Black Sea started with onset of suboxia that gradually
evolved to euxinia; (2) the chemocline, developed during
the evolution of the deep water from oxic to euxinic, has
not undergone substantial fluctuations during its rise up to
the shelf. 

The last ingression of Mediterranean seawater into the
Black Sea through the narrow and shallow Bosporus Strait
started at ∼9 ka BP ( Bahr et al., 2005 , 2008 ; Soulet et al.,
2011 ). The inflow of saline marine waters marks the last
transition of the Black Sea from oxic lacustrine to the eu-
xinic marine basin ( Fig. 6 a). The Black Sea deep waters
evolved from oxic to suboxic as a result of oxygen depletion
due to saline stratification of the water column, incurred
reduced vertical ventilation and oxygen consumption due to
respiration of organic matter ( Murray et al., 1991 ). The sed-
iment at vast areas of the abyssal plain and the lower conti-
nental slope produced high Fe 2 + flux to the bottom water as
a result of the benthic Fe redox shuttle mechanism ( Lyons
and Severmann, 2006 ) ( Fig. 6 a). Progressively increasing
concentration of the dissolved H 2 S due to microbial SO 4 

2 −

reduction increased the amount of precipitated dissolved
Fe 2 + as Fe-sulfides recorded as a peak in the Fe enrichment
at the base of Unit II ( Fig. 6 b). Further development of the
euxinia resulted in an increase of the volume of the deep
euxinic waters and a rise of the chemocline (suboxic zone)
formed between euxinic (deep) and oxic (surface) waters
upward the continental slope. Seafloor overlaid by euxinic
waters did not produce dissolved Fe anymore because the
released Fe 2 + within the sediment was sulfidized in situ by
dissolved H 2 S. Thus, the narrow band where the chemocline
impinged the continental slope became the major source of
Fe 2 + to the euxinic pool. Since the magnitude of released
Fe 2 + flux is a function of the source area ( Lyons and Sev-
ermann, 2006 ) the Fe 2 + supply and consequently Fe-sulfide
deposition during this stage was reduced. This is recorded as
a decrease of the EF Fe in the middle part of Unit II ( Fig. 6 c).
We interpret the next maximum of the Fe enrichment at the
upper part of Unit II ( Fig. 4 ) as a result of a further rise of the
chemocline and its impingement on the continental shelf:
i.e., a further increase in the source area and related in-
crease in the dissolved Fe 2 + flux, and consequent Fe-sulfide
burial in the deep basin ( Fig. 6 d). According to previous es-
timates ( Eckert et al., 2013 ) the rising chemocline reached
the shelf at ∼5.3 ka BP. The second maximum of the EF Fe
in our cores is before the transition between Units II and I
( Fig. 4 ) dated at ∼3 ka BP ( Kwiecien et al., 2008 ). However,
the increase of the EF Fe begins earlier ( Fig. 4 ) which may
be interpreted as the beginning of the chemocline incur-
sion into the shelf ( Fig. 6 d). It may roughly be estimated at
∼5 ka BP, which is in line with the previous studies ( Eckert
et al., 2013 ). The following decrease in the Fe enrichment
towards the middle of Unit I ( Fig. 4 ) may be explained by an
exhaustion of the source shelf sediments in Fe and a related
decrease in the dissolved Fe flux to the euxinic pool. We may
speculate that this situation has not evolved dramatically up
to now when the chemocline (span from ∼ 50 to 100 m water
depth; Murray et al., 1989 ) impinges at the shelf (shelf edge
at ∼150 m water depth; Degens and Ross, 1974 ) ( Fig. 1 c,d).

5.1.2. Manganese 

A benthic redox shuttle similar to that for Fe is supposed
to operate for Mn as well ( Lyons and Severmann, 2006 ).
However, the enrichment profile of Mn differs from that of
Fe ( Fig. 4 ), which means that the mechanisms of enrich-
ment/depletion of reactive Mn and Fe in the studied euxinic
sediments differ from each other. The key details are that
the Mn is, in general, depleted in these euxinic sediments
(Units II and I; Table 4 , Fig. 4 ) and it is most depleted in the
sapropel layer (Unit II). This general Mn depletion (against
UCC) is in accord with a previous suggestion ( Konovalov
et al., 2007 ) that Mn is not accumulated in sediments of the
Black Sea anoxic zone where all our cores are located ( Fig.
1 c,d; Table 1 ). 

The euxinic sediments (Units I and II) of the Black Sea
sedimentary cover have a high content of organic matter
( Calvert, 1990 ; Calvert et al., 1987 ; Degens and Ross, 1972 ;
Glenn and Arthur, 1985 ; Ross et al., 1970 ) ( Fig. 2 ). The
organic matter degradation is the principal process that
drives the dissolution and reprecipitation of a number of
mineral phases within the sediment and provides both
sources and sinks (respectively) of global importance to
the geochemical mass balance of trace metals in the ocean
( Emerson and Hedges, 2003 ). Therefore, a diagenetic
(caused by organic matter degradation) redistribution of
the redox-sensitive elements across the organic-rich Units I
and II may be anticipated. 

Manganese is a redox-sensitive element and therefore
when interpreting the vertical profile of EF Mn ( Fig. 4 ) we
considered the vertical distribution of Mn 2 + concentrations
in the Black Sea sediment pore fluids ( Konovalov et al.,
2007 ). The [Mn 2 + ] pore fluid profile shows an upward Mn 2 + flux
( Konovalov et al., 2007 ) indicating a diagenetic Mn solid dis-
solution and Mn 2 + diffusion towards the bottom seawater.
The similarity of this profile to that of the EF Mn we observed
in the studied sediments ( Fig. 4 ) implies that the vertical
distribution of the reactive Mn in these sediments is primar-
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Figure 6 Schematic representation of Fe enrichment (as EF Fe ) in the Holocene sediments of the western Black Sea as a result of 
euxinia development and migration of suboxic layer (chemocline) upward the continental slope. (a) As a result of the incursion of 
Mediterranean saline waters in the Black Sea at ∼9 ka BP the Black Sea deep waters evolved from oxic to suboxic. The sediment 
overlain by the suboxic waters produced high Fe 2 + aq flux to the bottom water as a result of the benthic Fe redox shuttle mechanism. 
The small fraction of the dissolved Fe 2 + aq was reprecipitated as sulfides due to reaction with H 2 S, which started appearing as a 
result of microbial SO 4 

2 − reduction. (b) Deep suboxic waters evolved to euxinic with the progressive increase of H 2 S concentration. 
This led to a quantitative removal of the accumulated Fe 2 + aq as Fe-sulfides that settled at the seafloor. Fe(-sulfide) deposition was 
recorded as a peak in the Fe enrichment at the base of Unit II. A thin suboxic layer developed as a transition zone (chemocline) 
between the deep euxinic waters and oxic water above them. (c) Development of the euxinia resulted in an increase of the volume 
of the deep euxinic waters and a rise of the suboxic layer upward the continental slope. Sediment overlain by euxinic waters did not 
produce Fe 2 + aq . The narrow band where the suboxic layer impinged the continental slope became the major source of Fe 2 + aq to the 
euxinic pool. Reduced Fe 2 + aq supply led to a reduced Fe-sulfide deposition recorded as a decrease of the EF Fe in the middle part of 
Unit II. (d) Further increase of the volume of euxinic deep pool led to a rise of the chemocline (suboxic layer) and its impingement 
on the continental shelf. This resulted in an increase in the source area, related increase in the Fe 2 + aq flux to the deep euxinic 
basin, and consequent high Fe-sulfide precipitation. This is recorded as a second maximum of the Fe enrichment at the upper part 
of Unit II. (For more explanations see the text.) 
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ily controlled by diagenetic processes: dissolution in Unit II,
diffusion to and reprecipitation in Unit I ( Fig. 4 ). While we
agree with the previous observations that Mn is not accumu-
lated in sediments of the Black Sea anoxic zone ( Konovalov
et al., 2007 ) (EF Mn < 1; Table 4 ) the maximum of EF Mn in Unit
I ( Fig. 4 ) suggests for some Mn solid accumulation there. If we
suppose the diagenetic dissolution of Mn solid in Unit II and
upward Mn diffusion, the Mn reprecipitation in Unit I has to
be controlled by the solubility of Mn solid phases. Pore fluids
in the Black Sea anoxic sediments are anoxic ( Konovalov
et al., 2007 ) and we cannot expect Mn-oxide precipitation
in the Unit I. Konovalov et al. (2007) measured high flux of
dissolved sulfide from Unit I to the bottom seawater and
concluded that the sulfide source is in Unit II from where it
diffuses upward. We may speculate that Mn dissolved from
Unit II diffuses upward along with sulfide and its precipita-
tion in Unit I is controlled by the solubility of Mn-sulfides. 

5.1.3. Barium 

A major part of Ba in marine sediments was found to be
in the biogenic barite, BaSO 4 ( Goldberg and Arrhenius,
1958 ). Barite is highly refractory under oxic conditions,
but under anoxic conditions, it dissolves and may further
re-precipitate ( Henkel et al., 2012 ). Previous studies sug-
gest that a significant fraction of non-detrital Ba deposited
at the seafloor is recycled during diagenesis within the
sediment and may even be released back to the seawater
( McManus et al., 1994 , 1998 ). Diagenetic reactions related
to the organic matter decomposition play a certain role in
the dissolution and diffusive flux of Ba back into the ocean
( Monnin et al., 2001 ). Thus, the Ba cycling in the sediment
is primarily controlled by the content of organic matter. In
the presence of organic matter microbially-mediated re-
duction of seawater-derived SO 4 

2 − consumes it (SO 4 
2 −) from

the pore fluids progressively downward. When the SO 4 
2 − is

totally consumed, methanogenesis takes over as the domi-
nant process of organic matter decomposition and the CH 4 

content increases further downward the sediment ( Henkel
et al., 2012 ). The zone in the sediment where the SO 4 

2 −

disappears and CH 4 appears in the pore fluids is termed
sulfate-methane transition (SMT). The SMT is an important
redox boundary with respect to the Ba cycle. Above it, the
BaSO 4 is stable because of the presence of SO 4 

2 −. Below
it, the absence of SO 4 

2 − results in BaSO 4 dissolution and
diffusion of Ba 2 + towards the above sulfate-containing zone
where it may re-precipitate as BaSO 4 . The high-resolution
studies of pore fluids and sediments from the NW Black Sea
( Henkel et al., 2012 ) revealed that the SMT in this area
is located within the lower part of Unit II. Solid Ba xs (Ba
enrichment) was documented to gradually decrease upward
Unit III and reaches minimum values below or slightly above
the Unit III/Unit II boundary ( Henkel et al., 2012 ). Diage-
netic Ba enrichment was found at and slightly above the
SMT ( Henkel et al., 2012 ). Ba xs is high in the upper part of
Unit II and decreases upward in Unit I ( Henkel et al., 2012 ).

Ba enrichment profile (expressed as EF Ba ) recorded in
our sediments ( Fig. 4 ) is similar to that (expressed as Ba xs )
described in the sediments cored in the NW Black Sea ( Figs
2 and 3 in Henkel et al., 2012 ). Ba depletion in the upper
part of Unit III and lower part of Unit II, and Ba enrichment
in the upper part of Unit II ( Fig. 4 ) suggests that the SMT
in the studied area of the western deep Black Sea ( Fig.
1 a,b) is localized within the middle part of Unit II. This
interpretation is supported by the location of the maximum
of C org. concentration in the lower part of Unit II ( Fig. 2 ).
The EF Ba peak just at the Unit II/Unit I boundary ( Fig. 4 )
likely represents the current authigenic BaSO 4 front. 

5.1.4. Copper, Co, Ni, Zn, Cr, W, Mo, V, Cd and Sb 

In the presence of free H 2 S in the seawater column and in
the sediment pore fluids the excess reactive Fe precipitates
as Fe-sulfide. Fe-sulfides found in the Black Sea sediments
include pyrite (FeS 2 ) and Fe-monosulfides (disordered FeS,
mackinawite (FeS 1-x ), and greigite (Fe 3 S 4 )) ( Franke et al.,
2009 ). It has been shown that at high H 2 S concentrations
the Fe-monosulfides transform into pyrite in euxinic marine
sediments ( Hurtgen et al., 1999 ). Thus, pyrite appears
to be one of the major authigenic minerals found to
form in anoxic-euxinic sediments ( Berner, 1981 ). Pyrite
can be an important sink for a range of trace elements
( Boulègue et al., 1982 ). Investigations of trace element
incorporation in authigenic pyrite in a variety of redox
environments ( Huerta-Diaz and Morse, 1992 ) revealed that
co-precipitation is the mechanism of incorporation of these
elements into pyrite. The magnitude of this incorporation
is a function of both the amount of precipitated pyrite
and the concentrations of trace elements in the reactive
fluid ( Huerta-Diaz and Morse, 1992 ). Thus, the authigenic
pyrite appears to be an important sink for Mo, moderately
important for Co, Cu and Ni, and of less importance for Cr,
Zn and Cd. The highest values of the degree of trace metal
pyritization were found in anoxic-euxinic environments
( Huerta-Diaz and Morse, 1992 ). 

The co-variation of Cu and Co enrichments with that of
Fe along the entire cored sediments, and the co-variation
of Ni, Zn, Cr, W, Mo, V, Cd and Sb enrichments with that
of Fe in the upper Unit III and lower Unit II ( Fig. 4 ) suggest
that these trace elements might have been incorporated
into authigenic Fe-sulfides (e.g., pyrite) in the respective
sediments. Co-precipitation may have been a possible
mechanism of their incorporation in the Fe-sulfides. Nickel,
Zn, Cr, W, Mo, V, Cd and Sb decouple from Fe in the Unit
I ( Fig. 4 ) and this implies that the major part of these
elements in this sediment layer may not be co-precipitated
with Fe within Fe-sulfides. This series of elements can
be divided in two groups according to their vertical dis-
tribution in Unit I: Ni, Zn, Cr, W, and Mo, V, Cd, Sb. The
enrichments of Ni, Zn, Cr and W co-vary with that of Mn and
it is possible that like Mn these elements were subjected to
diagenetic redistribution in Unit I: dissolution in the upper
part of Unit II, diffusion to and reprecipitation in Unit I
( Fig. 4 ). 

The enrichments of Mo, V, Cd and Sb co-vary in the
upper part of Unit II and Unit I ( Fig. 4 ) and this implies that
they might have had a similar mechanism of precipitation.
Although the precise mechanisms of Mo sequestration from
euxinic waters and its transfer to sediment are debatable
( Little et al., 2015 ), the strong correlation of Mo enrich-
ment with that of Fe in the upper Unit III and lower Unit
II ( Fig. 4 ) suggests that Fe-sulfides played a major role as
host for Mo (as well as for V, Cd and Sb) at the onset of
Holocene marine stage of the Black Sea evolution. The
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trong decrease in EF Mo towards upper Unit II and Unit I
 Fig. 4 ) can be explained by the “basin reservoir effect”
 Algeo and Lyons, 2006 ): Mo enrichment has decreased in
he increasingly stagnant Black Sea water body due to Mo 
emoval to the sediment without adequate resupply by 
eep water renewal. In a similar way the “basin reservoir
ffect” seems to be responsible for the vertical distribution 
f the V, Cd and Sb enrichments in Unit I ( Fig. 4 ). Weak
nrichments in the topmost studied sample ( Fig. 4 ) may be
ue to a recent increase in the element supply. 

.1.5. Uranium 

ranium is enriched under anoxic conditions ( Morford and 
merson, 1999 ) and it is not surprising that the Holocene
rganic-rich sediments in the Black Sea are about one order
f magnitude richer in U than the average marine sediment
 Degens et al., 1977 ). Spatial (basin-wide) and temporal
along the sediment cores) variations of the U enrichment in 
he Black Sea sediments ( Barnes and Cochran, 1991 ) imply
hat there may be several controls on this enrichment. 
egens et al. (1977) provided evidence that the planktonic 
rganic matter is the principal carrier of enhanced con- 
ent of U and concluded that this was the reason for U
nrichment in the coccolith ooze (Unit I). However, the C org 

oncentrations across the studied coccolith ooze layer (Unit 
) decrease upwards ( Fig. 2 ) whereas the EF U increases
 Fig. 4 ). This rules out the possibility that the planktonic
rganic matter is responsible for the U enrichment in 
nit I. Studies of Barnes and Cochran (1991) showed that
uthigenic U (excess over the lithogenic background) is 
upplied to the uppermost sediment ( < 38 cm) via diffusion
rom the bottom seawater. Although we are not aware of
ny high-resolution studies of the pore fluid U distribution 
cross the coccolith ooze layer (Unit I) down to the Unit
/Unit II boundary we may speculate that the U enrichment
n the upper Unit I ( Fig. 4 ) is a result of the influence of
he bottom seawater U flux. Low EF U in the terrigenous
ud (Unit III; Fig. 4 ) is likely due to both low organic
atter content in it ( Fig. 2 ; see also Degens et al., 1977 )
nd oxic conditions in the basin (lacustrine stage) during 
he deposition of this layer in which U is highly mobile.
xplanation of the U enrichment distribution across Unit II is 
hallenging. High U enrichment in the lower Unit II ( Fig. 4 )
oincides with a peak of organic matter content ( Fig. 2 ; see
lso Degens et al., 1977 ). However, this organic matter was
ound to be mostly land-derived and not rich in U ( Degens
t al., 1977 ). EF U maximum right after the transition from
xic to euxinic conditions in the deep Black Sea (above the
oundary Unit III/Unit II) ( Fig. 4 ) can be explained by con-
inuous reduction of U dissolved in oxic lake water and its
uantitative (complete) removal to the sediment in euxinic 
rackish-marine water. The upward decrease of the EF U 
owards the Unit II/Unit I boundary ( Fig. 4 ) is interpreted as
 “basin reservoir effect”: U removal without resupply by 
eep water renewal. Thus, the two U enrichments, at the
ase of Unit II and in Unit I ( Fig. 4 ), likely have different
enesis and neither of them is directly related to the C org 

ontent. We hypothesize that the enrichment at the base of
nit II is at the expense of the U inventory of the deepwater
ool and is a result of inorganic reduction of U in euxinic
nvironment. The enrichment in Unit I is supposed to be a

esult of the bottom seawater U influx. a
.1.6. Zirconium, Hf, Nb, Ta and Li, Rb, Cs, Ga, Sc 
he high field strength elements Zr, Hf, Nb and Ta are
losely linked to the detrital component in marine sedi-
ents and their concentrations are primarily controlled by 
he proportion of detrital and biogenic phases ( Plank and
angmuir, 1998 ). Therefore, the depletion of Zr and Hf in
he organic-rich Units II and I ( Fig. 4 ) obviously reflects a
ignificant dilution of the detrital component with biogenic 
omponent (C org and CaCO 3 ; Fig. 2 ). Similarly, the weak
nrichment of Nb and Ta over the UCC abundance in Unit
II ( Fig. 4 ) suggests low biogenic dilution of the detrital
ackground. According to previous estimates ( Calvert and 
arlin, 1998 ) the accumulation rate of lithogenic matter
n Unit II is lower than that in Unit I, which accounts for
he higher depletion of Zr and Hf in Unit II ( Fig. 4 ). In
ddition to the dilution effect of the biogenic component
n the detrital component, the values of the enrichment
actors of these elements are affected by (probably) 
he slight difference between the chemistry of the local
etrital component and that of the UCC (grand average
alues). 
Enrichments of Li, Rb, Cs, Ga and Sc co-vary with those

f Ni, Zn, Cr and W ( Fig. 4 ), but it is challenging to suppose
hat these elements may have been subjected to diagenetic
edistribution in Units II and I like Ni, Zn, Cr and W (e.g.,
.1.4 ). Lithium, Rb, Cs, Ga and Sc are considered to be
ostly detrital in the marine sediments ( Goldberg, 1954 ;
961 ), but their EFs do not show clear correlation with
hose of the other detrital elements (e.g., Zr, Hf, Nb and
a) ( Fig. 4 ). The only assumption we can make is that the
alues of the EF of these elements are affected by the
ifference between the chemistry of their carrier (local 
etrital component) and that of the UCC. 

.1.7. Rare earth elements, Sn and Th 

EE distribution patterns of the studied sediments ( Fig. 3 )
ndicate that their REE composition is principally con- 
rolled by the lithogenic matter. No detectable influence 
f seawater-derived components (e.g., organic matter, 
iogenic CaCO 3 ) ( Fig. 3 b) is observed. Thus, the weak REE
nrichments estimated in all the three stratigraphic units 
 Table 4 ; Fig. 4 ) must be controlled by the lithogenic mat-
er. A possible mechanism of enrichment of the lithogenic
atter in REE over the UCC values is the adsorption on clay
inerals. A large body of evidence demonstrates that the
EE adsorption on clay minerals is of great importance in
he sedimentary geochemistry of the REE ( Aagaard, 1974 ;
ruque et al., 1980 ; Takahashi et al., 2004 ; Tertre et al.,
005 ; Wan and Liu, 2005 ). The lowest REE enrichment in
nit II ( Fig. 4 ) likely reflects the lowest accumulation rate
f the lithogenic matter in this sediment layer ( Calvert and
arlin, 1998 ). 
The inverse correlation between �REE and SiO 2det /Al 2 O 3 

atio ( Tables 2 , 3 ) is in accord with the suggestion that
iO 2det /Al 2 O 3 ratio of the studied sediments is higher than
hat of the UCC due to high quartz content in the former
see 5.1.9 ). Quartz is known to contain very low amounts of
EE ( McLennan, 1989 ). Hence, the high SiO 2det /Al 2 O 3 ratio
eans high quartz content, which in turn implies low �REE
dilution effect of low-REE quartz). Therefore, SiO 2det /Al 2 O 3 

nd �REE correlate inversely. 
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The enrichments of Sn and Th co-vary with those of the
REE ( Fig. 4 ) and, similarly, are interpreted to be related to
adsorption on clay minerals. 

5.1.8. Calcium and Sr 
In marine sediments Sr is mostly held in the CaCO 3 crystal
lattice and therefore, its variations are controlled by the
relative proportions of CaCO 3 , clays and biogenic opal
( Goldberg and Arrhenius, 1958 ; Plank and Langmuir, 1998 ).
Perfect co-variation of CaCO 3 and Sr in the studied sedi-
ments ( Figs 2 , 4 ) suggests that the biogenic CaCO 3 is the
main carrier of Sr. Strontium depletion in Unit II and en-
richment in Units III and I confirm the well-known decrease
and increase, respectively, of the CaCO 3 content across the
succession of these sediment units ( Ross and Degens, 1974 ).

5.1.9. Silicon 

The observed excess of detrital SiO 2 in the studied sed-
iments over the UCC [(SiO 2det /Al 2 O 3 ) samples = 4.5—7.8,
(SiO 2 /Al 2 O 3 ) UCC = 4.3] (see 4.1.1 ) can be explained with
local enrichment in SiO 2 of the detrital material supplied to
the western Black Sea. We may speculate that this detrital
material might have been enriched in quartz (SiO 2 ). The
SiO 2 /Al 2 O 3 ratio is considered as an indicator of mineralogi-
cal and textural maturity of the sediments ( Pettijohn et al.,
1972 ). The higher the ratio the greater the maturity, which
in turn implies the sediments have undergone a larger sed-
imentary cycle. We infer that the major part of the detrital
component in the western Black Sea sediments might have
been delivered from a distal source that has resulted in
detrital material refinement and its slight enrichment in
quartz. 

SiO 2am 

maximum in the sapropel layer (Unit II) and its
covariation with C org ( Fig. 2 ; Table 2 ) confirms the biogenic
origin of both components ( Pilskaln and Pike, 2001 ). As
the studied sediments are located at the continental slope
( Table 1 ; Fig. 1 b—d) there is a probability that the biogenic
silica (SiO 2am 

) and C org in them may have not originated
from the pelagic sedimentation, but may have come from
the continental shelf through downward transport along the
slope (e.g., Ragueneau et al., 2009 ). In order to investigate
this potential source of SiO 2am 

and C org in the sediments, we
calculated the Si am 

/C org molar ratio in our samples ( Table
2 ). This ratio (0.09 in Unit I, 0.08 in Unit II and 0.12 in
Unit III, in average) is lower than that of the continental
shelf sediments ( ∼0.6) and open ocean siliceous oozes
(20—60) ( DeMaster et al., 1991 ), and comparable to that of
most living marine diatoms grown under replete nutrient
conditions: 0.13 ( Brzezinski, 1985 ). It suggests that the
SiO 2am 

and C org in the studied sediments have not originated
at the shelf and transported afterward to the continental
slope, but are likely a result of pelagic sedimentation. It
also implies that there has been no preferential preserva-
tion of Si am 

relative to C org after burial (usually observed,
with Si am 

/C org ratios increasing typically up to 0.5—1 in the
Atlantic deep-sea sediments and up to 10 in equatorial Pa-
cific sediments; Ragueneau et al., 2002 ) and both biogenic
components have remarkably been preserved likely due to
the anoxic conditions in the basin. Thus, Si am 

/C org molar
ratio appears to be a good indicator for C org preservation. 
5.2. Sr-Nd-Pb isotope constraints on the source 

and type of terrigenous component 

Sr-Nd-Pb isotope data, inferred to represent the isotope
composition of the terrigenous component of the studied
sediments in the western Black Sea, show quite homoge-
nous values ( Table 5 ). Although some intra-core isotope
variations exist, particularly noted for the Nd component in
sample PLC-203 (260—262), neither of the sediment cores
have isotopic values that are clearly distinct from any of the
others. These minor isotopic differences are not unexpected
given that the studied sites occupy a small geographic area,
and they are in agreement with the recognized uniform
depositional environment within the entire deep Black Sea
during the Late Quaternary ( Ross et al., 1970 ). Yet, this iso-
tope homogeneity is quite remarkable considering that the
studied sediments were deposited during variable climatic
conditions, implying variations in both erosion rates and
wind regimes over the sediment supplying provenances.
Fluctuations in the riverine and aeolian sediment supplies
are known to cause variations in the isotope composition of
sapropel-containing sedimentary successions (e.g., Eastern
Mediterranean Sea; Weldeab et al., 2002 ). 

Basically, the terrigenous component of marine sedi-
ments can be supplied in two major ways: riverine (river
flux) and aeolian (wind-blown flux). Five potential sources
of this component might be considered given the location
of the studied sediment cores ( Fig. 1 a,b): (A) material
supplied to the NW Black Sea by the Danube (and possibly
by the Dniester, Bug and Dnieper) River that may further
be dispersed southward by marine currents; (B) continental
run-off from the closest landmasses (SE Bulgaria and NW
Turkey); (C) wind-blown loess particles from the Danube
Plain, Carpathian Mountains and Ukraine; (D) wind-blown
dust from the Sahara Desert; (E) volcanic ash from Quater-
nary eruptions around the Black Sea. Two main scenarios
may be considered for explaining the isotopic composition
of the studied sediments: either there was a supply from a
single source that has a somewhat heterogeneous isotopic
character that fits the minor isotopic variations among the
sediments deposited at different times and sites; or mixing
occurred between two, or more, isotopically different
components supplied from different provenances. This
implies a thorough mixing of the components that must be
delivered at quite constant proportions over time. Uniform
isotope compositions can also be reached if one of the
components is either much more abundant, or it has much
higher element (Sr, Nd and Pb) concentrations compared
to the other components, or both. From an isotopic point
of view, it appears that the observed combination of ra-
diogenic Sr ( 87 Sr/ 86 Sr ∼ 0.719—0.722), intermediate Nd
( εNd(0) ∼ —8 to —10), and fairly evolved Pb ( 206 Pb/ 204 Pb
∼18.8—19.1) is difficult to reconcile with a known, single
source, and the presence of both felsic and more mafic
crustal components seems logical. Nardone and Faure
(1978) analyzed the detrital fraction of sediments from
the central Black Sea and suggested that their variable Sr
isotope composition being clearly different from our Black
Sea data could be explained by a binary mixing of a felsic
(originating from areas north of the Black Sea) and a mafic
(from areas south of the Black Sea) rock component. It
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Figure 7 Correlation between 87 Sr/ 86 Sr versus εNd(0) of the alumino-silicate component of the western Black Sea sediments. Sr- 
Nd-isotope composition of the rocks, clays, loess and dust from the possible provenances of this component are shown with letters. 
The solid hyperbolic curve, based on data from the Eastern Mediterranean Sea; the shaded area represents sapropels ( Weldeab 
et al., 2002 ), refers to a binary mixing involving two end-components (W + SW Turkey lavas and Saharan dust) marked by stars. The 
uncertainties of the total isotopic range for potential source components with bearing on Black Sea data arise due to the limited 
amount of published data. Stippled boxes are likely to cover most of the isotopic variation for rocks (and clays) in the potential 
source areas. Encircled fields represent larger geographical regions and are designed to encompass average values of loess and dust 
sources. Data for the clays from the Danube Delta from Major et al. (2006) ; for the rocks from the SE Bulgaria and NW Turkey from 

Alici et al. (2002) , Georgiev et al. (2009) , Ruskov et al. (2006) ; for the rocks from the Danube plain and Carpathian mountains from 

Bojar et al. (2013) , Dupont et al. (2002) , Seghedi et al. (2007) ; for the ash from recent eruptions of the Santorini Volcano from Juul 
Petersen (2004) ; for the loess from the Danube plain and Carpathian basin from Schatz et al. (2015) , Újvari et al. (2012) ; for the 
loess from Ukraine from Schatz et al. (2015) ; for the Saharan dust from North Africa from Grousset et al. (1998) . 
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ust be noted that their studied samples covered a much 
onger time span, including deposition during both glacial 
nd inter-glacial periods, than what is the case in the
resent study. Weldeab et al. (2002) studied Late Pleis- 
ocene sapropels (S5 and S6 stages) and non-sapropels from 

he Eastern Mediterranean Sea. They argued that a binary 
ixing (cf. the hyperbolic mixing curve in Fig. 7 ) involving
 Saharan dust component and a component representing 
egean basalts and/or Nile Delta sediments were consistent 
ith the obtained Sr-Nd data. However, their sapropel data 
re distinctly different from our results from the Black 
ea. 
It remains speculative to assign realistic Sr (and Nd) iso- 

ope ratios to potential source components available during 
he appropriate time interval in the Black Sea. One feature
llustrating this is that reported Sr-Nd isotope data from a 
eographical area may vary as a function of the material
nalyzed as shown by e.g., data from rocks, suspended mat-
er and loess from the Danube plain ( Fig. 7 ). Although quite
imited, the variability in Sr-Nd isotope sapropel data indi- 
ates a mixing of different types of source components, and 
nitially two riverine components (one from SE Bulgaria/NW 

urkey and another one from the NW Black Sea) need to be
onsidered. This is suggested for reasons of proximity (SE 
ulgaria/NW Turkey) and because the rivers emptying in the 
W Black Sea, in particular, the Danube River, are known 
o have supplied huge amounts of suspended material into 
he Black Sea that could further be carried southwards by 
urface currents ( Murray et al., 2007 ). Four clay fractions
eparated from the sediments of the Danube Delta ( Major
t al., 2006 ), covering the time span 19—11 ka BP, have
ariable radiogenic compositions with 87 Sr/ 86 Sr ranging 
etween 0.723 and 0.751, whereas the other samples are
uch less radiogenic. These shifts to higher isotopic values 
ay be related to short-lived inputs from a high 87 Sr/ 86 Sr
ource associated with anomalous run-off into the Black 
ea ( Major et al., 2006 ). Although there are no 87 Sr/ 86 Sr
ata available for the suspended matter in the NW Black
ea during the ∼9 to 3 ka BP interval, it appears possible
hat a radiogenic component (schematically constrained 
o the box indicated by letter A in Fig. 7 ) was available
t this time period. Its Nd isotope composition may be
imilar to data known for the Danube plain ( Fig. 7 ). To the
est of our knowledge, no corresponding Sr isotope data
re available for the suspended matter entering the SW
lack Sea (run-off from SE Bulgaria/NW Turkey). However, 
he isotope composition of the bedrock in this landmass 
 Alici et al., 2002 ; Georgiev et al., 2009 ; Ruskov et al.,
006 ) suggests that released riverine suspended matter 
s expected to have quite unradiogenic Sr and relatively
adiogenic Nd values (cf. component B in Fig. 7 ). A NW
Black Sea) riverine suspended matter component could 
ossibly also carry loess soils known to cover large parts of
he Danube drainage basin and its surroundings. Its average
r-Nd isotope composition (cf. component C in Fig. 7 )
s fairly similar to the published data from the Danube
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plain, but extends to somewhat less radiogenic Sr isotope
compositions. For the given assumptions, a mixing involving
a predominant NW riverine component diluted with a SW
riverine component can apparently produce data that are
largely consistent with the Sr-Nd isotope composition of the
studied sediments, which were deposited over a time span
of ∼6 ka. Besides, given that deposition of Saharan dust has
been recognized in many areas of the northern hemisphere,
including the Eastern Mediterranean ( Papayannis et al.,
2005 ), this type of source (component D in Fig. 7 ) must also
be considered. Actually, the spread in Nd isotope ratios
could indicate a mix between an aeolian (average) Saharan
and a combined (NW + SW Black Sea) riverine component
and, in particular, the unradiogenic Nd isotope value for the
PLC-203 (260—262) sample ( εNd(0) = —12.5) argues for a
Saharan dust contribution. Moreover, one cannot reject the
possibility of certain air-borne transportation of material
from loess-covered landmasses north-west of the basin. 

It may also be mentioned that tephra from the large
Santorini eruption in ∼3300 BP has been identified in Unit II
of the Black Sea sediments ( Guichard et al., 1993 ), but not
in the other units sampled in the present study. However,
the tephra occupies only a ca 1cm thick layer and the Sr-Nd
isotope compositions of the Santorini volcanic products
( Juul Petersen, 2004 ) and those of the hypothetical ash-fall
related to the Quaternary volcanism in western Anatolia
( Alici et al., 2002 and references therein) exhibit average
values far from our data (cf. component E in Fig. 7 ). There-
fore, in the light of the Sr-Nd isotope systematics being
uniform for all the three stratigraphic units, we infer that
the possible effect of any kind of ash-fall was insignificant. 

Due to the lack of information about the prehistoric Pb
isotopic composition of the riverine input to the Black Sea
we cannot provide a detailed discussion about the sources
of the Pb isotopes. Generally, the obtained Pb isotope com-
positions are relatively evolved and the similarity in data
indicates a continuous supply from a crustal source that did
not change significantly during the ongoing sedimentation.
It is important to note that Pb in modern and even historical
riverine input in the region likely will be influenced to a
variable extent by anthropogenic Pb. In general, anthro-
pogenic Pb addition to lake or marine sediments in the
European region causes a shift in the Pb isotopes to lower
ratios (e.g., Kamenov et al., 2009 ; Shotyk et al., 1998 ).
Environmental archives show that the onset of Pb pollution
in Europe began around 3000 years ago, with particular
strong anthropogenic Pb input around 2000 years ago during
the Roman Empire ( Shotyk et al., 1998 ). Although we do not
have exact dates for the analyzed sediment samples in Unit
I, the boundary between Units I and II is dated to ∼3000
BP ( Kwiecien et al., 2008 ). Therefore, it is quite possible
that the slight decrease in 206 Pb/ 204 Pb at the upper levels
of Unit I ( Fig. 5 ) can be a result of the incorporation of
anthropogenic Pb in these sediments. 

6. Conclusions 

The last transition of the Black Sea from an oxic limnic
to anoxic-euxinic marine basin at the beginning of the
Holocene Epoch had a significant impact on the enrich-
ment (or depletion) of a range of elements in the deep-sea
sediments. At the onset of this transition, the deep wa-
ters evolved from oxic through suboxic to euxinic. Large
amounts of Fe were remobilized through a benthic redox
shuttle mechanism from the sediment when the suboxic
conditions were established and prevailed over the abyssal
plain and lower continental slope. With increasing euxinia
in the deep pool, the mobilized Fe 2 + was quantitatively re-
moved to the sediment, which was recorded as Fe enrich-
ment at the base of the lower Holocene Unit II. Sediment be-
neath the euxinic pool could not further release dissolved Fe
and the only Fe 2 + supply came from the narrow zone where
the suboxic transition layer between the euxinic (deep) and
oxic (surface) waters impinged the continental slope. The
reduced Fe flux to the euxinic pool (recorded as weak Fe
enrichment in the sedimentary archive) sharply increased
when the rising suboxic layer impinged the continental
shelf. The increased Fe supply was recorded as a second
peak of the Fe enrichment at the top of Unit II. The vertical
distribution of the Mn enrichment in the sediments seems
to be principally controlled by the diagenetic dissolution of
solid Mn phases in Unit II, Mn 2 + upward diffusion to and re-
precipitation in Unit I. Barium enrichment (depletion) in the
studied sediments is controlled by diagenetic reactions: sul-
fate reduction and methanogenesis. Vertical Ba profile sug-
gests that the sulfate-methane transition (important redox
boundary for the Ba cycle) in the studied area is localized
within the middle part of Unit II and the current authigenic
BaSO 4 front is at the Unit II/Unit I boundary. The major part
of Cu and Co, and partly Ni, Zn, Cr, W, Mo, V, Cd and Sb (in
the upper Unit III and lower Unit II) are interpreted to have
co-precipitated with Fe in the euxinic deep waters and been
incorporated into authigenic Fe-sulfides. Nickel, Zn, Cr and
W distributions in the upper Unit I are controlled by diage-
netic processes. Vertical enrichment profiles of Mo, V, Cd
and Sb are affected by basin reservoir effect. The U enrich-
ment at the base of Unit II is inferred to be at the expense
of the U inventory of the deepwater pool and a result of
inorganic reduction of U at euxinic conditions. The U en-
richment in Unit I is supposed to be a result of the bottom
seawater U influx. The high field strength elements (Zr, Hf,
Nb and Ta) are closely linked to the detrital component and
their depletion in the organic-rich Units II and I reflects di-
lution of the detrital component with biogenic. The weak
enrichments of REE, Sn and Th in all the three stratigraphic
units are seemingly controlled by adsorption on clay miner-
als. Strontium depletion and enrichment are controlled by
the decrease and increase of the biogenic CaCO 3 content. 

According to the Sr-Nd-Pb-isotope studies, the alumino-
silicate fraction (terrigenous component) of the studied
sediments is best explained by a relatively stable influx of
a dominant Danube plain component admixed with lesser
amounts of material delivered as dust from the Sahara
Desert and suspended matter from rivers draining the SE
Bulgaria and NW Turkey. 
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Summary The Curonian Lagoon is a shallow freshwater lagoon of significant environmental 
value in the south-eastern part of the Baltic Sea. The objective of the study was to evaluate 
changes of ice indices (duration, thickness and breakup dates) of this lagoon and to assess 
their possible tendencies in the 21st century. A methodology was developed combining the 
assessment of past changes (1960—2017) of ice indices and their projections in the near (2021—
2040) and far (2081—2100) future periods using a hydrometeorological database, statistical 
methods and regression analysis as well as regional climate models and RCP scenarios. Climate 
change has a considerable impact on ice conditions in the Curonian Lagoon. During the historical 
period of 1960—2017, the Curonian Lagoon was covered with ice for 72 days a year, ice thickness 
reached 23 cm, whereas ice breakup was observed in the middle of March on average. According 
to the different scenarios, in the near and far future periods, ice duration will last 35—45 and 
3—34 days, respectively. Ice thickness is projected to be 13—15 cm in the near future, whereas, 
at the end of the century, it is expected to decline to 0—13 cm. In the past, the lagoon ice cover 
remained until the middle of the third decade of February. At the end of the 21st century, 
RCP8.5 scenario projects the most drastic shifts: the permanent ice cover might be absent, 
whereas short-term ice cover is expected to melt already in the beginning of January. 
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ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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. Introduction 

ea-ice is considered as one of the most sensitive and ob-
ious indicators of climate change. In nature, the forma- 
ion and melting of sea-ice are conventional processes, but 
n recent years, acceleration of their changes is intimidat- 
ng. It was estimated that the Arctic sea-ice area shrank by
2 × 10 6 km 

2 or by 17.5% over the last 40 years ( Olonscheck
t al., 2019 ). As sea-ice areas diminish, the albedo of the
arth’s surface decreases, therefore less and less sunlight 
s reflected and more and more of it is absorbed. As a re-
ult, the air temperature rises even faster resulting in an 
ven more rapid increase of sea-ice melting ( Stroeve et al.,
012 ). 
Ice regime changes are not only accelerating climate 

hange but can lead to various ecological crises, as the
ce cover (and the snow layer on it) limits the penetration
f light into deeper layers of water bodies as well as the
as exchange between water and atmosphere. The shorten- 
ng of the ice cover period has a significant impact on the
iogeochemical processes and functioning of the aquatic 
cosystem ( Beall et al., 2016 ; Lindenschmidt et al., 2018 ;
oodward et al., 2010 ). It has been found that the shorter

ce duration leads to losses of time required for settling
nd consolidation of suspended particles into sediments, 
hereby reducing the extent of re-suspension following ice 
haw and thus increasing the concentration of nutrients 
 Kleeberg et al., 2013 ). 
Global-scale changes are particularly well reflected in 

he ice regime of water bodies in northern latitudes. It was
stimated that 14,800 lakes currently experience intermit- 
ent winter ice cover around the Northern Hemisphere and 
his number will increase by a dozen times at rising air tem-
eratures ( Sharma et al., 2019 ). Significant impacts of fu-
ure climatic changes on lake ice phenology were identi- 
ed for northern temperate lakes in the Laurentian Great 
akes region of North America ( Hewitt et al., 2018 ). Alarm-
ng shifts in ice extent and timing based on past trends are
rojected for the Bering and Chukchi Seas ( Douglas, 2010 ). A
tudy of ice seasons in the Baltic Sea during the 20th century
lso revealed a vulnerability of the ice formation process 
o the observed climate changes ( Jevrejeva et al., 2004 ).
he projections reveal that the Baltic Sea ice will signif- 
cantly decrease during this century as well ( Jylhä et al.,
008 ; Luomaranta et al., 2014 ). The Climatological Ice At-
as ( Sztobryn and Przygrodzki, 2012 ) provides detailed infor-
ation about the western and southern parts of the Baltic
ea in 1961—2010. It shows trends in reducing ice duration
nd earlier ice breakup dates in the Baltic Sea lagoons and
ays. Ice conditions in the largest coastal lagoon of the
altic Sea — the Curonian Lagoon — are also of great in-
erest and attract attention from research teams ( Baukšys, 
978 ; Rukšėnien ė et al., 2015 ). Baukšys (1978) analysed ice
egime data of the Curonian Lagoon in 1948—1972 and esti-
ated that this lagoon froze up at the beginning of Decem-
er, while ice breakup occurred at the beginning of April.
ce duration continued for 110 days on average, ranging 
rom 12 to 169 days. Rukšėnien ė et al. (2015) identified a
elation between ice phenomena and air temperature, SST 
nd salinity in the Curonian Lagoon using ice data of 1993—
013. However, no publications can be found that discuss 
uture changes of ice indices of this unique brackish lagoon
hile using regional climate models and RCP scenarios rec-
mmended by the IPCC’s Fifth Assessment Report (AR5) for
heir projections. 
The objective of this paper is to evaluate the changes

f ice indices of the Curonian Lagoon and to assess their
ossible tendencies in the 21st century using a hydrometeo-
ological database, regional climate models, RCP scenarios 
nd statistical analysis methods. 

. Material and methods 

.1. Study area 

he Curonian Lagoon is a shallow freshwater lagoon in the
outh-eastern part of the Baltic Sea ( Fig. 1 ). The Nemunas
iver supplies about 90% of its inflows. The Curonian Lagoon
as a significant international environmental value. The Ne- 
unas delta is a regional park and is included in the list of
amsar Convention sites. The lagoon itself is considered as 
 very valuable and important bird area preserved by the
onn Convention. Since 1929, in the Vent ė Cape ornithology
tation based in the headland of the Nemunas delta, about
0—80 thousand birds are ringed each year. The Curonian La-
oon is also well-known for the richness and abundance of
ts fish species. The Curonian Spit National Park is included
n the UNESCO World Heritage List. 

The surface area of the lagoon is 1584 km 

2 in total. 381.6
m 

2 of its northern part belong to Lithuania. The volume of
he Curonian Lagoon is 6.2 km 

3 , the mean depth is 3.8 m,
hile the maximum depth is 5.8 m ( Gailiušis et al., 2001 ).
 98 km long Curonian Spit separates the lagoon from the
altic Sea coast. Water exchange with the sea is possible
nly through the Klaip ėda Strait, where the port of Klaip ėda
s located. Due to the geographic location and local climate
onditions, the Curonian Lagoon is ice-covered for an av-
rage of 72 days. However, due to intensive shipping, even
n severe winters, ice cover in the territory of the Klaip ėda
ort is being broken by vessels entering or leaving the port.
he rest of the lagoon usually remains covered with ice, the
hickness of which varies between 10 and 70 cm ( Baukšys,
978 ). 

.2. Methodology and data 

 methodology was developed combining the assessment 
f past changes (1960—2017) of ice indices (ice duration,
hickness and breakup date) and their projections in the
ear (2021—2040) and far (2081—2100) future. Changes in 
he past were evaluated using statistical analysis methods, 
hereas projections were carried out according to the cre-
ted methodology covering two main steps ( Fig. 2 ). 
The first step was an assessment of the statistical re-

ationship between the ice indices (ice duration, thickness 
nd breakup date) in the Curonian Lagoon and different hy-
rometeorological parameters such as air and water tem- 
eratures, wind speed and atmospheric circulation indices 
NAO, AO, SCAND) ( Fig. 2 ). Data of the reference period of
986—2005 (recommended by IPCC, 2013 ). Meteorological 
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Figure 1 Location of the Curonian Lagoon and monitoring stations (MSs). 

Figure 2 Methodological scheme for projection of ice in- 
dices. T avg — mean air temperature in December—February at 
Nida MS, T W 

— water temperature of the winter season in the 
Curonian Lagoon, �T N — sum of negative air temperatures at 
Nida MS, V Nida and V Klaip ėda — wind speed at Nida and Klaip ėda, 
S L — salinity of the Curonian Lagoon in winter season, NAO, AO 

and SCAND — atmospheric circulation indices. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

parameters having the most significant impact on ice for-
mation were identified. Statistical relationships (equations)
were created between the identified meteorological param-
eters and the selected ice indices. These equations were
intended to be used for projections. 

In the second step, in order to make projections of ice
indices, future changes of meteorological parameters ac-
cording to three regional climate models and three sce-
narios called representative concentration pathways (RCPs)
were determined ( Fig. 2 ). RCPs were used to create pro-
jections based on various factors, including demographic
data, economic activity, lifestyle, energy use, technology
and climate policy. They describe four different pathways
of greenhouse gas concentration (GHG) emissions and at-
mospheric concentrations, air pollutant emissions and land
use in the 21st century ( IPCC, 2013 ). In this study, the
three most common RCPs were applied: RCP2.6, RCP4.5 and
RCP8.5. RCP2.6 is representative of scenarios that lead to
very low GHG levels: the projected peak in radiative forc-
ing is at about 3 W/m 

2 by mid-century and declines to 2.6
W/m 

2 by 2100 ( van Vuuren et al., 2011 ). RCP4.5 is con-
sidered as a stabilisation scenario in which the total ra-
diative forcing (4.5 W/m 

2 ) is stabilised shortly after 2100,
without overshooting the long-run radiative forcing target
level ( Thomson et al., 2011 ). RCP8.5 is characterised by ris-
ing GHG emissions over time, representative of scenarios
that lead to high GHG concentration levels ( Riahi et al.,
2011 ). A grid cell of the selected regional models (ICHEC-
EC-EARTH (thereafter EARTH, the Norwegian Earth System
Model), MOHC-HadGEM2-ES (thereafter HAD, Hadley Cen-
tre Global Environmental Model, UK) and MPI-M-MPI-ESM-
LR (thereafter MPI, the Max Planck Institute for Meteo-
rology)) is 11 × 11 km ( https://www.euro-cordex.net ). We
used one of the model output statistics methods (MOS) for
recalculation of the values from the regional climate model
(RCM) cell to the location of the meteorological station.
The selected method of Quantile mapping (QM) is suitable
not only for statistical downscaling of air temperature but
for the data of other meteorological parameters as well
( Gudmundsson et al., 2012 ; Sunyer et al., 2015 ). The main
equation of this method is the following: 

P 0 = h ( P s ) = F −1 
0 ( F s ( P s ) ) , (1)

https://www.euro-cordex.net
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Figure 3 A normal Q—Q plot projections of Nida MS air temperature data in the reference period according to regional climate 
models without (a) and using (b) Quantile mapping method. 
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Figure 4 Duration of the Curonian Lagoon ice cover in 1960—
2017. 
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here P 0 — observed meteorological parameter, P s — me- 
eorological parameter of climate model, F s — cumulative 
istribution function (CDF) of P s , F −1 

0 — inverse CDF of P 0 . 
All calculated results are assessed with respect to the 

eference period (1986—2005). 
A specific example of the application of the QM method

or air temperature data at Nida MS is provided in Fig. 3 . A
ormal Q—Q plot was prepared comparing average monthly 
ir temperature standard data ( y -axis) of regional climate
odels (RCMs) to a standard observed air temperature data 

 x -axis) in the reference period (1986—2005). Considerable 
ifferences between the observed data and its projections 
ccording to RCMs were identified ( Fig. 3 a). For a more ac-
urate estimate of future changes in air temperature pat- 
erns, the reference temperature data should correspond 
o the climate model projections for the reference period 
s much as possible. Recalculated air temperature data of 
he reference period according to the RCMs and using the
M method was almost identical to the observed temper- 
ture data at Nida MS ( Fig. 3 b). Thus it can be concluded
hat the selected regional climate models and downscaling 
echnique are suitable for air temperature projections and 
an be used to project ice indices as well. 
According to the created statistical equations between 

ce cover indices and hydrometeorological parameters, pro- 
ections of ice cover duration, thickness and breakup dates 
ere made using three regional climate scenarios under 
hree RCP scenarios for the near (2021—2040) and far fu-
ure (2081—2100) periods. The results of the projections 
ere compared with ice indices calculated using the same 
limate models for the reference period (1986—2005). 
Ice data (days with ice (duration), thickness and breakup 

ates) of 1960—2017 from Klaip ėda, Juodkrant ė (closed in 
012), Nida, Vent ė and Uostadvaris (opened in 2013) water
auging stations (WGS) ( Fig. 1 ) were used for ice regime
nalysis in the past. 
Equations for projections of ice cover indices were 

reated according to air temperature at Nida meteoro- 
ogical station (MS), wind speed at Klaip ėda and Nida MS,
agoon water temperature near Nida, water salinity near 
uodkrant ė and atmospheric circulation indices (NAO, AO, 
i  
CAND). Air temperature data of regional climate models 
ARTH, HAD and MPI according to RCP2.6, RCP4.5 and
CP8.5 scenarios were obtained from the EURO-CORDEX 
atabase ( https://www.euro-cordex.net ). Atmospheric 
irculation indices were derived from the NOAA database 
 www.cpc.ncep.noaa.gov ). 

. Results 

.1. Ice conditions in the historical period 

he analysis of mean annual ice indices (duration, thickness 
nd breakup dates) according to data of Klaip ėda, Juod-
rant ė, Nida and Vent ė WGS identified change patterns and
rends of these indices in the historical period of 1960—2017
 Fig. 4 —6 ). 
The Curonian Lagoon is covered with ice for 72 days a

ear, on average. The duration of ice cover in different years
aried from 10 (1993) to 132 days (1996). The relations be-
ween the mentioned ice data and the mean winter tem-
erature (T winter ) of Nida MS were determined. Permanent
ce cover may not form at all if T winter is above 2.4 °C (as in

https://www.euro-cordex.net
http://www.cpc.ncep.noaa.gov
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Figure 5 The mean thickness of the Curonian Lagoon ice in 
1960—2017. 

Figure 6 Ice breakup dates in the Curonian Lagoon in 1960—
2017. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1992). The permanent ice cover lasts up to 20 days when 1 °C
< T winter < 2.4 °C, 20—60 days — when −1.3 °C < T winter < 1 °C,
60—100 days — when −3.6 °C < T winter < −1.3 °C and the la-
goon ice cover remains for 100—140 days if T winter decreases
down to −3.6 °C. 

Figure 4 reveals a steady decline in ice duration in the
historical period. In 1960—2017, permanent ice of the Curo-
nian Lagoon decreased by 0.8 day/yr. However, the decrease
rate was different in separate periods: in 1986—2005 (during
the reference period used for projections) it changed only
slightly, while in 1960—1985 (before the reference period)
it declined to 0.4 day/yr. In 2006—2017 (after the reference
period) it fell to 1.9 days/yr. 

Ice thickness is another critical index which was analysed
over the historical period. Strong variation of the annual ice
thickness of the Curonian Lagoon is presented in Figure 5 .
In certain years with cold winters, the mean thickness of
ice cover exceeded 40 cm (in 1979, 1987 and 2003). How-
ever, in the case of warm winters, the constant ice cover
did not form or was too thin to allow safe measurements
(1975, 1989, 1992, 2000, and 2015). The detected trends re-
vealed an unsubstantial but steady decline of the analysed
index. Over the entire period of 1960—2017, ice thickness
decreased by 3 cm. Until 1986, the average thickness of ice
decreased by 0.1 cm/yr. It decreased by 0.2 cm/yr during
the reference period and by 1.0 cm/yr since 2006. 
The last analysed ice index of the Curonian Lagoon was
the ice breakup date ( Fig. 6 ). During the entire observa-
tion period, the earliest date of the ice breakup was in the
first decade of January, while the latest date was in the last
decade of April. A significant negative trend in ice breakup
dates was identified ( Fig. 6 ). At the beginning of the obser-
vation period, on average, the Curonian Lagoon ice broke up
in the third decade of March, while at the end of this period
it broke up in the third decade of February. Therefore, the
records reveal that ice breakup has advanced by one month
(every second year it is reduced by one day). Over the ob-
servation period, ice broke up earlier in a different speed:
until 1986, this process started earlier by 0.2 day/yr, during
the reference period — by 0.6 day/yr and since 2006 — by
1.9 days/yr. 

The data showcased in Figures 4—6 revealed that in the
period of 2006—2017, considerable tendencies of decreasing
ice duration and thickness as well as the earlier beginning
of ice breakup process in the Curonian Lagoon were being
observed. 

3.2. Evaluation of hydrometeorological 
parameters with the greatest impact on ice 

formation 

Local hydrometeorological conditions (air and water tem-
peratures and wind speed) and atmospheric circulation in-
dices (NAO, AO, SCAND) determine ice indices (its duration,
thickness and breakup date). Hydrometeorological param-
eters having the greatest impact on ice formation in the
Curonian Lagoon were identified applying correlation anal-
ysis. The estimated correlation coefficients are provided in
Table 1 . 

Mean air temperature in December—February at Nida MS
(T avg ), sum of negative air temperatures at Nida MS ( �T N )
and water temperature of the winter season in the Curonian
Lagoon (T W 

) were identified as best correlating with ice in-
dices. A very weak correlation existed between ice indices
and atmospheric circulation indices. The rest of the studied
parameters (wind speed (V Nida , V Klaip ėda ) and salinity (S L ) in
winter season) did not show a significant relationship. 

Therefore, T avg , �T N and T W 

were used for further anal-
ysis. Equations describing the dependence of ice indices on
the selected hydrometeorological parameters were devel-
oped using polynomial regression analysis ( Eqs. 2 —4 ): 

D = −0 . 0003�T 2 N + 0 . 3701�T N − 5 . 0079 , (2)

T = −0 . 00001�T 2 N + 0 . 0479�T N + 9 . 9040 , (3)

B = −0 . 0003�T 2 N + 0 . 3797�T N + 9 . 0662 , (4)

where D — ice duration, days, T — average thickness of ice
cover, cm, B — date of complete ice breakup, days, �T N —
the sum of negative air temperatures at Nida from Decem-
ber to April, °C. 

Correlation coefficients between the observed ice in-
dices and those calculated according to equations varied
from 0.89 to 0.94. This indicates that the created equations
are suitable to project future changes of ice indices. These
developed equations were based on statistical relations be-
tween the sum of negative air temperatures and ice indices
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Table 1 Linear correlation coefficients between ice indices and hydrometeorological parameters. 

Ice indices Hydrometeorological parameters 

T avg T W 

�T N V Nida V Klaip ėda S L NAO AO SCAND 

Duration −0.93 −0.71 −0.91 0.09 −0.10 −0.20 −0.24 −0.48 0.28 
Thickness −0.83 −0.46 −0.90 0.20 0.04 0.12 −0.02 −0.24 −0.07 
Breakup date −0.93 −0.55 −0.91 0.13 −0.11 −0.22 −0.25 −0.49 0.25 

where T avg — mean air temperature in December—February at Nida MS, T W 

— water temperature of the winter season in the Curonian 
Lagoon, �T N — sum of negative air temperatures at Nida MS, V Nida and V Klaip ėda — wind speed at Nida and Klaip ėda, S L — salinity of the 
Curonian Lagoon in winter season, NAO, AO and SCAND — atmospheric circulation indices. 
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Figure 7 Ice indices in the near (2021—2040) and far future 
(2081—2100) relative to the reference period: a) duration, b) 
thickness, c) breakup date. 
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f the period of 1986—2005. They can be applied only if
T N ≤ −60 °C. Otherwise, if �T N > −60 °C, it is assumed
hat a permanent ice cover is absent. 

.3. Ice conditions in the near and far future 

rojections of ice indices in the Curonian Lagoon for the
ear (2021—2040) and far future (2081—2100) periods were 
ssessed as the mean of three regional climate models 
RCMs) according to a different RCP. The results were com- 
ared with the values of ice indices calculated using the
ame RCMs for the historical period (1986—2005). The find- 
ngs revealed that in both future periods the ice regime in
he lagoon is going to change significantly. In the near fu-
ure, these changes will be negligible, whereas. at the end 
f the century (especially according to RCP8.5), ice phe- 
ology and thickness are expected to change substantially 
 Fig. 7 ). 
According to the data of RCMs, ice duration on the Curo-

ian Lagoon during the winter season is on average 55 days
n the reference period. This number can vary from 17 to 87
ays in different years depending on climate conditions (i.e. 
ir temperature). The analysis of future projections shows 
hat the dispersal of values of ice indices in the range of
5—75% quartiles decreases when climate scenarios get ex- 
reme ( Fig. 7 a), but the gap between the extreme values
nd the mean increases. According to the scenarios, ice du-
ation will last from 35 to 45 days on average in the near
uture, while only lasting for 3—34 days in the far future
 Fig. 7 a). 
According to the data of RCMs, the mean ice thickness 

f the lagoon varied from 9 to 27 cm (19 cm on aver-
ge) in the reference period ( Fig. 7 b). No drastic trends
n ice thinning were identified for the near future pe-
iod: ice thickness is projected to be 13—15 cm depend-
ng on the used scenario ( Fig. 7 b). However, in case of
he most extreme RCP8.5 scenario, in the far future ice 
over will form only once every five years and its thick-
ess will reach 4—11 cm. At the end of the century, ice
hickness is expected to be 13 cm and 9 cm according
o RCP2.6 and RCP4.5 scenarios respectively. This index is 
rojected to decline by 32% and 53% according to RCP2.6
nd RCP4.5 scenarios respectively relative to the reference 
eriod. 
The index of ice phenology in the Curonian Lagoon was 

ts breakup date. During the reference period, the lagoon 
ce cover remained until the middle of the third decade of
ebruary. However, the statistical relationship between ice 
reakup dates and the sum of negative air temperatures as
ell as the regional climatic data revealed that this date
dvanced both in the near and far future ( Fig. 7 c). During
he first period, in case of RCP2.6 scenario, the breakup will
e observed in the middle of the second decade of Febru-
ry, while according to the most pessimistic scenario it will
ccur at the end of the first decade of this month (i.e. by
 days later). In the far future period, the breakup will ad-
ance even more: it might begin in the first days of February
according to RCP2.6) or even at the end of the third decade
f January (according to RCP4.5). RCP8.5 scenario projects 
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the most drastic shifts: at the end of the 21st century, the
long-term ice cover might be absent, whereas short-term
ice cover is expected to melt at the beginning of January. 

4. Discussion 

The present study was intended to assess the impact of cli-
mate change on ice conditions of the Baltic Sea’s Curonian
Lagoon. Many authors confirm that climatic factors (such as
air temperature, wind speed, etc.) have the greatest influ-
ence on the sea-ice regime ( Baukšys, 1978 ; K ļ avi ̧n š et al.,
2016 ; Stroeve et al., 2012 ; Sztobryn et al., 2012 ). As it was
expected, the results showed an obvious influence of rising
air temperatures on the lagoon ice regime both in the past
and future, i.e. ice duration and thickness will continue to
decrease, while ice breakup is expected to begin earlier. 

Other studies and observation data show that lagoons
of the Baltic Sea have different ice regimes, although they
are located in similar geographical and climate conditions.
According to the Climatological Ice Atlas ( Sztobryn and
Przygrodzki, 2012 ), in 1961—2010, in the southern part of
the Baltic Sea, the average number of days with ice in the
Vistula Lagoon was 83 days, while in the western and east-
ern parts of the Szczecin Lagoon it was 60 and 61 respec-
tively. A recent study by Chubarenko et al. (2019) gener-
alised the data of the Vistula Lagoon from 1946 and con-
firmed a decreasing trend of the number of days with ice
coverage. According to Dailidien ė et al. (2012) , the duration
of the ice season in the Baltic Sea itself (at Nida) decreased
by 50% during the period of 1961—2005 due to continuously
warming winters and today the duration of ice season is ap-
proximately one month. Further north, in the Gulf of Riga,
which has a direct connection with the Baltic Sea, the esti-
mated average number of days with ice cover for the period
of 1949—2013 was 64 (at Salacgriva) ( K ļ avi ̧n š et al., 2016 ).
The authors of the current study estimated that according
to the data of 1960—2017, the Curonian Lagoon is covered
with ice for 72 days per year on average; this number varies
from 10 to 132 days and is in line with the mentioned find-
ings. 

The estimated rate of decrease of ice duration in the
Curonian Lagoon was 2.0 days/10 years over the observation
period (1960—2017) and was similar to the ones estimated in
the Szczecin Lagoon (in 1889—1995) ( Kozuchowski and Gir-
jatowicz, 1997 ), the Gulf of Riga (in 1949—2013) ( K ļ avi ̧n š et
al., 2016 ) and the Vistula Lagoon (in 1961—2010) ( Sztobryn
and Przygrodzki, 2012 ): 2.6, 2.7 and 3.2 days/10 years re-
spectively. 

Due to climate change, ice cover breakup dates in the
Baltic Sea and its lagoons are getting earlier as well. It was
estimated that in the Gulf of Riga ice disappears earlier by
5.2 days/10 years (1949—2012) ( K ļ avi ̧n š et al., 2016 ), while
in the lagoons of Vistula and Szczecin ice melts earlier by 3.7
and 3.6 days/10 years (1961—2010) respectively ( Sztobryn
and Przygrodzki, 2012 ). According to the current study, ice
on the Curonian Lagoon breaks up 4.4 days earlier every 10
years. 

According to Jevrejeva et al. (2004) , 100 year-long time
series of ice data from the coastal observation stations in
the Baltic Sea provide evidence of a general trend toward
easier ice conditions; the largest change is in the length of
the ice season, which is decreasing by 14—44 days per cen-
tury. The trends of a reduction of about 8—20 days per cen-
tury to the earliest ice breakup detected in this study are
in agreement with a warming trend in the winter air tem-
perature over Europe. Other studies by Tarand and Nordli
(2001) and Jaagus (2006) in Finland, by Jevrejeva (2001) in
Latvia and by Sztobryn (1994) in Poland are also in accord
with the current study, indicating negative trends in the ice
cover duration and thickness in the Baltic Sea coastal wa-
ters. 

Ice regime changes are recorded not only in the Baltic
Sea and its lagoons but also in other lagoons and lakes
of the world. A similar pattern of results was obtained by
Shirasawa et al. (1994) in the Saroma Lagoon (Hokkaid ō,
Japan), where the estimated average duration of ice cover
of 110 days in 1963—1978 declined to 72 days in 1979—1992.
In Canada, in the period of 1951—2000, trends toward ear-
lier ice breakup dates were detected for many lakes during
the latter part of the 20th century ( Brown and Duguay, 2010 ;
Duguay et al., 2006 ; Latifovic and Pouliot, 2007 ). Long-
term records of winter ice duration, formation, and breakup
dates (1869—1996) and maximum thickness (1950—1995) on
the World’s deepest Lake Baikal revealed highly significant
trends of decreasing ice duration and thickness over the pe-
riod, associated with later ice formation and earlier breakup
dates, and these trends are broadly in line with those of win-
ter air temperatures in the region ( Todd and Mackay, 2003 ).

Ice regime changes are related to the water body thermal
regime, which in turn has a major role in the water ecosys-
tem and its biochemical processes. Due to climate change,
expected changes in ice conditions are going to have consid-
erable consequences for aquatic systems, which is the rea-
son why the projection of these negative effects is of great
importance. Therefore, investigation of the ice regime of
large water bodies should also encompass projections of its
changes using climate models based on different future sce-
narios. However, while reviewing the available literature,
no such scientific studies were found about the projection
of ice indices in the Curonian Lagoon or other lagoons of the
Baltic Sea. Projections based on simulations produced with
seven regional climate models under two greenhouse gas
emissions scenarios (A2 and B2) for the period of 2071—2100
made by Jylhä et al. (2008) showed a drastic decrease of ice
in the Baltic Sea. A similar investigation which used climate
models and emission scenarios recommended by the IPCC’s
Fourth Assessment Report (AR4) (2007) was carried out for
Lake Ontario (Canada) ( Minns et al., 2014 ). It was found
that in the middle of the 21st century, lake ice will break
up 7 −8 days earlier relative to the reference period. The
duration of the ice cover on Lake Ontario will reduce from
14 (according to the mildest scenario) to 17 days (accord-
ing to the most drastic scenario), while the maximum ice
cover thickness will decrease from 7.5 to 9.0% compared to
the reference period ( Minns et al., 2014 ). Luomaranta et al.
(2014) estimated future changes in the Baltic Sea ice indices
under the RCP4.5 and RCP8.5 scenarios based on tempera-
ture responses produced by 28 CMIP5 GCMs. According to
both studied RCP scenarios, the annual maximum ice extent
was found to decrease markedly. As expected, the decline
in mean maximum sea ice thickness in coastal areas is faster
in the RCP8.5 scenario than in the RCP4.5 scenario. Accord-
ing to RCP8.5, in a conventional winter of the 2080s, sea
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ce would only occur in the Bay of Bothnia, with a maximum
ce thickness of 30—40 cm, and in the north-eastern parts of
he Gulf of Finland, with an ice thickness of 0—10 cm. Con-
istent with the available literature, the current research 
dentified similar tendencies of ice regime changes due to 
limate change in the future. Projections showed that in the
ear future, ice duration will reduce to 35—45 days in the
uronian Lagoon, while in the far future, it will last only for
—34 days. Significant shifts in ice thickness were identified 
nly in the second future period, when changes projected 
nder the RCP8.5 scenario may even lead to ice loss. Ice
reakup will advance almost by a month according to the
xtreme scenario relative to the reference period. 
Tendencies of changes of ice indices are similar in the

uronian Lagoon and the mentioned water bodies around 
he World. The intensity of changes of ice indices de-
ends on morphometric characteristics of water bodies 
such as volume, surface area, and depth) as well as local
eographical—climatic conditions. 

. Conclusions 

limate change has a considerable impact on ice conditions 
f the investigated Curonian Lagoon as it was well demon-
trated using both historical data and the future projec- 
ions. During the historical period of 1960—2017, the Curo- 
ian Lagoon was covered with ice on average for 72 days
 year, permanent ice cover decreased by 0.8 day/yr, ice 
hickness declined by 3 cm, whereas ice breakup has ad-
anced by one month. 
According to different scenarios, in the near future 

2021—2040), ice duration will last 35—45 days, while in the
ar future (2081—2100), it will remain only for 3—34 days. 
n the reference period of 1986—2005, ice duration was 55 
ays on average. 
In the near future, ice thickness is projected to be 13—

5 cm, whereas at the end of the century, it is expected to
ecline to 13 (under RCP2.6) or even 9 (under RCP4.5) cm.
hile during the reference period, the mean ice thickness 
f the lagoon was 21 cm. 
The lagoon ice cover remained until the middle of the

hird decade of February; this date will advance both in the
ear and far future. RCP8.5 scenario projects the most dras-
ic shifts: at the end of the 21st century, the long-term ice
over might be absent, whereas short-term ice cover is ex- 
ected to melt at the beginning of January. 
Similar trends of changes of ice indices are expected to

ccur in other unexplored water bodies since the identified 
hanges are closely in line with the described studies. Fu-
ure research should further develop and confirm these ini- 
ial findings by using numerical ice sheet models and the
ewest climate scenarios data. 
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SUMMARY Different analytical models have been evaluated for estimating wind speed of the 
tropical storm, where the storm-induced wind velocity is calculated as a function of distance 
from the center of the hurricane. For these models, different parameters such as maximum 

wind speed, a radius of the maximum wind, hurricane shape parameter, hurricane translation 
speed and the orientation of the trajectory, etc., affect the shape of a hurricane. Hurricanes 
Lili (2002), Ivan (2004), Katrina (2005), Gustav (2008) and Ike (2008) from the Gulf of Mexico 
were used for skill assessment. The maximum wind radius was calculated using significant wind 
radii ( R 34 , R 50 and R 64 ) reported by the National Hurricane Center. Different formulas for calcu- 
lating the radius of maximum wind speed were evaluated. The asymmetric wind field for each 
hurricane was generated using analytic methods and compared with in situ data from buoys in 
the Gulf of Mexico and the H 

∗Wind data. Analytical models were able to predict high wind speed 
under tropical cyclone conditions with relatively high precision. Among the analytical models 
evaluated in this research, the model proposed by Holland et al. (2010) showed excellent re- 
sults. Dynamical wind models such as NCEP/NARR provide wind speed with the coarse spatial 
resolution which is acceptable for far-field locations away from the hurricane eye. In contrast, 
analytical models were able to produce sufficiently reliable wind speed within a particular ra- 
dius from the center of the hurricane. Therefore blending of dynamical and analytical models 
can be used to provide accurate wind data during hurricane passage in the Gulf of Mexico. 
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1. Introduction 

A tropical cyclone (TC) is a rapidly rotating storm system
characterized by a low-pressure center and strong winds.
TC might be called a hurricane, typhoon, tropical storm,
tropical depression, or a cyclone depending on their inten-
sity over different locations around the world. In general,
a tropical cyclone generates high energy winds, incredi-
ble waves, torrential rain, and coastal flooding from storm
surge. When it approaches the coast making landfall, the
huge waves and storm surge are major threats to human life
and property in coastal regions of the world. Among such
susceptible coasts, one may refer to the northern Gulf of
Mexico; where enormous property damage, and loss of life
are ubiquitously associated with TC landfalls each year. As
a result, simulation and prediction of tropical storms are of
paramount importance. 

Depperman (1947) adopted a model called Rankine vor-
tex based on the rotation of the current around a rigid body
to simulate the hurricane. This model was then modified by
Hughes (1952) who presented the modified Rankine vortex
model (MRV). Jelesniansky (1992) proposed a model called
Sea, Lake, and Overland Surges from Hurricanes (SLOSH)
for simulating hurricanes and its impact along the coast.
Houston et al. (1999) evaluated the differences between
Hurricane Research Division (HRD) surface wind analysis
data and results of SLOSH model. There are several analyt-
ical relationships for modeling surface wind velocity of a
hurricane, based on the radial distance from the hurricane
center (e.g. DeMaria and Kaplan, 1994 ; Holland, 1980 ;
Holland et al., 2010 ; Jelesniansky, 1967 ; Knaff et al., 2007 ;
Willoughby et al., 2006 ; Wood et al., 2013 ). Considering
Holland (1980) model and Advanced Coastal Circulation
(ADCIRC) model for simulating a hurricane in the symmet-
rical and asymmetrical conditions, Mattocks and Forbes
(2008) developed a deterministic prediction system for
hurricanes and corresponding floods induced by storm surge
along the North Carolina coast. The results led to National
Weather Service (NWS) models such as NWS8 and NWS19, for
simulating symmetrical and asymmetrical hurricanes in the
Surface-Water Modeling Solution. Harper (2002) , Atkinson
and Holliday (1977) , Dvorak (1975) , Knaff and Zehr (2007) ,
and Holland (2008) evaluated the relationships between the
maximum wind velocity, V max , and central pressure of the
hurricane. In Holland (1980) , the centeral pressure of the
hurricane decreases with an increase in maximum sustained
wind speed. Given the fact that the Holland (1980) method
assumes a symmetric hurricane, while an actual hurricane
is asymmetric in its core, recent studies improved the
Holland (1980) model for asymmetric hurricane condition
(e.g. Chen et al., 2003 ; Xie et al., 2006 ). 

Several empirical formulations have been focused on
calculating the maximum wind radius ( R max ) in asymmet-
ric conditions (e.g. Graham and Nunn, 1959 ; Kawai et
al., 2005 ; Knaff et al., 2007 ; Takagi et al., 2012 ). Xie
et al. (2006) employed the significant wind radii ( R 34 , R 50

and R 64 ) at four quadrants of the hurricane to estimate
R max ). Phadke et al. (2003) used existing analytical wind
models to evaluate performance of the wind field resulted
from Hurricane Iniki. Emanuel (2004) derived a model for
the outer region of the hurricane, based on the combination
of free-tropospheric thermodynamic balance and boundary-
layer Ekman dynamic balance. He used angular entropy and
the momentum balance in the boundary layer and for the
inner convective region of the hurricane. In these solutions,
the absolute temperature of the outflow is assumed nearly
constant; whereas Emanuel and Rotunno (2011) showed this
assumption is flawed in most of the cases. They argued that
the thermal stratification of the outflow was set by small-
scale turbulences which would limit the Richardson Number;
implying the variation of outflow temperature with angular
momentum. Such variation leads to a realistic prediction of
the vortex structure of a hurricane. 

Wind structure in a hurricane is based upon two com-
ponents in the northern hemisphere: a counter-clockwise
rotation of the surface background wind and the storm
translation speed. Lin and Chavas (2012) , and later Chavas
et al. (2015) have mathematically merged existing theoret-
ical solutions for the radial wind structure on the top of the
boundary layer in the inner ascending region of the hurri-
cane. It was based on the solution of Emanuel and Rotunno
(2011) in which convective transfer of moisture and heat
was persistent. In the outer descending region, the solution
of Emanuel (2004) was employed in which the convection
was absent. Hu et al. (2012) proposed a parametric hur-
ricane wind model based on the asymmetric Holland-type
vortex models. They included the impact of Coriolis deflec-
tion on the hurricane shape parameter. They also excluded
the forward velocity of hurricane before applying the Hol-
land vortex model to avoid unnecessary exaggeration of the
wind asymmetry. 

In general, analytical wind models are suitable for simu-
lating wind field up to a specific radius from the center of
hurricane, and beyond which prediction would go wrong as
hurricane may be affected by other global weather systems.
Wood et al. (2013) showed that central pressure deficit in an
axisymmetric vortex core is strongly related to the choice of
free parameters that control the shape of the radial profiles
of the tangential velocity. A new model to represent TC wind
velocity field is developed by Wijnands et al. (2016) consist-
ing three components fit to the maximum wind velocities in
the eye to capture the extent of gale-force winds around
the TC, and the construction of the wind profile using a cu-
bic spline approach. 

Another method for simulating hurricane wind is to use
long-term reanalysis wind data such as data provided by
the National Centers for Environmental Prediction (NCEP),
the European Centre for Medium-Range Weather Fore-
casts (ECMWF), and the Cross-Calibrated Multi-Platform
(CCMP). Such wind data have also been extensively used for

http://creativecommons.org/licenses/by-nc-nd/4.0/
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indcasting and predicting the hydrodynamics in various 
cean basins. However, studies have shown that the use 
f such coarse-resolution reanalyzed data for forcing wave 
odels led to underestimation of wave height. The qual- 

ty of wind data is always blamed for such an underes-
imation (e.g. Brenner et al., 2007 ; Cavaleri and Sclavo, 
006 ; Mazaheri et al., 2013 ; Moeini et al., 2010 ; Signell
t al., 2005 ). Combining two data sources, i.e., Holland
1980) model and CCMP data, Pan et al. (2016) reported im-
rovement in wind field hindcast for two TCs, i.e., Fanapi 
nd Meranti, which made landfall in China. They evaluated 
he effect of different TC models on hindcasting V max . Com-
ining wind data from different sources have been used ex- 
ensively for improving hurricane wave modeling in the Gulf 
f Mexico (e.g. SiadatMousavi et al., 2009 ). 
This study quantitatively evaluates the wind fields cal- 

ulated using different parametric models for several hurri- 
anes traversed across the Gulf of Mexico. Given that R max is
n important parameter contributing to the storm-induced 
ind velocity, its influences on the wind field is compared
mong different analytic methods and the most appropri- 
te method is selected for calculating R max in the Gulf of
exico. All evaluations were based on in situ data from Na-
ional Data Buoy Center (NDBC) buoys. Finally, most appro- 
riate analytical model data were compared against H 

∗Wind 
odel in terms of hurricane forward motion, angle of the
aximum wind velocity, V max and the range in which ana- 

ytical model is applicable. The results of analytical models 
ere also compared with NCEP/NARR (North American Re- 
ional Reanalysis) dynamical model to determine whether it 
s possible to merge both datasets to produce an optimized
ind data for the study area. 

. Parametric tropical storm-induced wind 

elocity 

ind vector, V , of a TC is composed of rotational velocity of
he hurricane and the translational motion of the hurricane 
ye, and can be expressed as follows: 

 = k m 

V r + δm 

V m 

, (1) 

here V r is velocity over a distance r from the hurricane
enter, V m 

is the hurricane translation velocity, k m 

can be 
onsidered as 0.8 according to Powell (1980) ; however, his 
ater observational studies (e.g. Powell et al., 1991 , 1998 )
ave showed its variability over the range 0.7 to 0.9, due
o variations in the vertical stability. The asymmetry coeffi- 
ient δm 

is equal to zero for a symmetric hurricane and 0.5
or an asymmetric one. 
Numerous methods have been proposed for calculating 

 r . Schloemer (1954) proposed a radial relationship for cal- 
ulating the pressure based on the difference between the 
entral surface pressure of the hurricane ( P c ) and the am-
ient pressure ( P n ). Later on, Holland (1980 , hereafter H80)
odified the Schloemer’s theory and presented a rectangu- 

ar hyperbola radial relationship between pressure and wind 
elocity as follows: 

 ( r, θ ) = P c + ( P n − P c ) exp 
[(

−R max ( θ ) 

r 

)]B 

, (2) 
 r ( r, θ ) = 

[ 

B 

ρa 

(
R max ( θ ) 

r 

)B 

( P n − P c ) exp 
[(

−R max ( θ ) 

r 

)]B 

+ 

(
r f 
2 

)2 
] 0 . 5 

− r f 
2 

, (3) 

here ρa is the density of air, P ( r, θ) is the surface pressure
t a distance of r from the hurricane center, B is a hurricane
hape parameter, f is the Coriolis parameter f = 2� sin (φ) ,
is the rotational frequency of the earth and ϕ is the lati-

ude. The parameter " B " is used to relate the pressure to the
ind field and it plays an important role in estimating V max 

n a hurricane. Indeed, B controls the hurricane eye diame-
er and fastness of the maximum wind velocity, and varies
rom 1 to 2.5. It has been shown that B has high correla-
ion with several parameters, such as pressure drop, R max ,
nd the latitude of hurricane center; e.g., the following re-
ationship can be used to calculate hurricane aspect ratio
 Levinson et al., 2010 ): 

 = 

V 2 max ρa e 
100 ( P n − P c ) 

, (4) 

here e is the base of natural logarithms. 
Jelesniansky (1967) suggested a parametric equation 

o calculate V r . This formula led to development of
he US Weather Service SPALASH storm surge predic- 
ion model ( Jelesnianski et al., 1973 ) and the SLOSH
odel ( Jelesniansky, 1992 , hereafter S92) as the following
elationship: 

 r = 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

V max 

(
r 

R max 

) 3 
2 

, r < R max 

V max 

(
2 R max r 

r 2 + R 

2 
max 

)
, r ≥ R max 

. (5) 

Willoughby et al. (2006 , hereafter W06) divided the hur-
icane structure into three parts such that the wind veloc-
ty inside the eye of a hurricane increases with increas-
ng the radius from the center. Far from the hurricane
ye, it decreases exponentially. A transition area exists be-
ween those mentioned areas. On this basis, the wind ve-
ocity in each part can be calculated from the following
elationships. 

 r = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

V i = V max 

(
r 

R max 

)n 

, r < R 1 

V i ( 1 − w ) + V o , R 1 ≤ r < R 2 

V o = V max 

(
− r − R max 

X 1 

)
, r ≥ R 2 

, (6) 

here V i and V o are the tangential wind component in the
ye and beyond the transition zone, which lies between
 = R 1 and r = R 2 ; and permits velocity of V max at the
istance of R max ; X 1 is the exponential decay length in the
uter vortex and n is the exponent for the power law inside
he eye; w is the weighted function in the transitional zone.
he values of R max , X 1 and n are suggested as a function of
 max and ϕ, using the regression analysis: 
 

 

 

 

 

R max = 46 . 4 exp ( −0 . 0155 V max + 0 . 016 φ) 

X 1 = 270 . 5 − 4 . 78 V max + 6 . 17 φ

n = 0 . 431 + 0 . 136 V max − 0 . 006 φ

. (7) 



176 M.Y. Kalourazi et al./Oceanologia 62 (2020) 173—189 

 

 

 . 

 

 

 

 

 

V  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The weight function, w , is expressed based on the non-
dimensional ξ which is defined as follows: 

ξ = 

r − R 1 

R 2 − R 1 
, (8)

w(ξ ) = 

⎧ ⎨ 

⎩ 

0 , ξ ≤ 0 
126 ξ 5 − 420 ξ 6 + 540 ξ 7 − 315 ξ 8 + 70 ξ 9 , 0 ≤ ξ ≤ 1
1 , ξ ≥ 1 

(9)

Knaff et al. (2007 , hereafter K07) used MRV model as well
as a statistical-parametric model to predict TC wind radii in
the Atlantic Ocean, the East Pacific, and the Western North
Pacific. They proposed a parametric equation to calculate
V r as follows: 

 ( r, θ ) = 

⎧ ⎨ 

⎩ 

( V max − a ) 
(

R max 
r 

)x 
+ a cos ( θ − θ0 ) , r ≥ R max 

( V max − a ) 
(

R max 
r 

)
+ a sin ( θ − θ0 ) , r < R max 

(10)

in which x is the size parameter, a is the asymmetry coeffi-
cient, and θ0 is the angle between V max and the storm trans-
lation vector. In this equation, using the wind radii ( R 34 , R 50

and R 64 ) in each quadrant and multiple linear regressions,
four parameters ( V max , R max , a, θ) can be calculated. 

Holland et al. (2010 , hereafter H10) retained the rect-
angular hyperbolic form of previously proposed H80 model
and further refined wind velocity relationship at all levels
and matched the wind velocity with the data beyond the ro-
tational part of the hurricane. The proposed relationship in
H10 is as follows: [ 

b s 

ρa 

(
R max ( θ ) 

r 

)b s 

( P n − P c ) exp 
[(

−R max ( θ ) 

r 

)]b s 

+ 

(
r f 
2 

)2 
] x 

− r f 
2 

, (11)

where the subscript s refers to the surface value (at a nom-
inal height of 10 m). Parameter b s is the hurricane shape
coefficient which can be related to the original b value in
H80 by b s = bg x s , where g s is the reduction factor for gradi-
ent to-surface wind. If x = 0 . 5 is set, and b s is assumed to
be a constant value, as used in H80, then: ⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

b s = − 4 . 4 × 10 −5 
	P 2 + 0 . 01	P + 0 . 03 

∂ P c 
∂t − 0 . 014 φ + 0 . 15 V m 

+ 1 . 0 φ

x = 0 . 6 
(
1 − 	P 

215 

) , (12)

where 	P = P n − P c is in hPa and ∂ P c / ∂ t is the rate of change
of pressure in hPa / h . Emanuel and Rotunno (2011) extended
the Emanuel (2004) model to areas beyond the hurricane
eyewall by considering a constant (critical) Richardson Num-
ber which is determined based on temperature gradient
across the hurricane. This model (hereafter E11) performs
well near R max , while becomes less accurate as one gets far-
ther from the center of the hurricane. This model takes into
account the Coriolis effect and may turn into Jelesnianski
model upon ignoring those effects. E11 suggested the fol-
lowing model for simulating wind surface velocity in a TC:

 r = 

2 r 
(

R max V max + 

1 
2 

fR 

2 
max 

)
R 

2 + r 2 
− fr 

2 
. (13)
max 
Wood et al. (2013 , hereafter W13) improved the exist-
ing parametric tangential wind profile model of Wood and
White (2011) for a better fit to a TC. W13 model has five key
parameters controlling the radial profile of tangential wind:
V max , R max , and three shape velocity parameters η, λ and κ
to control different portions of the profile: ⎧ ⎪ ⎨ 

⎪ ⎩ 

V r ( ρ; m ) = V max φ( ρ; κ; η; λ) 

φ( ρ; κ; η; λ) = 

ηκρλ(
η − κ + κρ

η
λ

)λ
, (14)

where ρ = r/ R max is a dimensionless radius. Note that
0 ≤ κ < η and λ > 0. 

As discussed in this section, host of models have been
proposed to simulate the wind structure of a TC. These for-
mulations will be assessed in the following sections for un-
derstanding the complex structure of hurricane wind field in
the Gulf of Mexico. 

2.1. The radius of the maximum wind 

The radius of the maximum wind refers to the distance from
the center of the hurricane to the location within its struc-
ture where V max occurs. R max plays a significant role in hur-
ricane characteristics. Numerous relationships have been
proposed for calculating R max in the literature. In this re-
spect, Graham and Nunn (1959 , hereafter G59) suggested
Eq. (15) in which R max is a function of latitude, difference
between the central surface pressure and the ambient pres-
sure, and translation speed of the tropical storm. 

R max = 28 . 25 tanh [ 0 . 0873 ( φ − 28 ) ] 

+ 12 . 22 exp 
(

	P 
33 . 86 

)
+ 0 . 2 V m 

+ 37 . 2 . (15)

Kawai et al. (2005 , hereafter K05) have proposed ex-
ponential formulas for R max (km) based on the central
pressure: 

R max = 94 . 89 exp 
(

P c − 967 
61 . 5 

)
. (16)

K07 suggested the following relationship where m 0 , m 1 ,
and m 2 are empirical parameters: 

R max = m 0 + m 1 V m 

+ m 2 ( φ − 25 ) . (17)

Takagi et al. (2012 , hereafter T12) used the following
empirical formula developed by the National Institute for
Land and Infrastructure Management (NILIM) to estimate the
R max : 

R max = 80 − 0 . 769 ( 950 − P c ) , (18)

where R max and P c are in km and hPa respectively, and
P c < 950 hPa. 

Note that the National Hurricane Center (NHC) forecast
advisories and the Automated Tropical Cyclone Forecasting
(ATCF) product provide parameters such as geographic
coordinates of hurricane center, V max , V m 

, surface wind
forecasts etc., and the hurricane structure is provided by
the radii of specified wind velocities (34, 50, 64, and 100 kn)
in four quadrants. Figure 1 illustrates the asymmetric wind
structure for Hurricane Ivan at 0900 UTC on 15 September
2004. At this time, the center of hurricane was located at
26.1 °N, 87.8 °W. The 1-min averaged maximum sustained
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Figure 1 Tropical cyclone parameters provided by the National Hurricane Center (NHC) for Hurricane Ivan at 0900 UTC 
09/15/2004. 
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urface wind speed was 120 kn with gusts up to 145 kn. The
4 kn wind in four quadrants (NE, SE, SW, NW) was located
t distances of (90, 90, 60, 75 NM) from the center of
he hurricane; Similar information is also provided for the 
ocation of 34 and 50 kn winds. Those distances in different
uarters are shown as R 34 , R 50 and R 64 . As proposed by Xie
t al. (2006 , hereafter X06), R max can be set to different
alues in each quadrant. By solving Eq. (3) , based on given
nformation in each direction, curve fitting provides two 
olutions for R max where the smaller value is the most ap-
ropriate solution. Details are presented in the Appendix 1 .

. Methodology 

.1. Selecting tropical storms for analyzing wind 

eld in the Gulf of Mexico 

he major hurricanes in the Gulf of Mexico during 2002—
016 include: Lili (2002), Ivan (2004), Katrina (2005), Al- 
erto (2006), Dolly (2008), Gustav (2008), Ike (2008), Ida 
2009), Alex (2010), Don (2011), Isaac (2012), Karen (2013) 
nd Colin (2016). Due to non-availability of R 64 values for
ome of the TCs, Hurricanes Lili, Ivan, Katrina, Gustav and 
ke were selected for detailed study of their complex wind 
tructure. The time period from the entry of tropical storms 
nto the Gulf of Mexico until its landfall along northern Gulf
oast was considered for each hurricane. The best hurri- 
ane track, geographic coordinates, central pressure, V max , 
 m 

, etc. were retrieved on a six-hourly basis from NHC and
TCF. Moreover, for model validation purpose, correspond- 
ng wind data have been extracted from NDBC buoy network
rom the Gulf of Mexico. The hurricane tracks and available 
uoys are shown in Figure 2 . 

.2. Reconstructing the wind fields of a tropical 
torm 

n order to estimate wind field using analytical models, polar
oordinate system was employed. In this study, radius, r , 
as calculated from 1 to 1000 by steps of 1 km and started
rom the hurricane center. The azimuthal angle from x-axis, 
, was considered from 1 ° to 360 ° by steps of 1 °. 
. Results and discussions 

.1. Effect of hurricane shape parameter ( B ) on 

he tropical storm-generated wind field 

s it was mentioned in section 2 , hurricane shape parameter
 B ) serves as a control parameter for the hurricane shape.
t establishes a balance between V max and P c . H80 proposed
 range from 1 to 2 . 5 for B. In this section the effect of B
n wind velocity and the hurricane shape was investigated.
n Figure 3 , the wind fields of Hurricane Ivan on 15 Septem-
er 2004, at 0900 UTC was demonstrated for different val-
es of B (0.5—2.5). In this case, V max = 120 kn = 61.73 m/s,
 max = 40 . 21 km and P c = 932 hPa, and the wind velocity
as calculated using H80’s model. Increasing B would also 
ncrease V max at R max and decrease the wind speed away
rom R max . In case of B = 1.5, the corresponding wind ve-
ocity at R max = 40.21 km was ∼60 m/s, indicating that the
ost appropriate value for B at this instance is ∼1.5. It is

n agreement with actual hurricane conditions reported by 
HC in Figure 1 . 

.2. Assessment of different models for 
alculating R max 

ifferent analytical models such as G59, K05, X06, K07
nd T12 can be employed to calculate R max , and the key
uestion is, which method is consistent for the hurricanes
raversing across the Gulf of Mexico. In order to address
his question, the values of R max calculated using different
odels and R max derived from H 

∗Wind are compared in
igure 4 for the time interval when Hurricane Ivan was
hurning across the Gulf of Mexico; i.e. from 1500 UTC
n 14 September 2004 to 0300 UTC 16 September 2004.
 

∗Wind is a product of NOAA/Hurricane Research Division
hich integrates data from all available surface weather 
latforms and aircraft data within 1000 km from hurricane’s
ye. The root mean square error (RMSE), scattering index
SI) and BIAS presented in Figure 4 were used to assess
he models. It can be concluded that T12, K07 and K05
ethods tend to overestimate R max throughout the time 
eriod when the Hurricane was active in the Gulf of Mexico
ntil it leaves the Gulf of Mexico. In fact, according to
q. (16) and Eq. (18) , R max in the K05 and T12 methods
nly depends on P c which provides limited flexibility to
roduce realistic values. In contrast, R max in the G59
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Figure 2 Tracks of five major hurricanes that made landfall along the northern Gulf of Mexico and locations of National Data Buoy 
Center (NDBC) buoys used for models assessment in the study. 

Figure 3 The effect of varying the parameter B on wind ve- 
locity for Hurricane Ivan at 0900 UTC 09/15/2004. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

and X06 methods is also dependent on the V m 

and the
geographical location of the tropical cyclone. Therefore,
these methods give more desirable results for calculat-
ing R max . Based on the statistics presented in Figure 4 ,
X06 was the most successful method in reproducing R max . 

4.3. Assessment of different parametric models 
for calculating the wind field of a tropical storm 

Different models can be used to simulate a tropical storm
in the Gulf of Mexico including H80, S92, W06, K07, H10,
E11 and W13 models as presented in section 2 . In all of
these models, R max serves as a key parameter, and the for-
mula proposed by X06 was selected as the most appropriate
method for calculating R max in the Gulf of Mexico as shown
in section 4.2 . For assessment, the wind velocities calcu-
lated via the analytical approaches were compared to the
measured data from NDBC buoys. 

4.3.1. Hurricane Lili 
Hurricane Lili was one of the strongest hurricanes passing
through large areas across the Atlantic Ocean and the Gulf
of Mexico and made its landfall along the northern Gulf
of Mexico on October 4 th , 2002. Comparison between the
model-generated wind velocity using H80, S92, W06, K07,
H10, E11 and W13 models and the measured data from buoys
in the Gulf of Mexico are illustrated in Figure 5 . In general,
the storm-induced wind velocity was maximum at r = R max 

while lower velocities were observed in both r < R max (inside
the hurricane eyewall) and r > R max (far from the hurricane
center). According to Figure 2 , this hurricane passed near
buoy 42001 on October 2 nd when R max = ∼23 km and the
radial distance between the buoy and the hurricane center
r = ∼27 km. Since r ≈ R max , the buoy 42001 was expected
to measure V max . As shown in Figure 5 , there is a fair agree-
ment between measured data at all buoys and the analytical
models. 

In order to evaluate the analytical models in more de-
tail, some statistics were presented in Table 1 . The BIAS
values indicate that, almost all models tend to underesti-
mate the wind velocity at most of the buoys locations. Based
on statistics, H10 and W13 models produced better results
at most of the buoys compared to other models. 

A comparison of wind structure generated by symmet-
ric and asymmetric models for Hurricane Lili at 2100 UTC
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Table 1 Statistical parameters characterizng wind velocity obtained using different parametric methods at buoys locations in the Gulf of Mexico during different hurricanes. 

Hurricane Lili (2002) 

NDBC-42001 NDBC-42002 NDBC-42003 

H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 

RMSE (m/s) 2.7 3.9 3.0 2.8 2.4 3.6 2.6 2.4 3.1 2.1 2.9 2.0 2.9 1.8 1.9 3.5 3.4 2.2 1.6 3.0 1.5 
SI (%) 15 15 20 15 15 18 13 38 32 37 20 33 37 28 18 18 30 14 15 19 12 
BIAS (m/s) −1.5 −3.2 −0.8 1.1 −1.1 −2.4 1.8 −1.3 −2.6 1.0 1.6 −1.0 −2.2 1.0 0.4 −2.9 −1.3 −1.7 0.2 −2.2 0.7 

Hurricane Ivan (2004) 
NDBC-42001 NDBC-42002 NDBC-42003 

H80 S92 W05 K07 H10 E11 W13 H80 S92 W05 K07 H10 E11 W13 H80 S92 W05 K07 H10 E11 W13 

RMSE (m/s) 2.2 2.9 3.3 3.7 2.3 3.7 2.9 2.7 1.7 2.5 1.5 2.5 1.4 1.6 2.6 2.9 1.8 2.8 2.6 2.6 1.6 
SI (%) 17 19 17 24 19 24 19 44 41 39 41 46 37 38 9 10 8 7 8 10 5 
BIAS (m/s) 1.4 −1.4 0.4 −0.6 −0.2 −2.8 −1.3 2.2 0.8 −2.0 1.4 2.0 −0.3 0.9 0.9 −2.0 −0.6 −1.6 2.0 −1.6 1.1 

Hurricane Katrina (2005) 
NDBC-42001 NDBC-42002 NDBC-42019 

H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 

RMSE (m/s) 2.3 4.5 3.4 3.8 3.1 5.2 3.1 1.5 2.6 4.1 2.4 2.1 3.0 1.8 2.0 1.7 2.1 2.3 1.8 2.0 2.1 
SI (%) 17 27 27 22 32 27 24 27 38 35 25 36 37 30 39 39 47 41 37 43 42 
BIAS (m/s) −0.8 −2.6 −1.5 −0.9 −1.3 −3.1 −1.3 0.3 −1.0 −2.0 −1.2 −0.2 −1.3 −0.1 1.0 0.4 0.5 −1.0 1.1 0.1 1.2 

Hurricane Gustav (2008) 
NDBC-42001 NDBC-42019 NDBC-42040 

H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 

RMSE (m/s) 3.3 7.6 2.3 3.1 3.3 7.0 3.4 2.4 3.4 2.3 2.2 1.5 3.8 1.8 3.4 5.7 3.4 2.2 2.8 7.0 2.2 
SI (%) 25 20 18 15 21 19 17 37 13 27 13 13 18 15 22 13 21 12 10 13 13 
BIAS (m/s) −1.6 −7.2 −0.8 −2.1 −2.2 −6.6 −2.1 −0.5 −3.3 −1.4 −1.2 −1.2 −3.7 −1.5 0.2 −5.3 −0.8 −1.3 −2.2 −6.7 1.1 

Hurricane Ike (2008) 
NDBC-42002 NDBC-42019 NDBC-42040 

H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 H80 S92 W06 K07 H10 E11 W13 

RMSE (m/s) 2.6 3.9 3.6 3.8 2.3 3.3 3.0 2.7 4.1 3.8 3.1 1.7 4.5 2.2 2.9 4.0 3.8 3.2 1.5 4.0 2.9 
SI (%) 18 21 28 24 12 27 26 24 12 22 30 17 15 21 20 11 22 26 11 11 20 
BIAS (m/s) 1.6 −2.9 −2.2 −1.6 −1.5 −0.3 0.3 1.4 −2.8 −3.1 −0.4 −0.5 −3.0 −0.3 1.7 −2.9 −1.2 −1.5 −0.4 −2.9 −0.9 
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Figure 4 Comparison of the performance of different models applied for calculating R max for Hurricane Ivan (2004). 
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on 01 October 2002 is provided in Figure 6 . The amount
of asymmetry depends on V max , R max , V m 

and the direc-
tion of the hurricane movement ( β). The center of hur-
ricane was located near 22.7 ◦N, 85 ◦W at this time, and
 max = 90 kn , β = 305 ◦, V m 

= 15 kn , P C = 970 hPa . Since W13
and H10 methods produced higher wind velocity compared
to other models, their corresponding asymmetric structure
for the hurricanes are also higher. Increasing the asymmetric
amount affect the θmax (the angle of maximum wind veloc-
ity). According to the direction of the hurricane movement,
the wind surface velocity on the right side of the hurricane
is larger than the left side. 

4.3.2. Hurricane Ivan 

Hurricane Ivan, the strongest hurricane during the 2004 At-
lantic hurricane season, resulted in a widespread damage
in the Caribbean and United States, and reached Category
5 strength on the Saffir-Simpson scale. It passed across the
Gulf of Mexico during 14—16 September. It is evident from
Figure 2 that Hurricane Ivan trajectory passed close to buoys
42001, 42003 and 42040. Since wind velocity is higher on the
right of the hurricane rather than its left side, higher wind
velocity was measured at buoy 42003 than the buoys 42001
on September 15 th (see Figure 5 ). A comparison between the
results of parametric models and the measured wind veloc-
ity data by buoys shows that the models performances were
better during peak hours. 

Statistical indices based on data from different buoys
presented in Table 1 indicate that E11 underestimated the
wind velocity; while H80 tended to overestimate the wind
velocity at most of the buoys. The RMSE values at all
buoy locations show that all analytical models provided
fairly realistic estimation of Hurricane Ivan. In general,
H80, H10 and W13 models outperformed the rest of mod-
els, especially close to high speed regions of the hurri-
cane. Figure 6 illustrates the wind field simulated by the
symmetric and asymmetric models for Hurricane Ivan at
0900 UTC on 15 September 2004. At this time, the hur-
ricane center was located at 26.1 ◦N, 87.8 ◦W, and V max =
120 kn , β = 340 ◦, V m 

= 10 kn , P C = 938 hPa . Among the an-
alytical models, the wind field and the wind field asym-
metry were maximum for H10 model. As an example, at
the same radial distances from hurricane center and in
the direction of θmax , higher surface wind velocities were
estimated by H80 and H10 models and the smallest wind
speeds were simulated by S92 and E11. Table 2 illustrates a
comparison between wind radii ( R 34 , R 50 and R 64 ) reported
by NHC and H80, H10, E11 models for Hurricane Ivan at
0900 UTC on 15 September 2004. There is relatively good
agreement between NHC report and analytical models in
terms of the shape of hurricane and the values of wind sur-
face velocity; however, H80 and H10 models overestimated
the wind radius, while the E11 underestimated the wind
radius. 

4.3.3. Hurricane Katrina 
Hurricane Katrina was one of the most destructive nat-
ural disasters occurred in the United States during the
last decades. The hurricane landfall occurred on August
29th along the Mississippi coast as an upper Category 3
Hurricane. As shown in Figure 2 , the buoys 42001, 42003
and 42040 were close to the hurricane track. A compari-
son between the analytical models and measured data in
Figure 5 reveals that the performance of analytical models
were acceptable ; however, the performance was better at
buoys 42001 and 42040, compared to other buoys. It can be
inferred that the analytical models tend to estimate wind
velocity more accurately close to the area of maximum wind
speed of a hurricane. 

4.3.4. Hurricane Gustav 
Hurricane Gustav caused serious destruction in parts of
Haiti, the Dominican Republic, Jamaica, the Cayman Is-
lands, Cuba and the United States. As shown in Figure 2 ,
the buoys 42003, 42039 and 42040 were located on the
right flank of the hurricane track. The eyeball observation
of results presented in Figure 5 and the statistical indices
presented in Table 1 show that in most of the buoy locations
wind velocity was underestimated by all models. Moreover,
K07, H10 and W13 models produced more realistic results
when compared to other parametric models for simulating
the Hurricane Gustav. 

4.3.5. Hurricane Ike 

Hurricane Ike entered the Gulf of Mexico during 10—13
September 2008 and passed close to the buoy 42001 on
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Figure 5 Performance of different methods applied for calculating wind velocity as compared to buoys wind velocity measure- 
ments in the Gulf of Mexico during Hurricanes Lili, Ivan, Katrina, Gustav and Ike. 
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Figure 6 Comparison of the wind fields produced by (a) symmetric, (b) H80, (c) S92, (d) W06, (e) K07, (f) H10, (g) E11, (h) W13, 
models for the Hurricane Lili at 21:00 10/01/2002 and for the Hurricane Ivan at 09:00 09/15/2004 in the Gulf of Mexico. 

 

 

 

 

 

 

 

 

 

 

 

 

September 11th when R max = ∼25 km and the radial dis-
tance of the buoy from the center of hurricane was calcu-
lated as r = ∼5 km. The storm-induced wind velocity at
this buoy, as shown in Figure 5 , reduced suddenly when
buoy was inside the eye ( r � R max ). As summarized in
Table 1 , S92, W06, K07 and E11 models underestimated the
wind velocity at most of the buoys locations. The models
proposed by H10 and W13 showed better performance for
 

simulating the Hurricane Ike compared to other analytical
models. 

4.3.6. Calibrating k m 

to improve models’ performance 

As discussed in the previous section, among different an-
alytical models, the models proposed by S92, W06, K07,
and E11 relatively underestimated the wind velocity, while
those proposed by H80, H10 and W13 tend to overesti-
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Figure 7 Scatter plot and linear regression of wind velocities (m/s) produced by NHC versus H80 (left panel) and S92 (right panel) 
models for all tracks of the Hurricanes Lili, Ivan, Katrina, Gustav and Ike. 

Figure 8 Values of R 34 produced by NHC for the northeast quarter in 12 snapshots during the Hurricanes Lili, Ivan, Katrina, Gustav 
and Ike passage over the Gulf of Mexico. 

Table 2 Comparison between wind radii ( R 34 , R 50 and R 64 ) reported by NHC and obtained using H80, H10, E11 models for 
Hurricane Ivan at 09:00 09/15/2004. 

NHC H80 H10 E11 

NE SE SW NW NE SE SW NW NE SE SW NW NE SE SW NW 

64 kn 90 90 60 75 96 68 50 76 122 85 61 94 89 71 48 65 
50 kn 175 125 75 125 139 95 69 110 184 121 89 146 122 96 63 86 
34 kn 225 175 150 200 244 122 109 191 303 213 143 272 182 142 88 122 
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mate the storm-induced wind velocity. It is possible to cal-
ibrate hurricane models by adjusting k m 

in Eq. (1) which is
0.7 ∼ 0.9 by default ( Powell et al., 1991 , 1998 ). Along the
track of each hurricane 12 points were selected, and the
R 34 , R 50 and R 64 in four quadrants (NE, SE, SW, and NW) re-
ported by NHC were used in models to estimate the wind
speed. These estimates from analytical relations were com-
pared with NHC reported speeds (34, 50 and 64 kn) for all
aforementioned hurricanes. Figure 7 provides the scatter
plots for the H80 and S92 models. To calculate the calibra-
tion coefficient, k m 

= 1 were used in all models and the lin-
ear regression provided the ratio of wind velocity between
NHC and each analytical model. As shown in Figure 7 , the
ratio was equal to 0.97 and 1.18 for the H80 and S92 mod-
els, respectively. It means that S92 requires k m 

value higher
than 1 in Eq. (1) while vice versa is true for the H80 model.
By trial and error process, k m 

= 1 . 2 and k m 

= 0 . 9 were found
suitable for S92 and H80 models. Similarly, using a linear re-
gression for other analytical models, the values of k m 

for
each model were estimated as presented Table 3 . The BIAS
values presented in Table 3 show the improvement of mod-
els in reproducing wind velocities at NDBC buoys when cali-
brated values of k m 

were used in analytical models. 

4.4. Combining parametric models with numerical 
models 

A comparison between analytical models and observed
data from NDBC buoys shows that these models pro-
duce relatively appropriate wind velocity within a
particular radius to the center of hurricane ( R he =
radius of the hurricane effect ), and the accuracy of simu-
lations degrade as one gets beyond that threshold radius.
The SI and RMSE values were lower at buoys within shorter
distance to the hurricane track (i.e. close to R max ), as com-
pared to those located farther from the track. R he value de-
pends on R max , V max , and P c ; which may differ for different
hurricanes. Since high wind speeds are more important in
hurricane modeling, and the fact that the least reported
speed by NHC is 34 kn, it is wise to assume that the maxi-
mum of R he can be equal to ∼R 34 . Values of R 34 in 12 snap-
shots of the Hurricanes Lili, Ivan, Katrina, Gustav and Ike
are illustrated in Figure 8 . As an example, for Hurricane
Ivan, the values of R 34 varied from 300 to 400 km; hence
R he in Hurricane Ivan can be selected as 400 km. With an av-
erage of R 34 from all snapshots, it is possible to determine
R he for each hurricane. The values of R he for the Hurricanes
Lili, Ivan, Katrina, Gustav and Ike during the time period
that these hurricanes were active in the Gulf of Mexico are
selected as 300, 400, 350, 350 and 450 km. The Hurricanes
Ivan and Ike have the largest range of effect, while hurri-
canes Lili and Gustav have the least impacted range in the
Gulf of Mexico. 

In Figure 9 , the wind speeds extracted from NCEP/NARR
and H 

∗Wind at certain times for different hurricanes were
compared with wind speeds calculated by the H10 model.
NCEP/NARR is an atmospheric dynamical model which em-
ploys regional data for assimilation. 

Resolution of wind data for NCEP/NARR, H 

∗Wind and an-
alytical models are 0.3 °, 0.0542 ° and 0.01 ° respectively
(an arbitrary value for the analytical model used here).
NCEP/NARR was less accurate than H 

∗Wind data and an-
alytical models during high speeds, most likely due to its
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Figure 9 Comparison of the wind velocities produced by the analytical model (H10), numerical model (NCEP/NARR) and H 

∗Wind 
during at 09/15/2004 (Hurricane Ivan), 10/25/2005 (Hurricane Katrina), 08/31/2008 (Hurricane Gustav) and 09/12/2008 (Hurricane 
Ike). 
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hurricane center. 
oarser spatial resolution; e.g. the V max of H10 and H 

∗Wind
or Hurricane Ivan at 0900 UTC 15 September 2004 was 120
n and 116 kn while corresponding value from NCEP/NARR 
as 100 kn. Therefore, NCEP/NARR data are not suitable 
lose to R max . There is also a fair agreement between cal-
brated H10 model and high resolution H 

∗Wind data. Note
hat H 

∗Wind data are available up to a radius of 480 km
rom the center of the hurricane, which is roughly equiva-
ent to the value of R he . This figure shows that when the high
uality wind field is desired during a hurricane passage, e.g.
or a wave simulation, one might adopt an analytical re-
ationship or H 

∗Wind from the center of hurricane up to
 = R he , and blend it with wind velocity values from model
imulations such as NCEP/NARR or ECMWF database when 
 > R he to capture the effect of wind dynamics close to the
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Figure 10 Scatter plot of wind velocities produced by H 

∗Wind versus H80, H10 and W13 models for 12 points along the tracks of 
Hurricanes Lili, Ivan and Katrina. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5. Assessment of analytical models using H 

∗Wind 

data 

H 

∗Wind is one of the most reliable data to describe the wind
structure during tropical storm. Atlantic Oceanographic and
Meteorological Laboratory combines all surface wind data
measured from sea, land, and air (using by either a satel-
lite or an airplane) during the course of a hurricane to
produce H 

∗Wind. A moving box with the center located at
the center of the hurricane and side length of 2 °, 4 °, or
8 ° can be extracted including storm-induced wind velocity
data with spatial resolution of 0.0542 ° and temporal resolu-
tion of at least six-hour ( Powell and Houston, 1998 ; Powell
et al., 1998 ). In section 4.3 , it has been shown that the an-
alytical models H80, H10 and W13 can better simulate the
tropical storm-induced wind field in the Gulf of Mexico com-
pared to other analytical models. To select the most appro-
priate analytical models in the Gulf of Mexico, the simulated
wind speed data from the models H80, H10 and W13 were
compared with the H 

∗Wind data. For this purpose, 12 points
along the track of each hurricane were selected in four
quadrants (NE, SE, SW, NW). Then, wind velocities at differ-
ent wind radii were extracted from H 

∗Wind corresponding to
each point from the center of the hurricane, and compared
to wind speed predicted by analytical models. Scatter plots
including coefficient of determination (R 2 ) and RMSE for the
Hurricanes Lili, Ivan and Katrina are shown in Figure 10 .
There is a good agreement between the results of the
analytical models and H 

∗Wind model for all hurricanes; how-
ever the H10 model outperforms other models when com-
pared to the H 

∗Wind data. For instance, in the case of Hur-
ricane Ivan, RMSE values for H80, H10 and W13 models were
3.84, 3.27 and 4.18 m/s and R 2 values were 0.76, 0.83 and
0.83, respectively. 
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Figure 11 Comparisons of H 

∗Wind distributions and H10 model wind fields during (a) Hurricane Lili at 19:30 UTC, 10/01/2002 
(b) Hurricane Ivan at 09:00 UTC, 09/15/2004 (c) Hurricane Katrina at 12:00 UTC, 10/28/2005 (d) Hurricane Gustav at 10:30 UTC, 
08/31/2008 (e) Hurricane Ike at 10:30 UTC, 09/12/2008. 
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Table 4 Comparison of the maximum wind velocity pro- 
duced by H 

∗Wind and H10 model at times shown in 
Figure 11 . 

Hurricane Model V max (kn) 

Hurricane 
Lili 

H 

∗Wind 94 
H10 92 

Hurricane 
Ivan 

H 

∗Wind 116 
H10 115 

Hurricane 
Katrina 

H 

∗Wind 139 
H10 138 

Hurricane 
Gustav 

H 

∗Wind 99 
H10 96 

Hurricane 
Ike 

H 

∗Wind 92 
H10 98 

r  

s  

m  

t
d  
Figure 11 displays surface wind fields computed using 
10 model as the most appropriate analytical models when 
ompared to H 

∗Wind during different hurricanes. Note that 
nalytical models such as H10 are calibrated based on NHC
bserved data at four points across the hurricane at lim-
ted number of radii ( R 34 , R 50 and R 64 ), while the H 

∗Wind
odel is developed based on data measured across the en-
ire hurricane. Hence, a more detailed shape of a hurricane
s expected from H 

∗Wind model rather than from paramet-
ic models such as H10. A fair agreement was observed be-
ween results of H10 model and those of H 

∗Wind model in all
urricanes. In general, for locations across the hurricane, 
here r > R max , the wind velocity obtained from H 

∗Wind
odel was higher than that estimated by H10 model. V max 

s one of the most important parameters when comparing 
n analytical model like H10 to the H 

∗Wind model. Table 4
hows the values of V max were close for both methods during
ifferent hurricanes. 

. Conclusions 

urricane-generated wind field in the Gulf of Mexico was 
imulated using a series of analytical models. The B pa-
ameter and R max are considered as control parameters for
imulating a hurricane; and as a first step, the different
ethods for determining R max have been compared to de-
ermine the most appropriate model for the region. Seven 
ifferent analytical models, viz., H80, S92, W06, K07, H10,
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E11 and W13 have been assessed based on buoys’ observa-
tions and H 

∗Wind data. The important findings of this re-
search are summarized as follows: 

- Increasing B would also increase V max at R max and de-
crease the wind speed away from R max ; hence, at every
instant along a hurricane track and having distinct P c ,
V max and R max , there is a unique value for B parameter,
which provides a more realistic illustration of the wind
field in the hurricane. Note that H80 proposed 1 to 2.5 as
an acceptable range for B parameter. 

- Five analytical models including G59, K05, X06, K07
and T12 were evaluated to calculate R max . Among these
methods, the X06 formulation provided the best perfor-
mance when compared with H 

∗Wind data. Therefore, X06
method is recommended for calculating R max in the Gulf
of Mexico. 

- Comparison between the results of analytical models and
the observed wind velocity data at seven buoy locations
across Gulf of Mexico showed that there is a fair agree-
ment between the analytical models and observed data.
The models proposed by S92, W06, K07, and E11 rela-
tively underestimated the wind velocity, while those pro-
posed by H80, H10 and W13 slightly overestimated the
storm-induced wind velocity. The linear regression was
used between NHC and analytical data to calibrate k m 

coefficient in the analytical model (see Eq. (1) ). Hence,
the value of k m 

can be set to 1.2 in S92, W06, K07, E11
methods and 0.9 in H80, H10 and W13 methods, respec-
tively. 

- The results presented in this study suggested that the
H10 model outperformed other methods in estimating
wind field in the Gulf of Mexico. 

- Comparison between analytical models with H 

∗Wind data
revealed that analytical models are able to produce suf-
ficiently reliable wind velocity within a particular radius
from the center of the hurricane ( R he ). Based on the
results of this study, R he is estimated between 300 and
450 km. 

- Dynamic wind models such as NCEP/NARR are not suit-
able for calculating high wind speeds close to hurricane
eye due to their relatively coarse spatial resolution. On
the other hand, the accuracy of the wind field estimated
by analytical models degrades beyond R he . Therefore,
one might adopt an analytical model or H 

∗Wind from the
center of hurricane up to R he , and blend it with wind
velocities from dynamic models such as NCEP/NARR for
r > R he . 

- It was found that there is a very good agreement be-
tween the results of the wind fields from the H10 and
the H 

∗Wind data. However; it underestimates the wind
velocity when r 	 R max . 

Appendix 1: Algorithm to calculate the radius 
of the maximum wind 

It was stated that R max is the most important parameter af-
fecting the results of analytical models. The stronger a hur-
ricane, the larger its maximum wind radius will be. As stated
in section 4.2 , the method proposed by X06 is selected as a
base for calculating R max in this study. Note that Eq. (3) can
be decomposed into two parts y 1 and y 2 as follows: 

⎧ ⎪ ⎨ 

⎪ ⎩ 

y 1 = 

(
V r + 

r f 
2 

)2 
− ρa 

B ( P n −P c ) 

(
r f 
2 

)2 

y 2 = 

(
R max ( θ ) 

r 

)B 
exp 

[ (
− R max ( θ ) 

r 

)] B . (18)

In the above equations, the term ( y 1 − y 2 ) 2 would be
minimized at a particular R max for each pair of r and V r

in dataset. Substituting the values of 34, 50, 64 kn as V r

(1 kn = 0.5144 m/s) and R 34 , R 50 and R 64 as r (1 nm = 1.85
km), the R max can be obtained in each of the four quadrants
of the hurricane. For example, the R max values computed at
four quadrants in Hurricane Ivan at 0900 UTC 15 September
2004 were 47.12, 38.72, 28.65 and 43.67 n mi for NE, SE, SW
and NW. These values should be interpolated to determine
R max at any point around the center of the hurricane. Fol-
lowing X06, a polynomial function was used (see Eq. (19) ).
The R max values at angles of 45 °, 135 °, 225 ° and 335 °, and
the condition of R max (0) = R max (360) can be used to deter-
mine the coefficients ( i = 1—5 , Pi ) 

R max ( θ ) = P 1 θn −1 + P 2 θn −2 + . . . + P n −1 θ + P n . (19)
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Summary The purpose of this work was to analyze the influence of climatic variability of 
wind waves and swell parameters in the coastal zone on the sediment transport and to assess 
the contribution of the swell to the formation of alongshore fluxes. The object of research is 
the Anapa bay-bar (the Black Sea). Mathematical modeling has shown that in the Anapa bay-bar 
area the average annual wind waves and swell powers have significant interannual variability. 
For the period from 1979 to 2017, in the southern part of the bay-bar, there was a statistically 
significant decrease in the share of swell in the alongshore transport, directed from NW to SE, 
in the central part — an increase in the contribution of swell to the total sediment flow from 

SE to NW, in the northern part — probable increase in flows to NW and decrease — to SE. Such 
a dynamic is consistent, in general, with experimental observations of the processes of erosion 
and accumulation of beach-forming material along the Anapa bay-bar coastline. A separate 
description of the bottom sediment fluxes under the influence of wind waves and swell made it 
possible to explain the fluctuations of the coastline over a climatic period. 
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1. Introduction 

The hydrodynamic regime of coastal waters forms signif-
icant alongshore sediment flows responsible for erosion
or accumulation of sediments in the coastal zone, as well
as the transformation of the coastline. The main element
of the hydrodynamic effect is wind waves, and a common
practice is to present the characteristics of the wave field
as a set of integral parameters (significant wave height,
mean period, general direction of propagation). Such an
approach is justified in the conditions of a uniform wave
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Figure 1 Geographic location of the Anapa bay-bar. 
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eld. If the wave spectrum is formed as a result of the
nteraction of several wave systems (pure wind waves and 
well), then it seems quite natural to obtain separate wave 
tatistics for each of them. The division of the wave-field
nto separate components allows us to more correctly 
escribe the spatial-temporal structure of the surface 
aves, and significantly clarify the patterns of redistri- 
ution and transport of bottom sediments in the shelf 
one. 
An analysis of the alongshore sediment transport under 

he influence of wind waves and swell has attracted the
ttention of several research groups. Note some publi- 
ations. In the work ( Chowdhury and Behera, 2017 ) for
he western coast of India, long-period fluctuations in the 
arameters of surface waves and the associated alongshore 
uxes of bottom sediments are analyzed. The dominant 
ole of swell waves in the formation of these fluxes is
hown. Similar results were obtained in ( Almar et al., 2015 )
or the conditions of the Gulf of Guinea (West Africa). The
aper ( Bertin et al., 2008 ) showed that an incorrect de-
cription of the initial wave climate (in particular, neglect 
f swell) can lead to significant distortions in the estimates 
f multidirectional alongshore flows. 
The main goal of this work is to analyze the climatic

ariability of wind waves and swell parameters, as well as 
longshore sediment flows in the coastal zone. 
The object of research is the Anapa bay-bar, located in 

he northeastern part of the Black Sea and representing an 
pen section of the coast with a total length of about 40
m ( Fig. 1 ). The bottom is almost uniformly sloped in the
eaward part and with a pronounced system of underwater 
ars at depths less than 6 m. The general trend in the dy-
amics of the Anapa bay-bar beaches is the almost universal 
eduction of their width caused by both natural and anthro-
ogenic factors ( Kosyan et al., 2011 ; Krylenko et al., 2011 ).
Natural factors include climatic fluctuations of wind- 

ave parameters, which determine the strength and 
uration of hydrodynamic effects. Based on this, we define 
he objectives of this study: analysis of the variability of
he main parameters of wind waves and swell from 1979 to
017 in the coastal zone of Anapa bay-bar; calculation of
longshore fluxes of bottom material caused by wind waves 
nd swell; evaluation of the contribution of swell to the
ormation of alongshore fluxes. 
. Material and methods 

.1. Spectral wave model 

 modern tool for studying the parameters of surface
aves is mathematical modeling, which makes it possible 
o calculate the parameters of sea waves for any period of
ime from the initial wind fields. For modeling the transfor-
ation of the wave field, the modern spectral model DHI
IKE SW ( DHI, 2007 ) has been used, which is successfully
sed both in open water areas and in the coastal zone. The
odel was successfully verified for the conditions of the
lack Sea ( Divinsky and Kosyan, 2017 ) and configured to
utomatically separate the components of surface waves 
 Divinsky and Kosyan, 2018 ). 
As a result of the calculations, we obtained time series

f the main parameters of wind waves and swell in the
oastal zone of Anapa bay-bar (significant wave heights, 
eak periods of the spectrum, directions of propagation) 
or the period from January 1979 to December 2017 (time
esolution — 1 hour). In addition to the basic parameters,
ind waves and swell have been calculated. In deep water,
he power of irregular wind waves is estimated by the
xpression ( Boyle, 2004 ): 

 = 

ρg 2 

64 π
h 

2 
s t e ≈

(
0 . 5 

kW 

m 

3 · s 

)
h 

2 
s t e , (1) 

here h s is a significant wave height; t e is the energy period
f the waves, which is equal to the peak period of the
pectrum; ρ is the density of water; g is the acceleration
f gravity. If a significant wave height is represented in me-
ers, the period is in seconds, then the power of the waves
ill be expressed in kilowatts per meter of a wavefront.
ince significant wave heights and periods are determined 
hrough the moments of the energy spectrum, the assess- 
ent of wind power, of course, completely depends on
he correctness and adequacy of the spectral model when
eproducing all stages of wave development. Power, as a
unction of height and period, can be considered as an
ntegral characteristic of storm waves. 

.2. Mathematical model of sediment transport 

tudies of sediment transport in the coastal zone are car-
ied out using a mathematical model that allows calculation
f the flow of non-cohesive material under the influence of
urrents and wind waves. Sediment transport is presented 
n the form: 

 = 

l 
ρ

∫ h 

0 
U mean C ( z ) dz, (2) 

here l is the length of the profile under consideration, ρ is
he sediment particles density, U mean is the depth-averaged 
elocity of the alongshore flow, C is the concentration of
uspended substances (g/l), h is the depth. The averaged
elocity of the coastal current is estimated by the formula
 Longuet-Higgins, 1970 ): 

 mean = 0 . 25 k ν
√ 

γb g H b sin 2 a b , (3) 

here k ν is a constant, γ b is the breaking parameter, H b is
he height of waves at the point of wave breaking, αb is the
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Figure 2 Position of the profiles normal to the shore and the 
point of calculation of wave parameters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

and 6 . 
angle between the normal to the coast and the wavefront
at the point of wave breaking. 

Some simplification of the considered approach is the
neglect of the main (background) currents. Calculation
of the parameters of sea currents is a separate big task
and requires setting additional characteristics of both the
atmosphere (temperature, humidity, radiation, etc.) and
the sea (temperature, salinity). In addition, questions arise
for the verification of such a model. Thus, in this study, we
focus on the issues of wave impact on the coastal zone. 

The parameters of the waves at the point of wave break-
ing are estimated by the method outlined in ( Larson et
al., 2009 ). The vertical concentration profile of suspended
sediment is described by the formula: 

 ( z ) = C ( z 0 ) exp 

( 

−w s 

∫ h 

z 0 

dz 
ε ( z ) 

) 

, (4)

where C ( z 0 ) is a concentration of suspended substances at
a level z 0 , z 0 is a roughness parameter, w s is a grain settling
velocity, ε( z ) is a generalized diffusion coefficient. The
vertical profile is determined at the point of wave collapse,
located, as a rule, above the underwater bar. At the lower
limit of z 0 , the suspension concentration is determined by
the function of local suspension emission ( Zou at al., 2005 ):

 ( z 0 ) = 3 . 3 
(

θ − θcr 

θcr 

)1 . 5 ( s − 1 ) 0 . 6 g 0 . 6 d 50 

ν0 . 2 
, (5)

where s = 

ρs 
ρ
— relative sediment density, g — acceleration

of gravity (m/s 2 ), ν — kinematic viscosity of water (m 

2 /s),
d 50 — median diameter of sand particles (m), θ — Schilds
parameter, θ cr — critical meaning of the Schields parameter,
εz is a generalized diffusion coefficient. The value of the
Schields parameter reflects the balance of the shear and
holding forces: 

θ = 

u 

2 
∗

( ρs − ρs /ρ) ) g d 50 
, (6)

where u 

∗ — maximum shear rate calculated by the method
described in ( Walton, 2002 ). 

The sediment diffusion coefficient is considered variable
vertically and is presented as ( Kosyan, 1985 ): 

ε ( z ) = ε 1 ( z ) + ε 2 ( z ) . (7)

The components of the right part of Eq. (7) determine
the contribution: ε1 ( z ) — of the orbital wave motion, ε2 ( z )
— of the turbulent diffusion in the bottom layer. The
contribution of the orbital wave motion is found from the
relationship: 

ε 1 ( z ) = 

πH 

2 sin h 

2 kz 

2 
√ 

2 T sin h 

2 kh 

, (8)

where H, T are height and wave period, k — wave number.
Diffusion in the bottom layer is determined as follows: 

ε 2 ( z ) = 

b 

(
u g − w s 

) z 
δ

1 + 0 . 06 z 
δ
exp 

( z 
δ

) , (9)

where b = 116( ρ

ρs −ρ
) ( ν

2 

g ) 
1 
3 , u g — maximum value of the

bottom orbital velocity, δ − boundary layer thickness
determined from the Johnson equation ( Jonsson, 1966 ): 

δ

z 0 
lg 

(
δ

z 0 

)
= 0 . 6 

H 

z N sinh ( kh ) 
, (10)
where z N is the effective roughness of the bottom, which is
assumed to be z N = 2.5 d 50 . 

The main results of the calculations are the volumes of
the along-shore sediment flows both within the selected
storm event and integrated for the time interval of interest
(a specific calendar year). The calculations were performed
separately for the two main components of surface waves:
wind waves and swell. The position of the normal to the
coast profiles, for which the calculation of the along-shore
flows is carried out, as well as the wave parameters calcu-
lation point, are shown in Fig. 2 . Local bottom profiles for
selected profiles are shown in Fig. 3 . 

The series of significant wave heights, average periods
and directions of wave propagation (separately for wind
waves and swell) serve as initial wave conditions for the
model of transport of bottom sediments. 

3. Modeling results 

3.1. Wave climate 

The wave climate of the coastal zone of Anapa bay-bar
is characterized, in general, by the predominance of sur-
face waves in two main directions: the north-east and
south-west. Fig. 4 shows the wind waves, swell and mixed
(summary) waves for the period 1979—2017. 

The geographic location of the spit defines some pecu-
liarities of the wave regime that facilitate the sediment
transport: the openness of the coast for wind waves of
southern and western points. Storm WSW and SW of direc-
tions cause heavy along-shore sediment fluxes, directed
from NW to SE; the propagation of swell waves is limited
to a wave sector between the southeast and southwest
directions. 

Based on this, for further analysis we will limit ourselves
to 45-degree sectors: for wind waves — SSE (with the direc-
tion of waves from 135 ° to 180 °), SSW (180 °—225 °), WSW
(225 °—270 °), WNW (270 °—315 °); for swell — SSE, SSW, WSW.

For each wave sector for the period from 1979 to 2017,
the average values of significant wave heights, the re-
peatability of the directions of the sector within the annual
cycle, the average and maximum values of wave powers
were calculated. 

The resulting interannual variability of significant wave
heights (averaged for each specific direction), frequency
of propagation directions, average and maximum wind
waves and swell capacities are presented in Figures 5
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Figure 3 Local bottom profiles of the control sections. 

Figure 4 Roses of wind waves (in terms of significant wave heights, m) in the area of Anapa bay-bar for the last 39 years. 

Table 1 Analysis of trends in the fluctuations of the parameters of wind waves and swell over a period 1979—2017. 

Direction Wind Waves Swell 

SSE SSW WSW WNW SSE SSW WSW 

Test 
Interpretation 

Occurrence Stable Stable Stable No trend Increasing Prob. De- 
creasing 

Decreasing 

h s No 
trend 

Prob. in- 
creasing 

Prob. in- 
creasing 

No trend No trend Prob. in- 
creasing 

Prob. in- 
creasing 

P mean No 
trend 

No trend Prob. in- 
creasing 

No trend No trend Increasing No trend 

P max Stable No trend No trend No trend No trend No trend Stable 

t  

o
w
(
t
t  

f
o
T  
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y
w

 

fl
t  

t  

a  

d  
Let’s note the following detail. Practically for all direc- 
ions from 1979 to 2017, a decrease in the frequency of
ccurrence is observed along the directions of propagation, 
ith a simultaneous increase in significant wave heights 
averaged for specific directions). The only exception is 
he increased frequency of swell for the SSE sector, and 
his growth is not related to the local conditions of wave
ormation, but is determined by the overall strengthening 
f the eastern wind component for the entire Black Sea. 
he average power of wind waves in the coastal zone of the
napa bay-bar is a few kW/m, which is quite a bit compared
o other water bodies of the World Ocean. However, in some
ears, extreme storms with powers exceeding 300 kV/m 

ere observed. 
Since we are interested in the climatic characters of

uctuations in the characteristics of surface waves, we pose 
he question as follows: Are there any interannual stable
rends in the variability of the parameters of wind waves
nd swell? To answer this question, we use the procedure
etailed in ( Aziz et al., 2003 ). This procedure implements
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Figure 5 Interannual variations of averaged significant wave heights and the frequency of occurrence of wind waves and swell 
directions. 

 

 

 

 

 

 

 

 

 

 

 

the non-parametric Mann-Kendall test. The method does
not require knowledge of the law of distribution of initial
values, and can also take into account the unevenness of
the time scale and gaps in the data. The method considers
three main statistical metrics: 

• Mann-Kendall statistics (S). It is the sum of the differ-
ences in signs between consecutive values; 

• confidence level (CF, Confidence Factor); 
• coefficient of variation (COV, Coefficient of Variation). 

The combination of these three metrics makes it possible
to identify trend components in the initial data, as well as
to evaluate the sign and statistical significance of trends.
The final result is presented in terms of: 

• increasing — S > 0 and CF > 95%; 
• probably increasing — S > 0 and 90% < CF < 95%; 
• no trend — (S > 0 and CF < 90%) or (S ≤0 and CF < 90% and
COV ≥1); 

• stable — S ≤0 and CF < 90% and COV < 1; 
• probably decreasing — S < 0 and 90% < CF < 95%; 
• decreasing — S < 0 and CF > 95%. 

Note that the differences between the terms “no trend”
and “stable” relate only to the degree of data scatter in
the absence of obvious trends. The results of the study of
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Figure 6 Interannual variations of the average annual and maximum values of the power of wind waves and swell. 
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ossible trends in the interannual fluctuations of significant 
ave heights, wave frequency, average and maximum wave 
ower are presented in Table 1 . 
As it follows from Table 1 , the role of swell has been

ncreasing in the coastal zone of Anapa bay-bar over the
ast 39 years. There are stable trends to an increase in the
requency of swelling of the SSE direction and a decrease 
of the WSW directions. For the period from 1979 to 2017,
n average power of swell of SSE directions increased. Note
hat the waves of this direction affect practically along the
ormal to the coast, reinforcing the transverse component 
f the transport of bottom sediments. Wind wave param- 
ters show (in the climatic sense) greater stability; with 
ome probability, one can speak only about an increase in 
he average heights of waves in the storms of the SSW and
SW directions, as well as the average power of the WSW
ector. Linear climate trends are not revealed on the graphs
f the maximum wind waves power and swell. 
Next, we will try to assess the impact of the noted

eatures of the wave climate on the bottom sediments
ransport. 

.2. Climatic flows of sand sediments along the 

napa Bay-bar 

he result of the modeling was the integral annual esti-
ates of the alongshore sandy flows in the coastal zone of
napa bay-bar for the period from 1979 to 2017: 
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Figure 7 Alongshore flows (m 

3 /year) under the influence of 
wind waves (a) and swell (b), directed from NW to SE. 

Figure 8 Alongshore flows (m 

3 /year) under the influence of 
wind waves (a) and swell (b), directed from SE to NW. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 Contribution of swell to the formation of alongshore 
flows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• average annual flows under the influence of wind waves
(Qw-) and swell (Qs-), directed from the NW to the SE —
Fig. 7 ; 

• average annual flows under the influence of wind waves
(Qw + ) and swell (Qs + ), directed from SE to NW — Fig. 8 .

The strongest alongshore fluxes, caused by both wind
waves and swell, were simulated for 1981, 1992, 2000,
2001, 2007 and 2016. At the same time, not only the power
of storm waves but also the duration (repeatability) of storm
conditions play a significant role in the formation of signif-
icant fluxes. For example, the streams of 1981, 1992, 2000
and 2017 were determined by extreme storms, the 2001
stream was their recurrence, and the 2016 stream was the
recurrence of moderate power storms. Note also that the
contribution of individual storms (as, for example, in Jan-
uary 2000 and November 2007) can be a quarter of the total
annual sediment flow. As a result of one January 2000 storm,
a swell formed, which transferred almost a third of the
bottom material from the 2000 total balance. The average
(i.e., characterizing the order of magnitude) volumes of ma-
terial, moving along the coast, are: from the NW to the SE
— 30000 m 

3 /year, from the SE to the NW — 12000 m 

3 /year.
In some years, flows can increase (or decrease) by 2—2.5
times. A predominance of the sediment flow directed from
the NW to SE is observed practically along the entire length
of the bar. The exception is the southern part of the bar, ad-
jacent to Anapa, which is characterized, on average, by the
prevalence of flow from the SE to NW. A change in the sign
of the general transfer is observed south of Vityazevo ( Fig.
2 ). Strong interannual variability of flows is observed. In the
northern part of the bar, the range of the interannual vari-
ations of the flows directed from NW to SE can reach about
30000 m 

3 /year. As moving south, the amplitude of the inter-
annual fluctuations of these flows is significantly reduced. 

For flows directed from SE to NW, the picture is re-
versed: the maximum interannual fluctuations appear in
the southern part of the bay-bar and decrease as they move
to the north. 

4. Discussion 

Thus, as a result of the modeling, estimates of the trend
components in the fluctuations of the parameters of wind
waves in the coastal zone over the climatic period of time.
The values of the coastal fluxes of bottom sediments caused
by wind waves and swell were obtained as well. 

Let us estimate the contribution of swell waves to the
formation of alongshore sediment flows. In Fig. 9 , the
statistical characteristics of the ratios of swell waves flows
(Q swell ) to general flows (Q total ) are presented. 

As it follows from Fig. 9 , the influence of wind waves
dominates in the fluxes directed from the NW to the SE.
The contribution of the swell is ˜ 25% in the NW part of
the coast and decreases to 6—7% in the SE part. For fluxes
directed from SE to NW, the situation is reversed. In the
SE part, the contribution of the swell, on average, exceeds
50% and only slightly decreases in NW direction. In some
years, the alongshore flows directed from SE to NW can
be almost completely determined by the swell impact
(up to 67%). Under the conditions of the coastal zone of
Anapa bay, the effect of wind waves and swell on the
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Table 2 Analysis of linear trends in the share of swell in long-coastal transport of bottom sediments for the period 1979—
2017. 

Direction Profiles 

1 2 3 4 5 6 7 8 9 

From NW 

to SE 
Probably 

decreas. 
Stable Stable Stable Stable Decreas. Decreas. Decreas. Probably 

decreas. 
From SE 

to NW 

Probably 
increas. 

Probably 
increase. 

Increas. Increas. Increas. No trend No trend No trend No trend 

Figure 10 Average annual alongshore sediment flows for selected profiles. 
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nderwater eroded slope is somewhat different. As a rule, 
he height of wind waves is 2—3 times greater than the
eight of swell waves. The breaking of wind waves leads to
n increase in transverse transport of bottom material with 
he formation (transformation) of underwater bars and the 
emoval of material towards the sea. The swell dissipates in 
he near wateredge zone and contributes to the sediments 
ccumulation. Fig. 10 shows the average annual estimates 
f the resultant alongshore flows for three sections: in the
orthern part of the bay-bar ( Section 2 ), central ( Section 5 )
nd southern (Section 8). 
Positive values of flows correspond to flows directed 

rom south-east to north-west, negative values — in the 
pposite direction. As follows from Fig. 10 , sediment flows
re confined to local peculiarities of underwater reliefs. In
he northern part of the Anapa bay-bar, the main stream
aused by wind waves develops in the near-edge zone, in
he central one — in the area of the underwater bar, in the
outh - both in the bar area and in the splash zone. Fluxes
nder the influence of swell are formed, as a rule, in the
ear wateredge-zone. 
Under the influence of wind waves, the resulting flows 

re almost always directed from NW to SE with a small
xception: in 2005 and 2009, in the southern part of the
ay-bar, the stream was directed to NW. The flows formed
y the swell in the northern and central parts of the bar
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Figure 11 Deformation of the coastline of Anapa bay-bar for the period from 1964—1966 to 2012—2015 according to Krylenko 
(2015) and linear trends in the share of swell in longshore sediments transport. 
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are directed to the SE, in the southern — in the opposite
direction. Using the Mann-Kendall test described above, we
estimate whether the share of swell in the coastal sediment
transport changed from 1979 to 2017. The test results are
shown in Table 2 . 

As follows from Table 2 , in the southern part of the bar
there is a decrease in the share of swell in the alongshore
transport, directed from NW to SE, in the central — increase
in the contribution of swell to the total sediment flow from
SE to NW, in the northern — likely increase inflows to the NW
and weakening to SE. Using the data from Krylenko (2015) ,
we reconstruct an averaged picture of the deformation of
the Anapa shoreline over the last 50 years ( Fig. 11 ). 

Fig. 11 reflects the processes of the coastline erosion and
accumulation, which occurred from the mid-1960s to the
2010s. During this period, the southern part of the bar has
lost up to 80 meters of the beach, the northern part slightly
less, about 20 m. Comparing Fig. 11 and data in Table 2 (and
taking into account the uncertainties in both the processing
of surface maps and modeling results), it can be noted that
in the area of maximum coastal erosion in the southern
part, there is a decrease in the percentage of swell in the
alongshore transport. The central part of the bar is subject
to the increasing influence of swell, which, possibly, is a
factor of some stabilization. The stability of the beaches
in the central part of the bay-bar can also be facilitated
by the fact that the production of mass bivalve mollusks
Chamelea gallina here has relatively higher values than in
the northern part ( Kosyan and Divinsky, 2019 ). Despite the
fact that the maximum biomass of mollusks is noted in the
southern part of the bar, the here produced carbonates
can also be transported along the coastal sediment flow
from SE to NW and serve as a source of the replenishment
in the central part of the beaches. Linear climatic trends
(of different signs) for the northern region of the burrs
( Sections 1 , 2 ) are present, although they are not so clearly
expressed. Unambiguous interpretation of the results is
hardly possible, but note that the erosion of the beaches in
the northern region is not as catastrophic as in the southern.

5. Conclusions 

The purpose of this work was to analyze the climatic
variability of the parameters of wind waves and swell in
the coastal zone of Anapa bay-bar, alongshore transport of
bottom sediments, and to assess the contribution of swell
to the formation of alongshore flows. 
Main results: 
. In the Anapa bay-bar area, the average annual wind
wave and swell powers experience fairly significant
interannual variability. In this case, the average annual
values of the wind wave power are 3—4 kW/m, swell
— about 0.6—0.8 kW/m. 

. Over the past 39 years, the role of the swell has been
increasing. There are steady trends to an increase in the
frequency of swell of the SSE direction and a decrease
in its frequency of occurrence of the WSW direction. For
the period from 1979 to 2017, an average power of swell
of SSE directions also increased. 

. In the alongshore flows of bottom material directed from
NW to SE, the influence of wind waves dominates. The
contribution of swell is ∼25% in the NW part of the coast
and significantly decreases in the SE part (up to 6—7%).
For flows directed from SE to NW, the contribution of
swell is rather stable. In the SE part, the contribution of
swell, on average, exceeds 50% and somewhat decreases
in the NW direction. Note that in some years, alongshore
flows directed from SE to NW can be almost completely
dominated by the impact of the swell waves (up to 67%).

. For the period from 1979 to 2017, in the southern part of
the bay-bar, there was a statistically significant decrease
in the share of swell in the alongshore transport, directed
from NW to SE; in the central part — an increase in the
contribution of swell to the total sediment flow from SE
to NW; in the northern part — probable increase inflows
to NW and decrease to SE. Such dynamics is consis-
tent, in general, with experimental observations of the
processes of erosion and accumulation of beach-forming
material along the Anapa bay-bar coastline. 

Note that the conducted studies do not claim to be com-
plete. In the general balance of sediments, many natural
and anthropogenic factors play a significant role (depletion
of natural sources of bottom material, removal of sand,
development of dune space). Nevertheless, the obtained
results allowed us to estimate climatic changes in the sur-
face wave structure, as well as the effect of these changes
on the characteristics of the coastal sediment transport. 

We note one more important point. Obtained results con-
cerning the role of swell waves in the formation of sediment
transport features are obviously not universal. The open
ocean coasts, for example, are accessible to swell formed
at a considerable distance from the coast and not related to
local atmospheric conditions. In this case, the swell power
can be comparable and even exceed the power of wind
waves. The impact of swell waves can determine both the
amplitude and the resulting sign of the coastal currents.
Perhaps our results, to some extent, will be characteristic
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f other enclosed water areas (the Baltic Sea, for example),
s further studies will show. One circumstance, perhaps, is 
ndeniable: it is useful (and important) to know not only 
he parameters of surface waves, but also its structure. 
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Summary The aim of this study was to conduct the first comprehensive evaluation of carbon 
stock in the sediments of Avicennia marina (black mangrove) and Rhizophora mucronata (red 
mangrove) along the coastline of an arid region (Farasan Islands, Saudi Arabia). Such informa- 
tion is necessary for the development of any management plan for the mangrove ecosystems 
along the Saudi Red Sea islands and provide a rationale for the restoration of mangrove forests 
in Saudi Arabia. A. marina and R. mucronata locations showed significant ( P < 0.001) differ- 
ences in sediment bulk density (SBD) and sediment organic carbon (SOC) concentration with 
higher mean values for both in the sediments of A. marina . Considering the whole depth of 
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sediment sampled (0—50 cm), the highest value of SOC stock (12.3 kg C m 

−2 ) was recorded at 
A. marina locations and the lowest (10.8 kg C m 

−2 ) at R. mucronata locations. Thus, the SOC 
stock of A. marina was greater than that of R. mucronata by 114.3%. Consequently, considering 
the rate of carbon sequestration and the area of mangrove forests (216.4 ha), the total carbon 
sequestration potential of mangroves in the Farasan Islands ranged between 10.3 Mg C yr −1 and 
11.8 Mg C yr −1 for R. mucronata and A. marina locations, respectively. Thus, it is necessary 
to protect and restore these ecosystems for the sequestration of carbon and for their other 
valuable ecosystem services. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

1

C  

a  

c  

L
f
i  

i  

(  

t  

t  

s
g
t  

F
c  

g

p  

e  

e  

w  

s
s  

f
m
s  

e  

o  

u
a
i
c  

o
(

t
a
v
t
a
i
a
a

t  

s
d
g
t  

a
p  

2  

c
a
a  

h  

o  

2  

b  

a
v  

(

i  

A  

8  

T  

t  

f  

b
o  

2  

a  

i  

b
o
i  

c  

i  

a  

f
b
o
f
f

s  

r
s

. Introduction 

limate change is a major global issue ( Eid et al., 2016 ),
nd CO 2 , one of the greenhouse gases, has a major role in
limate change and global warming ( Shaltout et al., 2019 ).
and use changes (such as deforestation) and combustion of 
ossil fuels are thought to lead to high concentrations of CO 2 

n the atmosphere ( IPCC, 2007 ). The highest levels of carbon
n the terrestrial carbon cycle are found in soil reservoirs
 Sahu and Kathiresan, 2019 ). These levels are twice more
han those in the atmosphere and three times more than
hose in vegetation ( Sahu and Kathiresan, 2019 ). Thus, many
cientists have indicated that CO 2 sequestration in soil or- 
anic carbon (SOC) may contribute substantially to reducing 
he effects of climate change (see Taillardat et al., 2018 ).
urthermore, increasing soil carbon stocks and protecting 
arbon rich soils are essential for reaching the climate tar-
ets of the Paris Climate Agreement ( Rumpel et al., 2018 ). 
Blue carbon has received international interest for its 

otential role in the mitigation of CO 2 emissions ( Taillardat
t al., 2018 ). Mangrove forests constitute one of the
cosystems with the greatest density of carbon in the world
ith most of the carbon stored in the soil, and organic-rich
ediments of several metres depth have been observed in 
ome mangrove ecosystems ( Twilley et al., 1992 ). There-
ore, mangroves are now being considered an important 
eans of combatting climate change through approaches 
uch as REDD + and blue carbon ( Alongi, 2012 ). Sanderman
t al. (2018) described the need to record the distribution
f carbon stock in mangrove forests so that they can be
tilised in attempts to ease climate change. Therefore, 
ccurate, location-specific quantification of carbon stocks 
s essential to understand the spatial range of coastal blue 
arbon and to estimate future carbon stocks as a result
f habitat preservation, loss, degradation, or restoration 
 Radabaugh et al., 2018 ). 
Mangrove forests are efficient ecosystems existing at 

he land—sea margin. Globally, these forests comprise 
pproximately fifty-four species from twenty families of 
ascular plants ( Tomlinson, 2016 ). Alongi (2012) described 
hem as the sole woody halophytes existing in saltwater 
long tropical and subtropical coastal regions. The signif- 
cance of mangrove forests in terms of social, economic, 
nd ecological benefits are well documented worldwide 
s being crucial for both the wellbeing of humans and 
he environment ( Shaltout et al., 2019 ). Mangroves aid in
tabilising shorelines and decreasing the effects of natural 
isasters, including those of tsunamis and hurricanes. Man- 
rove forests are one of the coastal vegetation ecosystems 
hat raise the seabed via soil accretion of autochthonous
nd allochthonous material, supporting a natural coastline 
rotection system against sea level rise ( Saderne et al.,
018 ). They serve as nursing grounds for marine biota,
onserve biodiversity, and provide fuel, medicine, food, 
nd material for construction to coastal communities. They 
lso sequester and store large quantities of carbon, which
elp in the mitigation of climate change and enrich the
cean by providing organic inputs ( Jennerjahn and Ittekot,
002 ). The mean economic value assigned to mangroves has
een approximated as second only to the value of estuaries
nd seagrass meadows and greater than the economic 
alue of coral reefs, continental shelves, and the open sea
 Costanza et al., 1997 ). 
Mangroves cover approximately 137,600 km 

2 of coastline 
n 118 countries with 38.7% found in Asia, 20.3% in Latin
merica and the Caribbean, 20% in Africa, 11.9% in Oceania,
.4% in North America, and 0.7% in the European Overseas
erritories ( Bunting et al., 2018 ). The net primary produc-
ion of carbon is formed partially (10%) from mangrove
orests and these forests also result in a quarter of carbon
urial in coastal zones worldwide — this, despite existing 
nly along 0.7% of the coastal zones worldwide ( Alongi,
007 ). Donato et al. (2011) indicated that between 50%
nd 90% of the total carbon of the mangrove ecosystem
s made up of SOC. Twilley et al. (2018) supported this
y describing how mangroves comprise a greater amount 
f sedimentary carbon per m 

2 than terrestrial regions, 
ndicating that within the first metre, 36.1 kg m 

−2 of blue
arbon can be found ( Sanderman et al., 2018 ). This amount
s 3.3-, 3.2-, 2.8-, 2.7-, 2.4-, 2.3-, 2.1-, 1.8-, 1.7-, 1.5-,
nd 1.4-fold greater than the soil carbon stocks estimated
or closed shrublands, savannas, croplands, deciduous 
roadleaf forests, evergreen broadleaf forests, grasslands, 
pen shrublands, mixed forests, evergreen needleleaf 
orests, permanent wetlands, and deciduous needleleaf 
orests, respectively ( Sanderman et al., 2018 ). 
Even though mangrove ecosystems are advantageous in 

o many ways, both changes in land use and growth of urban
egions are threatening their survival. For instance, one 
tudy determined that the mass deforestation of 278,049 
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ha of a mangrove area (equalling 1.67% of the total area
worldwide) occurred in 2000 and this led to between
30.4 and 122.0 Tg C (111.0—447.0 Tg CO 2 ) of committed
emissions ( Sanderman et al., 2018 ). Thus, the change
in land use between 2000 and 2015 led to emissions of
somewhere in this range from the soils of these mangrove
forests. Considering the current rate of loss, Duke et al.
(2007) estimated that all mangroves would disappear within
a decade. Thus, understanding the distribution of SOC
stock in mangrove forests is very important for prioritis-
ing protection and restoration efforts for climate change
mitigation ( Sanderman et al., 2018 ). 

The location of the Red Sea mangroves, at the most
northern point of their spread in the Indo-Pacific, confers
them with great importance in terms of their ecology
and biogeography ( PERSGA, 2004 ). Saifullah (1994) demon-
strated the significance of this mangrove owing to its growth
in an area that should be considered uninhabitable in that
it has a paucity of rain, the land is dry, rivers are absent,
and salt levels are high. Hard-bottomed and euhaline—
metahaline mangroves are the two forms of these forests
present in the Red Sea ( Price et al., 1987 ). The common
species, Avicennia marina, has been the subject of various
studies performed on mangrove forests in the Saudi Arabian
Red Sea to determine their carbon sequestration potential
(CSP). These studies were conducted at several locations
with the majority being in the southern regions, two in the
central areas, and one in a northern area. The efficacy of
A. marina in carbon sequestration was examined by Eid
et al. (2016) along the Saudi Arabian coast of the Red Sea.
The central coast of the Red Sea in the Saudi Arabian region
was similarly investigated for its carbon sequestration rate
(CSR) and SOC stocks by Almahasheer et al. (2017) . The
southern Red Sea coast of Saudi Arabia was studied by
Arshad et al. (2018) , and the CSR in regions determined to
be polluted and non-polluted was evaluated. A. marina was
also studied in the southern area of the Red Sea in Saudi
Arabia next to Jizan city by Eid et al. (2019) who sought
to determine how differences in land use could affect the
SOC stock in the sediments of this southern coastal region
that was converted from areas flourishing with A. marina to
shrimp farms. Another study examined the variation in the
carbon sequestration capacity of A. marina with variation
in the accessibility to nutrients and along a salinity gradient
along the Saudi Arabian Red Sea ( Shaltout et al., 2019 ). 

To the best of our knowledge, this is the first study to
compare A. marina and Rhizophora mucronata in Saudi
Arabia with respect to sediment bulk density (SBD), SOC
concentration, and SOC stock. Our null hypothesis is that
both A. marina and R. mucronata locations have the same
SBD, SOC concentration, and SOC stock. Through this study,
we will be able to enhance our understanding of the part
played by arid mangroves in sequestering carbon. Our
specific research questions were what are the carbon stocks
of the mangroves of the Farasan Islands? and how do they
differ between A. marina and R. mucronata locations? The
results from this study are expected to increase knowledge
on the carbon stock in mangroves and to inform current
discussions on blue carbon. This will be useful to govern-
ment departments regarding the management of mangrove
forests and will also improve the attitude and increase the
concern of societies towards the conservation of mangroves.
2. Material and methods 

2.1. Study area 

The Farasan Islands were declared a nature reserve in 1989
owing to the presence of the last population of the Arabian
Gazelle ( Alfarhan et al., 2002 ). The region is protected and
is currently seen as Saudi Arabia’s most significant marine
nature reserve. Alfarhan et al. (2002) also described other
crucial needs of this region, including as a nesting area for
migrating birds and as an area that is conducive to sup-
porting various endemic snakes. Al Mutairi et al. (2012) de-
scribed the high biodiversity of the region and the presence
of various species that are either endemic or endangered
and this was attributed to the exclusive location of these
islands in the region between the west of Asia and the east
of Africa in an arid setting. The fauna and flora of the region
are also quite distinct as they are part of various phytogeo-
graphical areas including Africa, the Mediterranean, and
Asia. The habitats within these islands are also diverse and
comprise salt marshes (both wet and dry), sand plains, sand
dunes, rocky regions, and mangroves ( El-Demerdash, 1996 ).

The Farasan Islands can be found in the southern area
of the Red Sea at a location ca. 50 km away from the axial
trough of the Red Sea and approximately 40 km from Jizan
City ( Fig. 1 ). The Farasan Islands are a group of 128 islands
that together shape the Farasan bank, totalling an area
of 3,000 km 

2 ( Bantan, 1999 ). Khalil (2012) estimated the
complete land area covered by the islands as 600 km 

2 .
Three islands are currently inhabited; namely, Qummah,
14.9 km 

2 ; Sajid, 109 km 

2 ; and Farasan Al-Kabir, 369 km 

2 .
There are other islands that are large in size but remain
uninhabited, except by the coast guard — the Disan, Zifaf,
and Dumsuk Islands. The other islands are used for picnick-
ing and by fishermen as rest areas. The population of the
island is estimated at 4,500 and the majority of the inhab-
itants are either fishermen or work in agriculture ( Alwelaie
et al., 1993 ). An uplifted coral reef is the main material
that forms the islands mostly consisting of fossils, with
coastal regions comprising eroded coral sands or cliffs and
also coral surfaces along the wadis and runnels ( Dabbagh
et al., 1984 ). The mean surface level is not greater than
20 m a.s.l. but attains a height of 70 m in certain regions
( Alwelaie et al., 1993 ). The two species investigated in this
study, R. mucronata and A. marina , can be found in the
lagoons and the island shorelines ( Al-Mutairi et al., 2012 ).
Al-Mutairi et al. (2012) describes A. marina as the main
species of mangrove established in this region either as a
pure community or mixed with R. mucronata. Two other
studies describe a massive monospecific R. mucronata
population in the north-eastern region of the Farasan Jetty
( Alwelaie et al., 1993 ; El-Demerdash, 1996 ). 

The climate in the islands is between arid and subtrop-
ical. Temperatures of 29.8 °C are reached on average with
rainfall being less than 130 mm yr −1 . Most of the year is
humid with high humidity levels of between 70% to 80% in
winter and decreasing in summer to between 65% and 78%
( El-Demerdash, 1996 ). The saltiness of the water in the
region of the Farasan Islands in the southern area of the Red
Sea is also high ranging from ca. 37% in winter to ca. 38%
in summer ( Bantan, 1999 ). Abu-Zeid et al. (2011) described
how owing to the raised levels of evaporation in the islands’
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Figure 1 Map of the study area indicating the six sampling locations. 
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agoon, the salinity tends to reach levels as high as 40%.
he tide is every 11 h (diurnal) and low, with a mean spring
ange of 0.5 m at the region of the Farasan Islands ( Bantan,
999 ). As the Farasan Islands are located in the southern
ed Sea, their climate is a monsoon climate. The region is
nfluenced by the monsoon winds coming from the north 
n the summer and those coming from the south-east in 
he winter ( Marcos, 1970 ). This results in the southern
ed Sea surface water currents being affected around the 
arasan Islands. In this region, the surface currents flow 

n a southerly direction in the summer months and in a
ortherly direction in the winter months. 

.2. Sediment sampling 

ix locations were selected for sampling which was 
onducted in July of 2019. Locations representative 
f the A. marina monospecific stands were 17 °48 ́28.7 ́́N,
1 °51 ́57.0 ́́E; 17 °47 ́31.5 ́́N, 41 °53 ́18.5 ́́E; and 17 °10 ́43.9 ́́N,
2 °22 ́2.1 ́́E and for the R. mucronata stands: 17 °47 ́37.5 ́́N,
1 °53 ́49.9 ́́E; 17 °46 ́40.8 ́́N, 41 °54 ́37.3 ́́E; and 17 °13 ́
7.0 ́́N, 42 °20 ́20.5 ́́E. All these locations were along the
oastline of the Farasan Islands ( Fig. 1 ). Kauffman and
onato’s (2012) the Rule of Twelfths was used for sampling 
uring low tides ( < 0.3 m water depth) in locations that
ere accessible on foot. At each sampling location, seven 
ites were selected and seven soil cores were collected
rom each one. Samples from both A. marina and R. mu-
ronata locations were collected using a hand sediment 
orer (made of stainless steel, 100 cm long with an inner
iameter of 70 mm). To collect the core, the researchers
ushed the corer down into the soil to a depth of 50 cm.
his depth was selected owing to the presence of raised
oral/rock and subfossil at depths below 50 cm. Next, the
ediment core was slowly extracted out of the corer and
hen, divided into ten 5 cm sections: 0—5, 5—10, 10—15,
5—20, 20—25, 25—30, 30—35, 35—40, 40—45, and 45—50 
m. Each section was then stored in a plastic container
hich was sealed with parafilm and volatilisation loss was 
revented along with a decrease in the activity of microbes
y storing the container on ice until further analysis ( Eid
nd Shaltout, 2016 ). Thus, from each of the ten layers
f soil, one sample was collected, and this was done for
ach of the 42 sites that were sampled (21 sites for each
pecies). Overall, 420 samples of sediment were gathered 
or the analysis of SBD, SOC stock, and SOC concentration. 

.3. Sample analysis 

he sediment samples were first oven dried at a tem-
erature of 105 °C over 3 days. The samples were then
eighed to establish SBD [g cm 

−3 ] as per Wilke’s (2005)
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Figure 2 Distribution of sediment bulk density [g cm 

−3 ] in 
relation to sediment depth [cm] in Avicennia marina and Rhi- 
zophora mucronata locations along the coastline of the Farasan 
Islands, Saudi Arabia. Horizontal bars indicate the standard er- 
ror of the means [ n = 21]. F -values represent results of the two- 
way ANOVAs. Means followed by different letters are signifi- 
cantly different at P < 0.05 according to the Tukey’s HSD test. 
Location: A. marina / R. mucronata ; Depth: 0—5, 5—10, 10—15, 
15—20, 20—25, 25—30, 30—35, 35—40, 40—45, 45—50 cm. ∗∗: P 
< 0.01, ∗∗∗: P < 0.001. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

methodology: 

ρs j = 

m j 

v j 
, 

where ρsj is the SBD [g cm 

−3 ] of the j th layer, m j is the mass
of the sediment sample [g] of the j th layer dried at 105 °C,
and v j is the volume of the sediment sample [cm 

3 ] of the j th

layer. Once dried, the samples were ground and sieved to
ensure particle size was below 2 mm. SOC concentrations
were established for each sample by measuring the sed-
iment organic matter (SOM). The loss-on-ignition method
was used which was performed for two hours at 550 °C as de-
scribed by Jones (2001) . SOC concentration was established
as [g C kg −1 ] = 0.50 [Pribyl, 2010] × SOM [g C kg −1 ]. A CHN
analyser was not available to the researchers at the time
of the study, and therefore, as per the recommendations
of Nóbrega et al. (2015) , the loss-of-ignition methodology
was employed instead. This was required to establish a
precise approximation of SOC in the sediments from the
mangroves. Next, following the methodology of Meersmans
et al. (2008) , SOC stock [kg C m 

−2 ] was quantified using the
following equation: 

SO C s = 

∑ k 
j=1 ρs j × SO C j × T j 

∑ k 
j=1 T j 

× D r , 

where SOC s is SOC stock [kg C m 

−2 ], ρsj is the SBD [g cm 

−3 ] of
the j th layer, SOC j is the SOC concentration [g C kg −1 ] of the
j th layer, D r is the reference depth [ = 0.5 m], T j is thickness
[m] of the j th layer, and k is the number of layers [ = 10]. 

CSR [g C m 

−2 yr −1 ] was estimated based on the sedimen-
tation rate, SBD, and SOC concentration ( Xiaonan et al.,
2008 ): 

S R i = ρsi × SO C i × R, 

where CSR i is the CSR [g C m 

−2 yr −1 ] of the i th location,
ρsi is the mean SBD [g cm 

−3 ] of the i th location, SOC i is the
mean SOC concentration [%] of the i th location, and R is the
sedimentation rate in the mangrove forests (the mean for
Saudi Arabia = 2.2 mm yr −1 ; Almahasheer et al., 2017 ). 

CSP [Mg C yr −1 ] was calculated as follows ( Xiaonan et al.,
2008 ): 

 SP = C SR × A, 

where CSP is the CSP [Mg C yr −1 ] of the mangrove stands
and A is the area [m 

2 ] of the mangrove stands (216.4 ha;
Khan et al., 2010 ). 

2.4. Statistical analysis 

Before analysis, the data was evaluated for normality of
distribution and homogeneity of variance using the Shapiro-
Wilk’s W test and Levene’s test, respectively. Log transfor-
mation was performed on the data when necessary prior to
conducting analysis of variance (ANOVA). Two-way ANOVA
(ANOVA-2) was used to identify statistically significant
differences in SBD and SOC concentrations in A. marina and
R. mucronata samples for each of the ten sediment depths.
Significant difference between means among the ten sedi-
ment depths were identified using the Tukey’s HSD test at P
< 0.05. Non-linear regression and Pearson correlation coef-

ficient were used to evaluate the association between the 
SOC concentration and SBD ( Shaltout et al., 2019 ). Student’s
t- test was used to identify significant differences among the
A. marina and R. mucronata locations for the total means of
SOC stock, SOC concentration, SBD, CSP, and CSR. All statis-
tical analyses were performed using SPSS 15.0 ( SPSS, 2006 ).

3. Results 

Differences in SBD were significant between the A. marina
and R. mucronata locations with a t -value of 4.1 ( P < 0.001)
and the greatest mean values belonging to A. marina ; thus,
these findings demonstrate that the null hypothesis is not
true ( Table 1 ). Variation in SBD at the A. marina locations
was clearly high as it increased from 1.10 g cm 

−3 at the
depth of 0—5 cm to 1.99 g cm 

−3 at the depth of 45—50 cm
( Fig. 2 ). In comparison, for R. mucronata, SBD increased
from 1.17 g cm 

−3 at the depth of 0—5 cm to 1.83 g cm 

−3 at
the depth of 45—50 cm. 

Significant differences were also observed for the SOC
concentrations with t -values of 7.7 ( P < 0.001) between
the A. marina and R. mucronata locations. The greater
average differences were in the sediments from the A.
marina locations; thus, the null hypothesis was once again
disproved ( Table 1 ). A decrease was noted in the SOC
concentrations at the A. marina locations from 23.4 g C
kg −1 at the depth of 0—5 cm to 13.2 g C kg −1 at the depth
of 45—50 cm ( Fig. 3 ). At the R. mucronata locations, the
SOC concentrations clearly declined from 20.4 g C kg −1 

to 11.8 g C kg −1 at the depth of 0—5 cm to 45—50 cm,
respectively. SOC concentration (g C kg −1 ) and SBD (g cm 

−3 )
had a significant and an inverse relationship, which was
described by the following non-linear regression equations:
SBD = 0.879 + 10.021 e —0.172 × SOC concentration ( r = −0.633, P
< 0.001) and SBD = 1.059 + 9.638 e —0.219 × SOC concentration
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Table 1 Mean ± standard error of sediment bulk density — SBD [g cm 

−3 ], sediment organic carbon (SOC) concentration 
[g C kg −1 ], SOC stock [kg C m 

−2 ], carbon sequestration rate — CSR [g C m 

−2 yr −1 ], and carbon sequestration potential — CSP 
[Mg C yr −1 ] of Avicennia marina and Rhizophora mucronata locations along the coastline of the Farasan Islands, Saudi Arabia. 

Species SBD SOC concentration SOC stock CSR CSP 

A. marina 1.55 ± 0.02 [ n = 210] 16.3 ± 0.3 [ n = 210] 12.3 ± 0.1 [ n = 21] 5.4 ± 0.1 [ n = 210] 11.8 ± 0.1 [ n = 210] 
R. mucronata 1.48 ± 0.02 [ n = 210] 14.9 ± 0.2 [ n = 210] 10.8 ± 0.2 [ n = 21] 4.8 ± 0.1 [ n = 210] 10.3 ± 0.1 [ n = 210] 
t -value 4.1 ∗∗∗ 7.7 ∗∗∗ 6.0 ∗∗∗ 10.9 ∗∗∗ 10.9 ∗∗∗

t- values represent the Student’s t- test. ∗∗∗: P < 0.001. 

Figure 3 Distribution of sediment organic carbon concentra- 
tion [g C kg −1 ] in relation to sediment depth [cm] in the Avi- 
cennia marina and Rhizophora mucronata locations along the 
coastline of the Farasan Islands, Saudi Arabia. Horizontal bars 
indicate the standard error of the means [ n = 21]. F -values rep- 
resent results of the two-way ANOVAs. Means followed by dif- 
ferent letters are significantly different at P < 0.05 according 
to the Tukey’s HSD test. Location: A. marina / R. mucronata ; 
Depth: 0—5, 5—10, 10—15, 15—20, 20—25, 25—30, 30—35, 35—
40, 40—45, 45—50 cm. ∗∗∗: P < 0.001, ns : not significant [i.e. P 
> 0.05]. 
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Figure 4 Non-linear correlation between sediment organic 
carbon concentration [g C kg −1 ] and sediment bulk density [g 
cm 

−3 ] of 420 sediment samples from Avicennia marina and Rhi- 
zophora mucronata locations along the coastline of the Farasan 
Islands, Saudi Arabia. 
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 r = −0.718, P < 0.001) for A. marina and R. mucronata
ocations, respectively ( Fig. 4 ). 

Allowing for the entire sediment interval depth from 0 
o 50 cm, the greatest SOC stock value was observed at A.
arina locations (12.3 kg C m 

−2 ), whereas the least value
or the SOC stock was observed at R. mucronata locations 
10.8 kg C m 

−2 ). Thus, SOC stock was 114.3% greater for A.
arina locations than for R. mucronata locations ( Table 1 ) .
herefore, the null hypothesis was once again disproved. A 
ignificantly greater mean CSR was observed at A. marina 
ocations (5.4 g C m 

−2 yr −1 ) than at R. mucronata locations
4.8 g C m 

−2 yr −1 ) with a t -value of 10.9 ( P < 0.001).
onsidering the mangrove forest area of 216.4 ha and the
SR values, the mangroves of the Farasan Islands had a 
otal CSP ranging from 10.3 Mg C yr −1 at R. mucronata
ocations to 11.8 Mg C yr −1 at A. marina locations . 

. Discussion 

he SBD is a dynamic feature that differs with structural
onditions within the sediment ( Pravin et al., 2013 ). It is
requently employed as a measure of two soil features,
amely, ventilation and moisture ( Huang, 2015 ). The me-
hanical resistance of the soil with regard to the growth of
lants is also established using SBD; it may also affect the
istribution of SOC concentration while playing a significant 
art in the approximation of this parameter ( Johnston
t al., 2004 ). The coastline of the Farasan Islands has
angrove forests along it; the SBD of this mangrove forest

s within the value range described for mangroves inhab-
ting the Red Sea coast ( Table 2 ). Additionally, as depth
ncreased, so did SBD for both A. marina and R. mucronata
ocations. This finding has been described by other authors,
ncluding for the coast along the Egyptian Red Sea ( Eid
nd Shaltout, 2016 ), along an approximate 1134 km of the
oast of the Saudi Arabian Red Sea ( Shaltout et al., 2019 ),
nd along the southern region of the coastline of the Saudi
rabian Red Sea ( Arshad et al., 2018 ; Eid et al., 2016 ).
uch variation in SBD has been attributed to the build-up
f the remains of plants and tailings in the various layers
f the sediment (surface and subsurface) ( Sherry et al.,
998 ). These lead to changes in the organic matter content,
orosity, and compaction ( Pravin et al., 2013 ). 
Underground roots, dropped litter, autochthonous 

atter, and other forms of material produced locally by
angroves are the initial contributors to SOC concentra- 
ions in mangrove forests ( Alongi, 1998 ); as also benthic
lgae ( Yong et al., 2011 ); seagrass and seaweed captured
n the area ( Mandura et al., 1988 ); and matter brought
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Table 2 Mean of sediment bulk density — SBD [g cm 

−3 ], sediment organic carbon (SOC) concentration [g C kg −1 ], SOC stock [kg C m 

−2 ], and carbon sequestration rate — CSR 
[g C m 

−2 yr −1 ], of Avicennia marina and Rhizophora mucronata locations along the coastline of the Farasan Islands, Saudi Arabia compared with those reported for different 
mangrove forests around the globe. 

Location Species SBD SOC concentration SOC stock CSR Depth [cm] Reference 

Farasan Islands, Saudi Arabia Avicennia 1.55 16.3 12.3 5.4 50 Present study 
Rhizophora 1.48 14.9 10.8 4.8 50 

Red Sea coast, Saudi Arabia Avicennia 1.5-1.9 14.4-18.1 6.7-10.5 5.0-6.0 50 Shaltout et al. (2019) 
Southern Saudi Red Sea coast Avicennia 1.66 17.7 29.2 100 Eid et al. (2019) 
Southern Saudi Red Sea coast Avicennia 1.53-1.66 12.6-15.7 9.9-11.5 4.4-5.1 50 Arshad et al. (2018) 
Central Saudi Red Sea coast Avicennia 2.0-15.0 2.5-7.6 1.5-5.5 100 Almahasheer et al. (2017) 
Southern Saudi Red Sea coast Avicennia 1.5 28.7 17.0 11.9 40 Eid et al. (2016) 
Arabian Gulf, United Arab 
Emirates 

Avicennia 10.2-15.6 100 Schile et al. (2017) 

Red Sea coast, Egypt Avicennia 1.4 15.5 8.5 6.1 40 Eid and Shaltout (2016) 
Africa’ Sahel, Senegal Avicennia & Rhizophora 7.4-10.7 40 Woomer et al. (2004) 
Ambanja and Ambaro bays, 
Madagascar 

Avicennia & Rhizophora 0.52-1.39 6.0-61.0 32.4-51.7 150 Jones et al. (2014) 

Zambezi River Delta, 
Mozambique 

Avicennia & Rhizophora 0.72-0.95 14.5-23.6 27.5-31.4 200 Stringer et al. (2015) 

Tropical Pacific, Micronesia Rhizophora 130.0-150.0 51.7-94.7 100 Donato et al. (2012) 
Yap Island, Micronesia Rhizophora 0.27-0.51 73.0-137.0 12.1 100 Kauffman et al. (2011) 
Pohnpei Island, Micronesia Avicennia 0.10-0.43 114.6-364.9 177.1-211.6 53.0-93.0 365 Fujimoto et al. (1999) 
Babeldaob Island, Palau Rhizophora 69.8-369.7 60 Mackenzie et al. (2016) 
Babeldoab Island, Palau Rhizophora 0.18-0.36 120.0-215.0 56.7 100 Kauffman et al. (2011) 
Moanaanuanu Estuary, New 

Zealand 
Avicennia 6.9-7.0 31.8-57.6 40 Pérez et al. (2017) 

Australian coast N.A. 48.1-101.2 200 Sanders et al. (2016) 
Pilbara coast, Australia Avicennia 14.0-70.0 11.8 100 Alongi et al. (2000) , Alongi 

et al. (2003) Rhizophora 23.0-65.0 16.9 100 
Lagoons and estuaries, Sri 
Lanka 

Avicennia & Rhizophora 0.97-1.37 53.0-97.0 31.6-58.1 45 Perera and Amarasinghe (2019) 

Batticaloa Lagoon, Sri Lanka Avicennia & Rhizophora 0.40-1.60 3.0-51.0 100.9-784.6 80 Jonsson and Hedman (2019) 
Mekong region, Vietnam Rhizophora 121.0-602.7 60 Mackenzie et al. (2016) 
Mekong Delta, Vietnam Avicennia & Rhizophora 0.52-0.86 17.9-52.0 66.7 250 Dung et al. (2016) 
Mekong Delta, Vietnam Avicennia & Rhizophora 0.61-1.20 13.0-33.0 58.4-65.5 250 Tue et al. (2014) 
Pulau Ubin Island, Singapore Avicennia & Rhizophora 0.73 45.0 30.7 100 Phang et al. (2015) 
Honda Bay, Philippines Avicennia 0.48-0.62 64.3-87.3 85.2 300 Castillo et al. (2017) 
Sawi Bay, Thailand Avicennia & Rhizophora 22.5-54.3 100 Alongi et al. (2001) 
Zhangjiang Estuary, China Avicennia 0.94 12.7 9.6 100 Gao et al. (2019) 

Rhizophora 1.24 12.1 8.5 100 

( continued on next page ) 
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Table 2 ( continued ) 

Location Species SBD SOC concentration SOC stock CSR Depth [cm] Reference 

Hainan Dongzhaigang 
Wetlands, China 

Avicennia 9.6 100 Xin et al. (2018) 
Rhizophora 5.6 100 

Leizhou Peninsula, China Avicennia & Rhizophora 0.93-1.12 7.1-16.4 7.1-14.0 37.0-205.0 90 Yang et al. (2014) 
Zhangjiang Estuary, China Avicennia 10.0-12.7 60 Xue et al. (2009) 
Segara Anakan Lagoon, Kongsi 

Island and Thousand Islands, 
Indonesia 

Avicennia & Rhizophora 0.62-1.35 8.0-77.0 3.7-48.5 2.4 100 Kusumaningtyas et al. (2019) 

Bay of Bengal, India Avicennia 0.56 9.2 2.8 N.A. Sahu and Kathiresan (2019) 
Rhizophora 0.57 8.4 2.6 N.A. 

Sundarbans, India Avicennia 5.1-6.5 2.6 30 Ray et al. (2011) 
Tampa Bay, USA Avicennia & Rhizophora 0.44-0.90 63.0-110.0 10.1 50 Radabaugh et al. (2018) 
La Paz Bay, Mexico Avicennia & Rhizophora 0.9 10.0-23.9 45 Ochoa-Gómez et al. (2019) 
Pantanos de Centle Wetland, 

Mexico 
Avicennia & Rhizophora 0.49 131.0 13.7-200.3 300 Kauffman et al. (2016) 

Yucatan Peninsula, Mexico Rhizophora 0.11-0.95 32.0-351.0 28.6-116.6 100 Adame et al. (2013) 
Ceará State, Brazil N.A. 8.2 40 Nóbrega et al. (2019) 
Crumahú River, Brazil Avicennia & Rhizophora 163.0-266.0 80 Ferreira et al. (2010) 
Tamandaré, Brazil N.A. 0.61-1.33 10.9-214.2 45 Sanders et al. (2010) 
Sepetiba Bay, Brazil Avicennia 38.0-61.0 15 Lacerda et al. (1995) 

Rhizophora 27.0-28.0 15 
Caribbean coast, Venezuela Avicennia 0.26-0.39 100.0-120.0 3.1-3.8 20 Barreto et al. (2016) 

Rhizophora 0.22-0.23 170.0-200.0 3.7-4.4 20 
Amboa Swamp, New Caledonia Avicennia 0.24-0.45 51.0-115.3 25.6 100 Jacotot et al. (2018) 

Rhizophora 0.33-0.44 54.7-110.8 31.5 100 
Coastal wetlands, Dominican 

Republic 
Avicennia & Rhizophora 0.30 175.0 75.3 195 Kauffman et al. (2014) 
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from nearby coastal areas by tidal flux, i.e. allochthonous
material ( Allisaon et al., 2003 ). All this material eventually
ends up in the mangroves ( Bouillon et al., 2003 ). On a
worldwide scale, the organic carbon content of mangrove
soil is highly variable with values ranging from 5 g kg −1 to
above 400 g kg −1 and this is dependent on the composition
and age of the forest, productivity, biomass, soil texture,
geographical and morphological settings, tidal range, re-
gional climate, and anthropogenic effects ( Donato et al.,
2011 ; Gao et al., 2019 ; Otero et al., 2017 ; Sanders et al.,
2016 ). The average SOC concentration of 14.9 to 16.3 g C
kg −1 observed in this study was below the global value of
22.0 g C kg −1 ( Kristensen et al., 2008 ) and also below values
estimated in the mangrove forests of many other nations,
as shown in Table 2 , including Thailand, Micronesia, Sri
Lanka, Indonesia, Philippines, Australia, Palau, Brazil, Viet-
nam, New Caledonia, Singapore, Mexico, USA, Venezuela,
Dominican Republic, and Madagascar. The values observed
in this study were, however, greater than those estimated
in China, Egypt, and India. 

Zimmerman and Canuel (2000) described how input and
decomposition systems at the various sediment depths are
responsible for the concentration of SOC. SOC concentra-
tion decreased slowly starting from the surface and moving
towards the bottom of the cores of the sediment in both A.
marina and R. mucronata locations analysed in this study.
A. marina sediments of the Saudi Arabian Red Sea man-
groves showed a similar structuring as those of A. marina
in Egypt ( Eid and Shaltout, 2016 ). A study by Schile et al.
(2017) also described a similar structuring in sediments of
A. germinans and A. marina along the coast of the United
Arab Emirates. This was further supported by previous
research on the mangrove forests in Vietnam ( Tue et al.,
2011 ), Australia ( Saintilan et al., 2013 ), the Asia-Pacific
region ( Donato et al., 2011 ), Mexico ( Adame et al., 2013 ),
and the Gulf of Mexico ( Bianchi et al., 2013 ). It is clear that
as depth increases, the SOC concentration decreases and
this is thought to be due to variation in the ratio of matter
obtained from the mangroves and allochthonous material,
such as seston, as well as from sources of organic carbon
contained in sediments and organic material mineralisation
in the sediments of mangroves ( Bouillon et al., 2003 ; Tue
et al., 2012 ). Changes in the concentrations of SOC with
increasing depth could also be caused by the interplay
between various complex systems including decomposition,
leaching, hydrologic regimes (sediment regimes), biological
cycling, soil erosion, atmospheric decomposition, illuvia-
tion, and weathering of minerals ( Girmay and Singh, 2012 ;
Sanderman et al., 2018 ). 

An indirect exponential association was observed be-
tween the SOC concentration and SBD at all A. marina and
R. mucronata locations investigated in this study. SBD is
a crucial factor for the approximation of the SOC stock;
nevertheless, only a limited number of research studies
have concurrently detailed SOC concentrations together
with those of SBD when analysing the sediments of man-
groves. The indirect association between SBD and the SOC
concentration determined in this study, therefore adds a
beneficial methodology for the approximation of SOC stock
in mangrove forests ( Donato et al., 2011 ). Furthermore, the
negative association between the SBD and the SOC concen-
tration also indicates that various factors may be affected
by SBD including soil permeability, porosity, ventilation, and
structure of the soil, all of which also affect the build-up
of the soil ( Gao et al., 2019 ). This study determined that
SBD in the sediments diminishes with greater SOC concen-
trations. This association was also noted in previous studies
including that for the A. marina sediments of the Saudi
Arabian Red Sea ( Arshad et al., 2018 ; Eid et al., 2016 , 2019 ;
Shaltout et al., 2019 ), A. marina sediments along the Red
Sea coast of Egypt ( Eid and Shaltout, 2016 ), and for four
Chinese mangrove forests ( Gao et al., 2019 ). This was also
consistent with results of other studies including one near
the United Arab Emirates coastline that was conducted
on the sediments of A. marina and A. germinans ( Schile
et al., 2017 ), a study in Vietnam that examined tropical
species of Rhizophora and Avicennia ( Dung et al., 2016 ;
Tue et al., 2014 ), an examination of species of Avicennia
and Rhizophora present on the Venezuelan Caribbean coast
( Barreto et al., 2016 ), and a study on Rhizophora species in
the tropics ( Donato et al., 2011 ). Thus, the negative associ-
ation between SBD and SOC concentrations observed in this
study are consistent with findings in different sediments in
different regions of the globe. 

The primary elements that contribute to establishing the
SOC stock are SBD, SOC concentration, and the full depth
at which the approximations are integrated ( Stringer et al.,
2015 ). Matsui (1998) described how beneficial conditions
are produced for organic carbon preservation as a result of
the anaerobic nature and the low rate of decomposition of
mangrove sediments. The behaviour and quantity of SOC
stock in the soil varies extensively in the various mangroves,
and this is initiated by the particular carbon dynamics of
the location and differences that result from the age of
the forest, composition of the species, productivity and
biomass of the vegetation, fertility of the soil, location
of the inter-tide, sedimentation of suspended materials,
edaphic conditions of soil (such as pH, salt content, and
redox potential), and structure of the community ( Alongi
et al., 2003 ; Gleason and Ewel, 2002 ; Khan et al., 2007 ; Ray
et al., 2011 ; Sanderman et al., 2018 ; Twilley et al., 2018 ). 

Sanderman et al. (2018) noted that large amounts of soil
carbon can build up in many mangrove forests but not in
others. Significant differences can be found in the stocks
of soil carbon in the various mangrove forests ( Jardine and
Siikamäki, 2014 ) and within the same forest of mangroves
( Kauffman et al., 2011 ). Previous studies have also shown
the differences in carbon stock across the globe in various
mangrove forests ( Donato et al., 2011 ; Kauffman et al.,
2011 ; Khan et al., 2007 ). Generally, lower SOC stocks are
found in mangroves located in arid and sub-humid areas
than in humid areas ( Schile et al., 2017 ). Moreover, a signif-
icant difference in the SOC stock for each unit area through
the latitudinal bands was determined for mangroves from 0 °
to 10 ° S, with these two points indicating the greatest SOC
stock levels of 351 Mg C ha −1 , whereas those between 20 °
and 30 ° N had the least, at 222 Mg C ha −1 ( Atwood et al.,
2017 ). Table 2 lists the data for blue carbon across the
globe. It is clear that the carbon stocks from sediments of A.
marina and R. mucronata that flourish in the Farasan Islands
are low to fair relative to the global values. In this study, the
mean SOC stock (11.6 kg C m 

−2 ) determined for the man-
grove sediments of the Farasan Islands was 3.1 times lower
than the worldwide mean values described for mangroves,
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uch as 36.1 kg C m 

−2 by Sanderman et al. (2018) . The low
evel of SOC stock in the Farasan Islands may be because
f small supplies of allochthonous matter or extreme en- 
ironments that could have resulted in restricted levels of 
angrove growth with trees that were dwarf-like with low 

iomass levels and increased rates of sediment respiration 
 Almahasheer et al., 2016a , b , 2017 ). Moreover, the seques-
ration of carbon may not have been encouraged by certain
eatures of the habitats or by the geomorphological envi- 
onment not being beneficial for their growth ( Almahasheer 
t al., 2017 ). The results of Ren et al. (2010) further support
his as they describe how stressful environments may lead 
o low SOC stocks that result from small supply levels of
ead roots throughout a certain time period together with 
 low rate of falling debris. Furthermore, the value for
OC stock in this study may have been underestimated as 
 depth of over 3 m was recorded for the mangrove organic
ediment in certain regions ( Donato et al., 2011 ); however,
his study only involved coring to depths of 0.5 m. 
The build-up of organic carbon in the soil is the conse-

uence of autochthonous matter being supplied via primary 
rocesses or the deposit of allochthonous matter and this 
eing balanced against the loss of matter through erosion, 
ineralisation or decomposition, and leaching ( Alongi, 
014 ). Sediment tends to be efficiently trapped and held 
n mangrove forests and this is attributed to the structure
f the stems and their widespread roots ( Furukawa et al.,
997 ; Krauss et al., 2003 ). The low rate of decomposi-
ion of root biomass together with the sediment’s anoxic 
nvironment, leads to the build-up of a lot of organic 
arbon ( Middleton and McKee, 2001 ). Climatic elements 
ay also affect the sequestration of carbon in mangroves, 
uch as through rainfall, temperature, and evapotranspi- 
ation ( Alongi, 2008 ). Moreover, it could occur via coastal
ceanographic systems such as currents, tidal heights, and 
eomorphology ( Alongi, 2008 ). Other influences include 
he access to nutrients as described by Lovelock et al.
2014) and the functional traits of plants, including their 
urnover, the production inputs both above and below 

round level, and the distribution of carbon ( De Deyn et al.,
008; Nordhaus et al., 2006 ). 
In this study, significant differences in CSR were demon- 

trated between A. marina and R. mucronata locations with 
reater average values in the A. marina sediments. These 
utcomes were consistent with the findings in the Vellar—
oleroon estuary, India, where higher results were observed 
or A. marina with a CSR that was 75% greater than that
f R. mucronata ( Kathiresan et al., 2013 ). The average
SR measured for the mangrove forests of Farasan Islands 
as from 4.8 to 5.4 g C m 

−2 yr −1 . This is similar to re-
ults of the study on the southern Saudi Arabian Red Sea
angrove sediments where a value of 4.7 g C m 

−2 yr −1 

as described ( Arshad et al., 2018 ). The results of this
tudy are also similar to those reported by Shaltout et al.
2019) who registered a mean CSR value of 5.6 g C m 

−2 

r −1 in the mangroves of the Red Sea. All these values, how-
ver, are greater than those recorded by Almahasheer et al.
2017) who described a mean CSR value of 3.5 g C m 

−2 yr −1 

or the mangrove sediments of the central region of the
ed Sea. Alongi (2012) described the mean CSR values at
he global level as 174.0 g C m 

−2 yr −1 , which is 34.1 times
reater than that in the present study. The low levels deter-
ined in this study are probably caused by the following:
bsence of freshwater, oligotrophic aspects, low levels of 
llochthonous matter supplied to the Red Sea, and man-
ade stressors ( Almahasheer et al., 2017 ; Kathiresan et al.,
013 ); extremely arid conditions affecting mangrove growth 
 Almahasheer et al., 2017 ); lower primary productivity in
ed Sea mangrove forests ( Arshad et al., 2018 ); high tem-
erature and water eutrophication ( Shaltout et al., 2019 );
nd heavy metal pollution that may negatively influence 
rimary production ( Bouillon et al., 2008 ; Arshad et al.,
018 ). High temperature is known to have a strong influence
n litter decomposition ( Hanson et al., 1984 ). According to
chlesinger (1997) , the decomposition rate doubles with ev-
ry 10 °C increase in temperature which means a low CSR.
n addition, it has been reported that the disposal of nu-
rients (e.g. N and P) can accelerate the decomposition of
angrove SOM and thereby reduce SOC stocks ( Feller et al.,
003 ; Suárez-Abelenda et al., 2014 ). Furthermore, coarse
arbonates that are biogenic in nature are the primary
uilding material of the mangroves in the soil of the Farasan
slands. This may also be indicated as a reason for the lower
SR levels of the mangroves that flourish in environments
hat are uninviting for the accretion of soil, production
f biomass, and preservation than in mangroves from sub-
ropical or temperate regions ( Almahasheer et al., 2017 ). 

. Recommendations 

he past five decades have seen the loss of one-third of
he Earth’s mangroves, which makes them one of the highly
hreatened ecosystems ( Alongi, 2002 ). This is because 
hese ecosystems are the source of fuel, food, timber,
nd medicine ( Alongi, 2002 ). The change in the manner
f mangrove land utilisation results in the loss of stored
arbon into the atmosphere. It also affects other benefits
rovided by this ecosystem such as a habitat for marine
ife, greater levels of biodiversity, and protection at the
oastal level ( Castillo et al., 2017 ). This study evaluated
he CSP of R. mucronata and A. marina locations along
he coastline of the Farasan Islands and estimated values 
f 10.3 and 11.8 Mg C yr −1 , respectively. By employing
onversion factor of 3.67 by Sahu and Kathiresan (2019) ,
t was determined that R. mucronata and A. marina can
equester CO 2e yr −1 at levels of 37,801 and 43,306, respec-
ively, which is equivalent to 6.3 × 10 −8 and 7.2 × 10 −8 ,
espectively, of the complete carbon emissions of Saudi 
rabia for 2014 (601,047 kt CO 2e ) ( Trading Economics,
019 ). It is, therefore, imperative that these ecosystems 
re not only protected but also re-established to ensure
hey play their part in the sequestration of carbon and for
ll the other benefits that they provide. 
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Summary The study aimed at measuring the influence of a wide range of oxytetracycline 
concentrations, with particular attention to the low levels of the antibiotic on cyanobacte- 
ria Microcystis aeruginos a and Nodularia spumigena , diatom Phaeodactylum tricornutum and 
the model green algae Chlorella vulgaris by conducting prolonged toxicity tests (lasting 10 
days). Standard measurements (cell number, optical density, chlorophyll a concentration) were 
combined with photosynthetic parameters measurements. The obtained results show that con- 
centrations of oxytetracycline present in the environment can affect tested microorganisms. It 
was found to decrease photosystem II efficiency and disrupt the photosynthesis process. A care- 
ful interpretation of photosynthetic parameters allowed a better understanding of the mode of 
action of oxytetracycline in relation to non-target photoautotrophic organisms like cyanobac- 
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teria and microalgae. In conclusion, it would appear that the use of standard chronic toxicity 
tests (72 h) does not allow to accurately and reliably assess the chronic impact of bioactive 
compounds including drugs and their metabolites on water organisms. On this basis, we recom- 
mend the application of extended duration tests. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he consumption of pharmaceuticals in terms of quantity 
nd expenditure is increasing globally ( Van Boeckel et al.,
014 ; Xu et al., 2014 ). Antibiotics have been broadly used in
uman and veterinary medicine to prevent and treat infec- 
ions, as well as for other purposes including growth promo-
ion in livestock production, prevention of bacteria-induced 
rop damage and as feed additives in aquacultures ( Boxall
t al., 2004 ). The most important pathways of antibiotic
issemination into the aquatic environment are wastewater 
ffluents, manure application, aquacultures discharge and 
urface runoff ( Kümmerer, 2009 ; McArdell et al., 2003 ). The
ajority of studies focused on the prevalence of antibiotics 

n freshwater bodies (lakes, rivers, groundwater). However 
everal studies reported their presence in coastal or estu- 
rine marine systems (e.g. Björlenius et al., 2018 ; Borecka 
t al., 2013 , 2015 , Gulkowska et al., 2007 ; Nödler et al.,
014 ; Pazdro et al., 2016 ; Siedlewicz et al., 2014 , 2016 ,
018 ; Wille et al., 2010 , Yang 2011 ). The constant release of
ntibiotics, their bioactive properties, and continuous pres- 
nce even at relatively low environmental concentrations 
anging from ng dm 

−3 to μg dm 

−3 in surface waters and from
g g −1 to μg g −1 in sediments have caused major concerns
bout potential risks to aquatic ecosystems ( Hernando et 
l., 2006 ; Ji et al., 2012 ; Kümmerer, 2010 ). Although the
ajor environmental issue is associated with the develop- 
ent of resistance mechanisms in bacteria, the toxicity of 
ntibiotics to non-target organisms also raises serious con- 
erns ( González-Pleiter et al., 2013 ). Phytoplankton species 
orming the basis of all marine food webs are extremely im-
ortant as primary producers and shall be included in the
isk group. For this reason, data from ecotoxicity tests with
ifferent phytoplankton species and the most commonly de- 
ected antibiotics is of great importance to illustrate the 
otential adverse effects. Nevertheless, most of the nu- 
erous available reports on the ecotoxicity of pharmaceu- 
icals deal with freshwater organisms and acute ecotoxicity 
tudies still predominate in comparison to the chronic ones 
 Arnold et al., 2014 ; Santos et al., 2010 ). It may also con-
ribute to the increase of inaccuracy of the estimations of
isk assessments often relayed on recalculations based on 
ifferent backgrounds and/or trophic levels ( EC, 2003 ). 
Oxytetracycline is a bacteriostatic drug belonging to a 

roup of tetracyclines being a class of inexpensive, broad- 
pectrum antimicrobial substances used in human and vet- 
rinary medicine. Antibiotics from this group are commonly 
sed worldwide including all Baltic Sea countries ( Schmidt 
t al., 2000 ; Wang et al. 2010 ). Oxytetracycline does not
ndergo metabolism and is renally and biliary excreted in 
nchanged form ( Agwuh and MacGowan, 2006 ). In the eu-
hotic zone of marine waters, oxytetracycline seems to 
asily photodegrade ( Leal et al., 2016 ) which corresponds
ith the results from laboratory tests ( Jiao et al., 2008 ;
ereira et al., 2011 ). Despite this, oxytetracycline is very
ften detected in the marine environment ( Capone et al.
996 ; Chen et al., 2015 ; Lalumera et al., 2004 ). Moreover,
xisting data suggest a long persistence of oxytetracycline 
n the aquatic sediments ( Wang et al., 2010 ). In our previ-
us studies concerning the Baltic Sea sediments, oxytetra- 
ycline concentration up to 1.515 μg g −1 d.w. was reported,
hich was the highest value of all analyzed antibiotics in
his region ( Siedlewicz et al., 2018 ). Moreover, except re-
ults described by Ando et al. (2007) , Guo et al. (2016) and
olten Lützhøft et al. (1999) most of existing ecotoxicolog-
cal tests applying algae and cyanobacteria typically do not
xceed the exposure period of 96 hours ( Fu et al., 2017 ;
olar et al., 2014 ; Kołodziejska et al., 2013 ). Therefore the
ull impact of oxytetracycline on aquatic phototrophic or- 
anisms and their ability to effectively carry out photosyn-
hesis remains highly ambiguous. Furthermore, it can be as-
umed that oxytetracycline is continuously introduced to 
he environment so it is worth to know, how or if at all,
t can affect phototrophic microorganisms in longer than re-
orted in the literature period (up to 7 days) used in chronic
ests ( Dewez et al., 2018 ; Halling-Sørensen, 2000 ). 
The photosynthetic apparatus efficiency has been re- 

orted to be the most sensitive factor for evaluating the
egree of antibiotic-related stress damage in higher plants 
 Rachmilevitch et al., 2006 ). Recently, changes in the
hlorophyll a fluorescence transient (OJIP transient) have 
een used to evaluate the extent of damage to the photo-
ynthetic apparatus under several abiotic stresses. The OJIP 
ransient is defined by O, J, I, and P steps, corresponding
o the redox states of photosystem II (PSII) and photosystem
 (PSI) and the efficiencies of electron transfer through the
ntersystem chain to the end electron acceptors at the PSI
cceptor side ( Strasser et al., 2000 , 2004 ). Besides, the OJIP
ransient approach has useful and practical advantages: it is 
on-destructive, relatively easy to perform and allows rapid 
esting of any type of chlorophyll-containing sample regard- 
ess of its form ( Strasser et al., 2000 , 2004 ; Zushi et al.,
012 ). As it has been previously reported in the literature,
he measurement of chlorophyll a fluorescence is a sensi- 
ive and reliable method of detection and quantification of
rganic pollution stress-induced changes in the PSII and PSI
f plants ( Chen et al., 2017 ; Gao and Tam, 2011 ; Pan et al.
008 ; Żak et al. 2012 ). Despite this, so far only a few stud-
es have been conducted on the impact of oxytetracycline
r tetracycline on the photosynthesis system of marine au-
otrophic microorganisms ( Guo et al. 2016 ; Van der Grinten
t al., 2010 ; Xu et al. 2019 ). 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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The study aimed at measuring the influence of a wide
range of oxytetracycline concentrations, with particular at-
tention to levels of the antibiotic occurring in the Baltic Sea
sediments, on selected algae and cyanobacteria by perform-
ing long-term exposure toxicity tests (10—11 days) lasting
longer than standard toxicity tests. The extending of the
toxicity test period may help to assess their utility in the
estimation of the impact of contaminants continuously in-
troduced to the environment. Microalgae and cyanobacte-
ria have been selected due to their ecological relevance,
sensitivity and because they are easily cultivated in the
laboratory. Chlorella vulgaris Beijerink is a cosmopolitan
species inhabiting fresh, brackish and marine waters and
is commonly used as a reference organism in ecotoxic-
ity tests ( Borecka et al., 2016 ). Phaeodactylum tricornu-
tum Bohlin is a model diatom representing a heterogeneous
group of photosynthetic eukaryotes prevalent in freshwater
and marine habitats. Nodularia spumigena Mertens ex Bor-
net & Flahault is a bloom-forming, filamentous cyanobac-
terium occurring in many brackish and estuarine waters
worldwide. Microcystis aeruginosa Kützing is another ma-
rine/freshwater widespread cyanobacteria, which can form
harmful blooms and is characterized by small cells usu-
ally organized into colonies. These four species were se-
lected based on their occurrence in the Baltic Sea as well
as their ubiquitous presence in aquatic ecosystems. In pre-
sented investigations standard measurements (optical den-
sity, chlorophyll a concentration) were combined with OJIP
fluorescence transitions measurements, therefore results
should also help in understanding the impact of oxytetra-
cycline on photosynthesis apparatus in different species of
autotrophic microorganisms. 

2. Material and methods 

2.1. Algal and cyanobacterial monocultures 

As target species, we used: (1) green algae A1-76 C. vul-
garis (Culture Collection IO PAN, Sopot) isolated from the
Baltic Sea; (2) diatom P. tricornutum SAG 1090-1a (Culture
Collection of Algae, University of Göttingen, Germany); (3)
cyanobacteria PCC-7820 M. aeruginosa purchased from Pas-
teur Culture Collection of Cyanobacteria (Pasteur Institute,
France) and CCNP1401 N. spumigena obtained from Division
of Marine Biotechnology, University of Gda ńsk. All species
were grown on a liquid medium in the flasks (batch cultures)
at 22 °C ± 1, at continuous light (80 μmol photons m 

−2 s −1 ).
Cyanobacterial species were cultivated on: M. aeruginosa
— 616 medium and N. spumigena — BG11 medium in salin-
ity 7 ‰ ( Stanier et al., 1971 ). For the culture of green al-
gae C. vulgaris BBM medium was used ( Bischoff and Bold,
1963 ) and for diatom P. tricornutum f/2 medium (salinity
7 ‰ ) ( Guillard, 1975 ) prepared based on artificial seawater
( Lyman and Fleming, 1940 ) was applied. Cultures used as
inocula were in the logarithmic phase of growth. 

2.2. Growth assay 

Oxytetracycline standards were purchased from Sigma-
Aldrich (Germany). Standard stock solutions were prepared
in Milli-Q water before the start of the experiments. 
Four experiments were performed, each on differ-
ent species of microorganisms. Sterile cell-free medium
with oxytetracycline was added to flasks containing tar-
get species C. vulgaris, P. tricornutum, M. aeruginosa , and
N. spumigena . The total volume of medium in the flasks was
49 cm 

3 and the inoculum of C. vulgaris corresponded to
4 × 105 cells cm 

−3 ; initial optical densities (OD, λ= 680) of
P. tricornutum, M. aeruginosa , and N. spumigena equalled
to 0.08, 0.06 and 0.06 respectively. The oxytetracycline was
added to the flasks with green algae, diatom and cyanobac-
teria in the volume of 1 cm 

3 reaching the five final con-
centrations: 0.01 μg cm 

−3 , 0.1 μg cm 

−3 , 1 μg cm 

−3 , 4 μg
cm 

−3 , 8 μg cm 

−3 . Control samples were prepared by adding
1 cm 

3 of Mili-Q water to 49 cm 

3 of fresh medium with tested
species. All variants of the assay were performed in three
independent experiments. To be able to determine a real
effect of the chronic exposition on the growth and phys-
iology of the microorganism even in low doses of antibi-
otics, experiments were carried out for 10/11 days. Sub-
samples were collected for measurements on days 3, 5, 7,
9, 11 (the end of the experiment) and in case of P. tricor-
nutum on days 2, 4, 8, 10 (the end of the experiment). The
C. vulgaris and P. tricornutum cells were counted with a
Bürker chamber under a light microscope. Samples were di-
luted if needed. OD measurements were performed using
HITACHI U-2800 UV-VIS spectrophotometer for all species:
C. vulgaris, M. aeruginosa, N. spumigena and P. tricor-
nutum . Simultaneously, oxytetracycline stability (nominal
versus measured concentration) was monitored. Samples
with medium and oxytetracycline at concentrations: 1 μg
cm 

−3 , 4 μg cm 

−3 , 8 μg cm 

−3 were incubated applying the
same experimental conditions as described earlier, and as
a control — medium kept in the dark for the same pe-
riod was used. Samples were analysed by absorbance mea-
surements using HITACHI U-2800 UV-VIS spectrophotome-
ter ( λ= 355). The growth rate was calculated based on OD
value on the equation given by Karło et al. (2015) and
Krzemi ńska et al. (2014) . 

2.3. Chlorophyll a and pheophytin concentration 

Chlorophyll a and pheophytin concentration was deter-
mined using the spectrophotometric method according to
Strickland and Parsons (1968 , 1972 ) and Edler (1979) .
Aliquots of culture medium with live cells were filtered
through the glass-fibre filters (GF/C Whatman). Next, fil-
ters were homogenised and extracted in 90% acetone for
2 h at 4 °C in the dark. After extraction samples were cen-
trifuged (3800g, 20 min) and the supernatant was collected.
In order to estimate the concentration of pheophytin, the
measurements were performed after 2 min following the
addition of 60 μl of 1M HCl to 5 cm 

3 of supernatant. The
absorbance measurements for chlorophyll a and pheophytin
were recorded by HITACHI U-2800 UV-VIS spectrophotome-
ter at wavelengths: 750, 665, 645, 630 nm and 750, 665 nm
respectively. Concentrations of both chlorophyll a and pheo-
phytin were calculated according to Lorenzen (1967) . 

2.4. Fluorescence measurements 

All fluorescence measurements were made using ultra-high
sensitive (up to 0.5 μg chl dm 

−3 ) AquaPen Ap-100C handheld
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Table 1 Explanation of chlorophyll a fluorescence tran- 
sient (OJIP transient) parameters. Formulas derived from 

Strasser et al., 2000 . 

Formula 
abbreviation 

Formula explanation 

F 0 F 0 = F 50 μs, fluorescence intensity at 
50 μs 

F J F J = fluorescence intensity at J-step 
(at 2 ms) 

F M F M = maximal fluorescence intensity 
F V F V = F M — F 0 (maximal variable 

fluorescence) 
V J V J = (F J — F 0 )/(F M — F 0 ) 
F M /F 0 Ratio 
F V /F 0 Ratio 
F V /F M Maximum quantum efficiency of PS II 
M 0 or (dV/dt) 0 M 0 = TR 0 /RC — ET 0 /RC = 4 (F300 —

F 0 )/(F M — F 0 ) 
Phi_P 0 Phi_P 0 = 1 — (F 0 /F M ) (or F V /F M ) 
Psi_ 0 Psi_ 0 = 1 — V J 
Phi_D 0 Phi_D 0 = 1 — Phi_P 0 — (F 0 /F M ) 
ABS/RC ABS/RC = M 0 . (1/V J ). (1/Phi_P 0 ) 
TR 0 /RC TR 0 /RC = M 0 . (1/V J ) 
ET 0 /RC ET 0 /RC = M 0 . (1/V J ). Psi_ 0 
DI 0 /RC DI 0 /RC = (ABS/RC) — (TR 0 /RC) 
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uorometer (Photon Systems Instruments, Czech Republic). 
oth LED blue and red emitters (blue excitation light 455 
m; red excitation light 620 nm) were used throughout the
xperiments. The blue emitter is suitable for measuring 
uorescence in algal suspensions, while the red emitter 
s applicable for measuring fluorescence in cyanobacterial 
ultures. All measurements were carried out in single-use 
olystyrene cuvettes (maximum volume 4 cm 

3 , optical 
ength 1 cm) on dark-adapted samples. QY (Quantum Yield) 
nd OJIP (Chlorophyll Fluorescence Induction Kinetics) 
arameters were quantified according to the formulas de- 
cribed by Strasser et al. (2000) ( Table 1 ). QY is a measure
f the photosystem II efficiency. In a dark-adapted sample, 
t is equivalent to F V /F M . 

.5. Data analysis 

ll results are presented as means ± standard deviation (SD) 
f three replicates (n = 3). Statistical analysis and compari-
on of group data were performed with one-way ANOVA and 
unnett’s multiple comparison post-hoc test with GraphPad 
rism software. Relationships were considered significant 
hen p < 0.05. 

. Results 

he stability test of oxytetracycline level in medium showed 
hat light conditions used in the experiment did not increase 
he degradation of the antibiotic to a significant extent. Dif-
erence between control kept in the dark and samples did 
ot exceed 10%, furthermore a decrease from an initial con- 
entration of oxytetracycline to the end of the experiment
id not exceed 32% (Fig. S1) Therefore it can be assumed
hat during the experiment organisms were constantly ex- 
osed to oxytetracycline. 
The main part of the work was related to the change in

rowth, chlorophyll synthesis and photosynthetic processes 
fficiency to comprehensively assess a physiological state 
f four investigated microorganisms exposed to oxytetracy- 
line. 
The influence of oxytetracycline at given concentration 

0.01 μg cm 

−3 , 0.1 μg cm 

−3 , 1 μg cm 

−3 , 4 μg cm 

−3 , 8 μg
m 

−3 ) on the growth of Chlorella vulgaris, Phaeodactylum 

ricornutum, Nodularia spumigena , and Microcystis aerug- 
nosa , expressed as a change of the OD values ( λ= 680 nm)
uring incubation time, is presented in Fig. 1 . 
When considering the results of these studies, it could

e assumed that concentrations of 8 μg cm 

−3 and 4 μg
m 

−3 would affect analysed microorganisms. On the other 
and, concentrations corresponding to 1 μg cm 

−3 , 0.1 μg
m 

−3 and 0.01 μg cm 

−3 , similar to those detected in marine
ediments, would be expected to have no or little impact.
ndeed, as shown in Fig. 1 the growth of all tested microor-
anisms at oxytetracycline concentrations of 8 μg cm 

−3 , 4
g cm 

−3 was significantly reduced after the 5th day of the
xperiment. On the last day of the measurements, growth
f C. vulgaris, P. tricornutum, N. spumigena, M. aeruginosa 
ropped by 78%, 89%, 95%, 93% (at concentration of 8 μg
m 

−3 ) and by 52%, 85%, 67%, 92% (at concentration of 4 μg
m 

−3 ). No, statistically significant differences of the growth
ate compared to the control sample were found for most
f the 0.01—0.1 μg cm 

−3 concentrations of oxytetracycline, 
xcept the decline of growth of C. vulgaris by 13—17% at a
oncentration of 0.01 μg cm 

−3 on the 5th and 7th day of the
xperiment. The oxytetracycline concentration equalled to 
 μg cm 

−3 strongly affected the growth of C. vulgaris (83%,
8% decline after fifth and seventh day respectively) and P.
ricornutum (51% decline after 10 days) ( Fig. 1 ). The growth
ate for control was on the levels of 0.29—0.20 day −1 for
. vulgaris, 0.23-0.02 day −1 for P. tricornutum , 0.38—0.29
ay −1 for M. aeruginosa and 0.35—0.24 day −1 for N. spumi-
ena. After five days to the end of experiment, for all organ-
sms, in concentration 4 and 8 μg cm 

−3 grow rate was lower
han in the control sample and was on the level of 0.19—0.12
ay −1 for C. vulgaris, 0.03—0.00 day −1 for P. tricornutum ,
.21—0.00 day −1 for M. aeruginosa and 0.02—0.00 day −1 for
. spumigena. 
A similar tendency was observed for chlorophyll a con-

entration analysed at the end of the experiment ( Table 2 ).
he decrease in chlorophyll a content was noticed for all
tudied organisms exposed to concentrations of 8 μg cm 

−3 

nd 4 μg cm 

−3 : C. vulgaris (97% and 79 % decline respec-
ively), P. tricornutum (95% and 94%), N. spumigena (100%
nd 98%) and M. aeruginosa (85% and 49 %). The significant
nfluence of 1 μg cm 

−3 and 0.1 μg cm 

−3 oxytetracycline
oncentrations was observed on C. vulgaris (36% and 30%
ecline respectively) and N. spumigena (36%, 23%) and 1 μg
m 

−3 on P. tricornutum (67%). Changes of phaeopigment 
nd chlorophyll a content per cell also show a decrease
f the pigments content with increasing oxytetracycline 
oncentration ( Table 2 ). However, in the case of C. vulgaris
oncentration of 0.1 μg cm 

−3 appeared to have a higher im-
act on chlorophyll a per cell value than that of 1 μg cm 

−3 
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Figure 1 The influence of oxytetracycline on the growth of Chlorella vulgaris (A) , Phaeodactylum tricornutum (B), Nodularia 
spumigena (C) and Microcystis aeruginosa (D) expressed as a change of the OD values ( λ= 680 nm) during incubation time. ∗ differ- 
ences statistically significant in comparision to the control. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(57% versus 80% of control respectively). This phenomenon
was presumably caused by a higher presence of dead cells
in 1 μg cm 

−3 oxytetracycline concentration variant. That
directly correlates with phaeopigment concentration and is
a likely reason for overestimation. 

The effect of oxytetracycline on photosynthetic appa-
ratus and photochemistry of the photosystem II was in-
vestigated by a fluorescence transient (OJIP) analysis. The
measured photosynthetic-fluorescence parameters are pre-
sented in Figs. 2 , 3 , 4 and in supplementary materials (Fig.
S2, S3, S4). Changes in parameters in comparison to control
were observed already after 72—96 h. However, a longer
period of observation (7 and 10—11 days), shows some
interesting phenomena about the physiology of the tested
microorganisms. It should be mentioned that, after the 7th
day of the experiment and/or for concentrations 4 and 8 μg
cm 

−3 , in some cases, relatively high errors were observed
in measurements. It can be caused by some damage to PSII,
and these results are hard to interpret. 

One of the most important parameters is F V /F M repre-
senting the maximum quantum yield of the photosystem II
and can be treated as the efficiency of PSII ( Fig. 2 , Fig. S2).
For all investigated organisms, the presence of oxytetracy-
cline in concentrations above 1 μg cm 

−3 caused a significant
decrease of F V /F M values. In the case of 0.1 μg cm 

−3 , the
decrease was observed for P. tricornutum during the whole
period of the experiment, and for both cyanobacteria in the
early stages of the experiment. Exposure to higher concen-
trations of oxytetracycline (8 μg cm 

−3 and 4 μg cm 

−3 ) re-
sulted in a reduction of F V /F M values from 26% to 100% in
relation to control, thereby indicating a reduction of PSII
ability to carry on photochemical reactions. 

The ratio of the harvesting complex absorption per re-
action centre (ABS/RC) presented a significant increase
( Fig. 3 and S3). The trends in the increase of ABS/RC was ob-
served for all investigated organisms in concentration from
1 μg cm 

−3 and, in case of cyanobacteria, even from 0.01 μg
cm 

−3 . However, a statistically significant increase was ob-
served mainly for higher concentrations (4 and 8 μg cm 

−3 )
for all tested organisms as well as in the initial phase of an
experiment for P. tricornutum and N. spumigena in concen-
trations 0.1 and 1 μg cm 

−3 . An interesting observed phe-
nomenon was an intensive increase of ABS/RC value for 4
or/and 8 μg cm 

−3 on a 4—5th day for all species. In the case
of N. spumigena , the value approached an even 1000% rise.
Subsequently, ABS/RC values decreased and stabilized at
the end of the experiment. Higher concentrations of oxyte-
tracycline (4 and 8 μg cm 

−3 ) have been observed to have
a high influence on the effective energy dissipation of an
active reaction centre (DI 0 /RC) (Fig. S5). The increase of
ABS/RC and DI 0 /RC values was detected up to the 5th day
of the test, followed by a steady decrease till the eleventh
day, when the subsequent values of those parameters were
even five-time lower compared to the 5th day of exposure. 
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Table 2 The influence of oxytetracycline on chlorophyll a and pheopigment concentration in Chlorella vulgaris, Phaeodacty- 
lum tricornutum, Nodularia spumigena , and Microcystis aeruginosa cultures (pigment concentrations measured at the end of 
the experiment). Data are given as a mean ± SD (n = 3) and % of control (C). Bold values indicate statistically significant 
differences in comparision to the control. 

Oxytetracycline 
concentration [ μg cm 

−3 ] 
pigments concentration [ μg dm 

−3 ] pigment concentration 
per cell [pg cell −1 ] 

active chlorophyll a pheopigment chlorophyll a 

Average ± SD %C Average ± SD Average %C 

Chlorella vulgaris 
Control [0] 3743 ± 511 100 656 ± 152 2.43 100 
0.01 2723 ± 159 73 ± 4 364 ± 169 1.75 72 
0.1 2618 ± 555 70 ± 15 553 ± 74 1.39 57 

1 2387 ± 204 64 ± 5 342 ± 76 1.94 80 

4 769 ± 68 21 ± 2 126 ± 33 1.19 49 

8 130 ± 20 3 ± 1 69 ± 24 0.65 27 

Phaeodactylum tricornutum 

Control [0] 1228 ± 125 100 81 ± 51 5.27 100 
0.01 1185 ± 113 96 ± 9 84 ± 14 4.43 84 
0.1 1092 ± 56 88 ± 4 31 ± 1 2.83 54 
1 409 ± 54 33 ± 5 17 ± 17 2.92 55 

4 82 ± 20 6 ± 1 7 ± 8 1.88 36 

8 61 ± 3 5 ± 0.2 3 ± 5 1.82 34 

Nodularia spumigena 
Control [0] 2195 ± 98 100 107 ± 10 
0.01 1992 ± 159 91 ± 7 122 ± 15 
0.1 1698 ± 0 77 ± 0 104 ± 8 

1 1396 ± 33 64 ± 2 100 ± 14 

4 49 ± 2 2 ± 1 10 ± 1 

8 0 ± 0 0 ± 0 6 ± 0 

Microcystis aeruginosa 
Control [0] 310 ± 52 100 1 ± 1 
0.01 315 ± 14 101 ± 5 5 ± 3 
0.1 320 ± 2 103 ± 1 10 ± 3 
1 260 ± 5 84 ± 1 5 ± 4 
4 158 ± 166 51 ± 54 6 ± 6 

8 46 ± 7 15 ± 2 8 ± 1 
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Additionally, the capacity of PSII electron transport per 
ctive reaction centre (ET 0 / RC) was analysed ( Fig. 4 ). This
alue shows an effective energy move from the reaction 
entre to the electron transport chain and corresponds to 
he amount of transported energy that can be used in the
hotosynthesis process. In general, in the case of samples 
here the effect on the electron transport chain was ob-
erved, the ET 0 /RC values decreased in comparison to con- 
rol. However, in the case of N. spumigena exposed to 4 μg
m 

−3 and P.tricornutum exposed to 1, 4, 8 μg cm 

−3 the sig-
ificant increase of the ET 0 / RC were observed. 

. Discussion 

icroalgae and cyanobacteria have been widely recom- 
ended as test organisms because of their ecological rele- 
ance, sensitivity and owing to the fact that they are easily
ultivated in the laboratory ( Seoane et al., 2014 ). For these
easons, Chlorella vulgaris, Phaeodactylum tricornutum, 
odularia spumigena, Microcystis aeruginosa have been se- 
ected for evaluating the effects of oxytetracycline in the 
urrent ecotoxicological study. Moreover, those species are 
biquitous in brackish and estuarine ecosystems including 
he Baltic Sea waters. Our results demonstrated the nega-
ive impact of high concentrations of oxytetracycline on all
ested organisms in terms of growth, chlorophyll a concen-
ration and photosynthetic-fluorescence parameters (F V /F M , 
BS/RC, ET 0 /RC). Furthermore, the present findings indi- 
ate that lower concentrations can also adversely affect 
tudied organisms. According to the literature, the EC 50 val-
es obtained for oxytetracycline in the case of C. vulgaris
re in the range from < 3.58 to 7.05 μg cm 

−3 ( Eguchi et al.
004 ; Kołodziejska et al. 2013 ). The EC 50 value for P. tri-
ornutum equals to 1.73 μg cm 

−3 (following International 
tandard ISO 10253:1995) ( De Orte et al. 2013 ). In case
f investigated cyanobacteria, EC 50 values have been re- 
orted only for M. aeruginosa in 6—7 day tests and were
laced in the range from 0.207 μg cm 

−3 to 0.23 μg cm 

−3 

 Ando et al., 2007 ; Holten Lützhøft et al., 1999 ). When con-
idering the results of these studies, it could be assumed
hat concentrations of 8 μg cm 

−3 and 4 μg cm 

−3 would
ffect analysed microorganisms. On the other hand, con- 
entrations corresponding to 1 μg cm 

−3 , 0.1 μg cm 

−3 and
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Figure 2 Photochemical efficiency of PSII (F V /F M ) changes for the Chlorella vulgaris (A) , Phaeodactylum tricornutum (B) and 
Nodularia spumigena (C) and Microcystis aeruginosa (D); . ∗ differences statistically significant in comparision to the control. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0.01 μg cm 

−3 , similar to those detected in marine sed-
iments, would be expected to have no or little impact.
Eguchi et al. (2004) demonstrated that oxytetracycline ex-
erted influence on the growth of algae in the early stages of
the incubation period and consequently suggested that the
probability it would cause damage to algae when released
continuously into the environment is high. Impact of oxyte-
tracycline on the growth of cyanobacteria and algae was
also confirmed by Ando et al. (2007) and Holten Lützhøft
et al. (1999) in 6—7 days tests. The values showed by these
authors (EC 50 = 0.2 μg cm 

−3 ) were lower than used in this
study. Our investigations also revealed that oxytetracycline
inhibits pigment synthesis. Similar results were described by
Seoane et al. (2014) ; the cells exposed to oxytetracycline
were characterized by lower chlorophyll a content. The au-
thors suggest that a significant decrease of pigments in cul-
tures exposed to antibiotics can result from the inhibition of
the increase of active cell volume compared to the control
cultures. Guo et al. (2016) , Tsiaka et al. (2013) and Zhang
et al. (2012) also demonstrated that some compounds such
as carbamazepine, tylosin, lincomycin, and trimethoprim
can inhibit the synthesis of chlorophyll a . Moreover, the de-
cline of pigments levels in cells could be caused by the en-
hancement of oxidative stress-related effects ( Tsiaka et al.,
2013 ). As it was mentioned before, in the case of C. vulgaris
oxytetracycline concentration of 0.1 μg cm 

−3 had a higher
impact on chlorophyll a per cell value than 1 μg cm 

−3 . Un-
fortunately, we do not have yet enough data to fully inves-
tigate this phenomenon. Differences in chlorophyll a con-
centration can be caused by the cell cycle. Cultures incu-
bated with different oxytetracycline concentration variants
were not harmonised, so cells could have been in a differ-
ent growth phase. Cells before division are bigger and have
more chlorophyll a per cell than cells after division. How-
ever, the growth curve ( Fig. 1 A) shows that 1 μg cm 

−3 seems
to be one of the limit concentrations and can significantly
impact the growth of the culture. Based on that, we assume
it directly contributes to decreasing in overall cell divisions,
while maintaining still quite high chlorophyll a production. 

In the present studies, classical measurements were sup-
ported by photosynthetic-fluorescence parameters analysis.
Results show that those parameters seem to be reliable
biomarkers of oxytetracycline toxicity on tested organisms.
Similar conclusions were reported by van der Grinten et
al. (2010) in case of F V /F M parameter and by Dewez et al.
(2018) , where those parameters, among others, were used
as markers of the global physiological state of the Lemna
gibba L. affected by silver nanoparticles. We believe that
findings reported in our studies can help in understanding
how oxytetracycline impacts the PSII of listed species. It
has been shown that in most cases concentrations of 1, 4
and 8 μg cm 

−3 caused a high increase of harvesting complex
absorption of an active reaction centre (ABS/RC) and effec-
tive energy dissipation of an active RC emitted as a heat
(DI 0 /RC). It did not necessarily correlate with efficient us-
age of energy bound to the reaction centre and transported
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Figure 3 ABS/RC changes for the Chlorella vulgaris (A) , Phaeodactylum tricornutum (B) and Nodularia spumigena (C) and Micro- 
cystis aeruginosa (D). ∗ differences statistically significant in comparision to the control; • data series related to the auxiliary (right 
side) axis. 
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o be used in the photosynthesis (ET 0 /RC), but always sig-
ificantly corresponded with the decrease of photosystem 

I efficiency (F V /F M ). The exposure of tested organisms to
xytetracycline in concentrations of 1, 4, 8 μg cm 

−3 affects
y some means PSII that leads to an increase of effective
ntenna size (directly correlated to chlorophyll a concen- 
ration) necessary to keep energy assimilation on the ac- 
eptable level to maintain effective photosynthesis. Unfor- 
unately, the attempt was not successful as antennas’ ef- 
ectiveness in energy assimilation decreased and remaining 
nergy was radiated as heat (DI 0 /RC). We speculate that
t can be attributed to some defence mechanisms involved 
n the protection of the reaction centre from destruction. 
herefore that may be an explanation why in some cases (8
g cm 

−3 ) ET 0 /RC value decreased and the electron started
o move to the electron transport chain after a few days of
he adaptation period. Simultaneously, the decrease of pho- 
osystem II efficiency (F V /F M ) and in some cases decline of
 number of cells in the samples were noticeable. A similar
attern was observed by Oh et al. (2005) for seaweed ( Por-
hyra yezoensis Ueda) exposed to oxytetracycline. Also, 
hen et al. (2017) showed that oxytetracycline (in concen- 
rations exceeding 10 μg g −1 ) diminished the photosynthetic 
apacity of rape ( Brassica campestris L.). Moreover, van der
rinten et al. (2010) reported EC 50 values for the oxyte-
racycline inhibition of the photosynthetic yield (Fv/F M ) for 
. aeruginosa (5.4 μg cm 

−3 ) and P. subcapitata (0.6 μg
m 

−3 ), which in case of cyanobacteria are higher than it
ould be concluded from our data. Pan et al. (2008) also
bserved toxic inhibitory effects of amoxicillin on the donor
ide, electron transfer and the acceptor side of PSII. The de-
rease of active centre resulted in reduced electron transfer
ET 0 /RC) and increased dissipation of heat at the level of
he antenna (DI 0 /RC). Our results are also consistent with
revious studies described by Xu et al. (2019) for tetra-
ycline and its degradation products, where authors ob- 
erved the impact on the growth, cell structure and algal
ell oxidative stress of C. vulgaris during the 96h incuba-
ion period. Those studies showed that concentration of 
etracycline > 5 μg cm 

−3 caused oxidative stress, structural
hanges in the cells such as plasmolysis and starch granule
eposition appeared, the thylakoid lamellae in the chloro- 
lasts became blurred and deformed, and the vacuoles be-
ame larger. 
The reported results also show differences between 

ested species in response to stress caused by oxytetra-
ycline. Cyanobacteria are closer in taxonomy to bacteria 
hen compared to green algae so the predicted impact of
xytetracycline on those microorganisms is expected to be 
igher. The results demonstrated this assumption is true for
ome parameters like growth or photosynthetic parameters 
F V /F M , ABS/RC, ET 0 /RC), but no for chlorophyll a concen-
ration. The impact on C. vulgaris and N. spumigena was
oderately higher than on M. aeruginosa . Higher resistance
f M. aeruginosa to oxytetracycline was also described by
an der Grinten et al. (2010) . Of course, this issue needs
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Figure 4 ET 0 / RC changes for the Chlorella vulgaris (A) , Phaeodactylum tricornutum (B) and Nodularia spumigena (C) and 
Microcystis aeruginosa (D). ∗ differences statistically significant in comparision to the control; • data series related to the auxiliary 
(right side) axis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

further investigations but authors speculate that it can be
due to differences in cell and or exocellular polymeric ma-
trix structures. Moreover, it may indicate that factors other
than taxonomical similarities can be critical for the non-
target organism. 

The chronic character of the presented studies can be
useful in risk assessment estimations. To make data more
useful the obtained results were compared with no observed
effect concentration (NOEC) values presented in the liter-
ature. Eguchi et al. (2004) reported NOEC for C. vulgaris
equals 3.58 μg cm 

−3 which is higher than statistically sig-
nificant concentration affecting organisms reported in our
studies (0.1 μg cm 

−3 ). Likewise, Ando et al. (2007) reported
NOEC for Nostoc sp. at the level of 0.78 μg cm 

−3 . In this
study, minimal concentration affecting N. spumigena of the
same order (Nostocales),was equal to 0.1 μg cm 

−3 . How-
ever, in the same publication, Ando et al. (2007) reported
NOEC for M. aeruginosa as 0.031 μg cm 

−3 which is lower
than minimal concentration affecting this cyanobacterium
presented in the current study. 

Our results show that the changes in measured param-
eters started to disclose after the second-third day of the
experiment. This allows the conclusion that standard 48—72
h chronic tests should be enough to observe the effect of
the antibiotic on investigated organisms but the nature of
changes can be hard to identify and interpret. On the other
hand tests longer than 10 days do not seem to be too long
and labour-intensive compared to the obtained results. In
our opinion test from 7 to 10 days should be enough to ob-
serve the chronic effect and help to understand the poten-
tial mechanism of the negative impact of oxytetracycline on
the non-target microorganism. 

5. Conclusion 

In summary, our results show that oxytetracycline at con-
centration levels reported in the marine environment can
potentially affect photoautotrophic microorganism. The
photosynthetic parameters applied along with growth and
pigment analysis can be a very sensitive tool for examining
the influence of various antibiotics on autotrophic microor-
ganisms. Furthermore, the present findings provide addi-
tional information about the mode of action of oxytetracy-
cline concerning non-target organisms like cyanobacteria,
diatoms, and microalgae. This allows the conclusion that
the use of standard toxicity tests (72 h) does not allow to ac-
curately and reliably assess the chronic impact of bioactive
compounds including drugs and their metabolites on water
organisms. To improve our knowledge of the emerging risks
to aquatic species and to better understand the interactions
between those compounds in the environment, more stud-
ies should be carried out, focusing particularly on chronic
toxicity and toxicity of the mixtures of antibiotics. 
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Summary This work examines the multiscale variability in sea level along the English Chan- 
nel coasts (NW France) using a wavelet multiresolution decomposition of water level values and 
climate oscillations in order to gain insights in the connection between the global atmospheric 
circulation and the local-scale variability of the monthly extreme surges. Changes in surges 
have exhibited different oscillatory components from the intermonthly ( ∼3—6-months) to the 
interannual scales ( ∼1.5-years, ∼2—4-years, ∼5—8-years) with mean explained variances of 
∼40% and ∼25% of the total variability respectively. The correlation between the multireso- 
lution components of surges and 28 exceptional stormy events with different intensities has 
revealed that energetic events are manifested at all timescales while moderate events are 
limited to short scales. 
By considering the two hypotheses of (1) the physical mechanisms of the atmospheric circu- 
lation change according to the timescales and (2) their connection with the local variability 
improves the prediction of the extremes, the multiscale components of the monthly extreme 
surges have been investigated using four different climate oscillations (Sea Surface Tempera- 
ture (SST), Sea-Level Pressure (SLP), Zonal Wind (ZW), and North Atlantic Oscillation (NAO)); 
results show statistically significant correlations with ∼3—6-months, ∼1.5-years, ∼2—4-years, 
and ∼5—8-years, respectively. Such physical links, from global to local scales, have been 
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considered to model the multiscale monthly extreme surges using a time-dependent Gener- 
alized Extreme Value (GEV) distribution. The incorporation of the climate information in the 
GEV parameters has considerably improved the fitting of the different timescales of surges with 
an explained variance higher than 30%. This improvement exhibits their nonlinear relationship 
with the large-scale atmospheric circulation. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

1

W  

r
c
s
2  

d
i
t
t
c
p
t
c
t  

t
c  

t
f  

2

a
i
i  

t
a  

t
c  

Z  

t
m
D  

e  

s
s

(  

(
b
t
s
t
u  

t
C
b
A
p

e
w  

I  

P  

V  

i
t
2  

(
 

t
l  

n
t  

i
r  

r  

a  

t  

c  

a  

u  

b  

d  

t  

d  

w  

t  

w
 

a  

e  

w  

t
l

 

i
t  

s
n  

t  

e  

s
 

s  

(
f
l

. Introduction 

ith the present context of global climate change, most of
esearchers claim that the sea-level variability and the in- 
rease of storminess are considered significant hazards for 
everal low-lying coastal communities (e.g. Hanson et al., 
011 ; Nicholls et al., 2011 ). Hence, many efforts have been
evoted to better understand the natural processes driv- 
ng the multiscale variability of the extreme sea levels 
o produce a more accurate estimation of their fluctua- 
ions and ensuring reliable coastal risk assessments. This 
hallenge serves as the basis for implementing an appro- 
riate adaptation strategy reducing the disastrous risks of 
he coastal flooding. The sea-level changes, encompassing 
yclical seasonal components superimposed on long-term 

rends and stochastic variability, are one of the most impor-
ant physical processes affecting the coastal systems. These 
hanges are due to the frequent temporal shifts linked to
he nonlinear, stochastic, or transient effects of external 
actors such as the global climate patterns ( Pasquini et al.,
008 ). 
Changes in sea levels are largely driven by the large-scale 

tmospheric and oceanic circulation patterns operating on 
ntermonthly and interannual timescales. Moreover, study- 
ng the links of the sea-level variability with the climate
eleconnections, related to prominent atmospheric modes 
s proxies, is necessary to fully understand the interplay be-
ween the climate oscillations and the oceanographic pro- 
esses (e.g. Dangendorf et al., 2012 ; Levin, 1992 ; Yan, 2004 ;
ampieri et al., 2017 ). Some works have been implemented
o understand and extract the signature of internal cli- 
ate variability from the observed sea-level patterns (e.g. 
angendorf et al., 2012 ; Levin, 1992 ; Yan, 2004 ; Zampieri
t al., 2017 ) with the aim of contributing in the multiscale
ea-level predictions that emerge as urgent priorities in the 
tate-of-the-art climate research. 
Large timescale studies around the English Channel 

South coast of UK) have been presented in Haigh et al.
2009) work, where changes in the mean sea levels have 
een investigated by the use of hourly sea-level records ex- 
ended by data archaeology. They have found that mean 
ea-level trends vary between 0.8 and 2.3 mm/year around 
he Channel. A new approach of spectral analysis has been 
sed by Turki et al. (2015a) to investigate the annual and
he intermonthly changes of the sea level along the English 
hannel coasts (NW France). Such multiscale changes have 
een linked to a combination of meteorological and North 
tlantic Oscillation (NAO) climate drivers, involving several 
rocesses over a wide range of spatial and temporal scales. 
Being an alarming problem for the coastal vulnerability, 
xtreme events have gained the attention of the scientists 
ho have reported the dynamics (e.g., Haigh et al., 2010 ;
dier et al., 2012 ; Masina and Lamberti, 2013 ; Tomasin and
irazzoli, 2008 ; Turki et al., 2019 ) and the projections (e.g.,
ousdoukas et al., 2017 ) of extreme sea levels consider-
ng the stationary and the nonstationary contributions from 

ides, waves, sea-level-rise components (e.g., Brown et al., 
010 ; Idier et al., 2017 ), and large-scale climate oscillations
e.g., Colberg et al., 2019 ; Turki et al., 2019 ). 
A number of studies have examined the relationship be-

ween the global atmospheric patterns and the local sea 
evels to estimate sea-level extreme values by the use of
onstationary statistical approaches. Regional studies of ex- 
reme sea levels have been conducted in various works us-
ng different methodologies; the most common of them is 
elated to the Generalized Extreme Value (GEV) models. A
eview of extreme analyses has been performed by Mendez
nd Woodworth (2010) ; they applied a nonstationary ex-
reme value model to the monthly maxima with a special fo-
us on NAO to study the variability of the extreme sea levels
long the European coasts. Masina and Lamberti (2013) have
sed a nonstationary GEV model to demonstrate a coherent
ehavior between the regional and the global scales from a
etailed analysis of the annual mean sea-level evolution in
he Adriatic sea with the NAO and AO (Arctic Oscillation) in-
ices; they have suggested that the increase in the extreme
ater levels since the 1990s is related to the changes in
he wind regime and the intensification of Bora and Sirocco
inds after the second half of the 20 th century. 
In the English Channel, the extreme sea levels have been

ddressed by several works (e.g. Haigh et al., 2010 ; Idier
t al., 2012 ; Tomasin and Pirazzoli, 2008 ; Turki et al., 2019 )
ith the aim of investigating their dynamics at different
imescales and their connections to the atmospheric circu- 
ation patterns. 

Haigh et al. (2010) investigated the interannual and the
nterdecadal extreme surges in the English Channel and 
heir strong relationship with the NAO index. Their results
howed weak negative correlations throughout the Chan- 
el and strong positive correlations at the boundary along
he Southern North Sea. Using a numerical approach, Idier
t al. (2012) studied the spatial evolution of some historical
torms in the Atlantic Sea and their dependence on tides. 
Recently, Turki et al. (2019) have examined the multi-

cale variability of the sea-level changes in the Seine Bay
NW France) in relation with the global climate oscillations 
rom the SLP composites; they have demonstrated dipo- 
ar patterns of high-low pressures suggesting positive and 
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1 http://www.esrl.noaa.gov/psd/data/gridded/data.ncep. 
reanalysis.derived.html 
negative anomalies at the interdecadal and the interannual
scales, respectively. 

Despite these important advances, no particular studies
exist on sea-level dynamics and extreme events linked to
the large-scale climate oscillations along the English Chan-
nel coastlines. The aforementioned works of Turki et al.
(2015a , 2019 ) have focused on the multiscale sea-level vari-
ability along the French coasts related to the NAO and the
Sea-Level Pressure (SLP) patterns; however, they have not
addressed the regional behavior of the extreme sea levels
in relation with the global climate oscillations. 

The present contribution aims to investigate the re-
gional dynamics of the sea level and the extreme events in
some selected English Channel coasts (NW France) and seeks
to understand their multiscale connection to the large-
scale atmospheric circulation. A spectral approach based on
the continuous and multi-resolution wavelet techniques has
been used herein in order to (i) visualize and investigate the
spectral content of the sea levels on intermonthly to the
interannual scales, (ii) identify the links between the sea-
level fluctuations and the increase of the historical storm
events, (iii) quantify the multiscale changes in the monthly
maxima of extreme surges and their connection with the at-
mospheric circulation by applying a nonstationary approach
using the climate oscillations. 

The rest of the paper is organized into four sections:
Section 2 gives a description of the data sources and the
methodological approach used to investigate the multiscale
variability of the sea level with the atmospheric circulation.
Local-scale changes in sea levels along the English Chan-
nel and their connection with the climate oscillations have
been addressed and discussed in sections 3 and 4 , respec-
tively. Finally, all findings are summarized and concluded in
Section 5 . 

2. Data and methods 

2.1. Sea-level and climate datasets 

The present research is focused on the Normandy coasts
along the Southern side of the English Channel (North of
France); it has been conducted in the framework of the
French research program ANR RICOCHET and the interna-
tional project COTEST funded by CNES-TOSCA and related
to the future mission Surface Water and Ocean Topography
(SWOT). 

Sea-level data, obtained from three tide gauge sites, are
used in the present study: (1) Dunkirk station which is a few
kilometers away from Belgian borders, ( 2 ) Le Havre stations
situated on the right bank of the estuary of the Seine River,
and ( 3 ) Cherbourg station located on the Cotentin Peninsula
and at the opening of the Atlantic Sea. These stations pro-
vide time-series of hourly observations measured between
1964 and 2010. The tide gauges are operated and main-
tained by the National French Center of Oceanographic Data
(SHOM). The observations which correspond to the hydro-
graphic zero level are referenced to zero tide gauge ( Fig. 1 ).
The storm events produced in the English Channel largely
occurred along Cherbourg, Le Havre, and Dunkirk coasts.
The surges in these regions are equal or higher than the
values of 2year return period (Re) which represents 1.2 m,
1.3 m, and 1.6 m, respectively (SHOM). 

The large-scale atmospheric circulations are represented
in the present analysis by four different climate indices
which are considered as fundamental drivers in the At-
lantic regions: the Sea Surface Temperature (SST), the North
Atlantic Oscillation (NAO), the Zonal Wind (ZW) compo-
nent extracted at 850hPa, and the Sea-Level Pressure (SLP).
Monthly time-series of climate index have been provided by
the NCEP-NCAR Reanalysis fields 1 with the same period dur-
ing which the sea-level observations were conducted (i.e.
1964—2010). 

2.2. Methods 

The total sea-level height, resulting from the astronomical
and the meteorological processes, exhibits a temporal non-
stationarity which is explained by a combination of the ef-
fects of the long-term trends in the mean sea level, the
modulation by the deterministic tidal component and the
stochastic signal of surges, and the interactions between
tides and surges. The occurrence of extreme sea levels
is controlled by periods of astronomically-generated high
tides, in particular, at inter-annual scale when two phenom-
ena of precession cause systematic variation of high tides.
The modulation of the tides contributes to the enhanced
risk of coastal flooding. Therefore, the separation between
tidal and non-tidal signal is an important task in any analysis
of sea-level time-series. 

By the hypothesis of independence between the astro-
nomical tides and the stochastic residual of surges, the non-
linear relationship between the tidal modulation and surges
is not considered in the present analysis. Using the classical
harmonic analysis, the tidal component has been modeled
as the sum of a finite set of sinusoids at specific frequen-
cies to determine the determinist phase/ amplitude of each
sinusoid and predict the astronomical component of tides.
In order to obtain a quantitative assessment of the non-
tidal contribution in storminess changes, technical methods
based on MATLAB t-tide package have been used to esti-
mate year-by-year tidal constituents. A year-by-year tidal
simulation ( Shaw and Tsimplis, 2010 ) has been applied to
the sea-level time-series to determine the amplitude and
the phase of tidal modulations using harmonic analysis fit-
ted to 18.61-, 9.305-, 8.85-, and 4.425-year sinusoidal sig-
nals ( Pugh, 1987 ). The radiational components have been
also considered for the extraction of the stochastic compo-
nent of surges ( Williams et al., 2018 ). The hourly sea-level
measurements present some short gaps (of some days) dis-
tributed during the first 30 years (1964—1995) of the total
time-series. These gaps, with respect to the total series,
represent 2% in Cherbourg and Le Havre and 5% in Dunkirk;
they have been processed by the hybrid model for filling
gaps developed by Turki et al. (2015b) . The model applies
a purely statistical approach to the stochastic component
of the sea level (residual component) based on Autoregres-
sive Moving Average (ARMA) techniques with introducing SLP
in ARMA as a main physical process driving the residual

http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.derived.html
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Figure 1 Geographical location of the study area and the different tide gauges along the Southern English Channel coasts (NW 

France): Dunkirk, Le Havre, and Cherbourg. 

Figure 2 The hourly surges during the period 1964—2010 in (a) Dunkirk, (b) Le Havre, and (c) Cherbourg. 
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ea level. They have used this model to process the sea-
evel records provided by the tide gauges along the Atlantic
rench coasts. The model has been used also by Turki et al.
2019) for data processing. The total sea level and surges at
unkirk, Le Havre, and Cherbourg are illustrated in Fig. 2 . 
The general approach developed herein intends to: (1) 

dentify the main timescales of the variability of the total
ea levels and surges, (2) characterize the multiscale rela- 
ionships between the local-scale hydro-climatological sig- 
al of the surges and the historical storm events on large
cales, (3) examine the ability of the potential monthly cli-
ate predictors (NAO, ZW, SLP, SST) to describe the time-
cale decomposition of the monthly extreme surges by iden- 
ifying the physical link between both variables at each time
cale. Such physical link has been used for a multiscale pa-
ameterization of the non-stationary GEV models. Firstly, 
he hourly hydro-climatological signals (i.e. total sea level 
nd surges) have been analyzed using continuous wavelet 
ransform (CWT) to explore the spectral content of oceano-
raphic signals. The typical scales of the sea-level variabil-
ty ( Turki et al., 2015a , 2019 ) have been detected from dif-
erent records. 
The CWT is a well-known method that has been used

ver the past decade for data analysis in hydrology, geo-
hysics, and environmental sciences ( Labat, 2005 ; Sang,
013 ; Torrence and Compo, 1998 ). The continuous wavelet
ransform produces either a time-scale or time-period with 
he means of the Fourier transform contour diagram on
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mate oscillations. The extent of these oscillations is not 
which time is indicated on the x -axis, period, or scale on
the y -axis, and amplitude (or variance, or power, etc.) on
the z -axis. 

Secondly, the hourly surges have been decomposed
by wavelet multiresolution analysis into different internal
components corresponding to different time-scales. Briefly,
the multiresolution analysis consists of the iterative filter-
ing of the time-series using a series of low-pass and high-
pass filters which eventually produce one high-frequency
“rough” component called “wavelet detail” and one lower
frequency “coarse” component called “smooth” or “approx-
imation”. 

The smooth, produced at each scale, is then subse-
quently decomposed into a second wavelet detail and a sec-
ond smooth, the latter is decomposed again in the same way
until one last smooth remains and will no longer be decom-
posed. Summing up all wavelet details and the last smooth
(i.e. the lowest-frequency component) gives back the orig-
inal signal. In summary, the total signal has been separated
into a relatively small number of wavelet components from
high to low frequencies that altogether explains the vari-
ability of the signal; this will be illustrated later using the
hourly measurements and the monthly maxima of surges. 

Finally and with the aim of addressing the nonstation-
ary behavior of extreme surges, the monthly maxima of the
surges have been calculated and decomposed with the mul-
tiresolution analysis. Then, a nonstationary extreme value
analysis based on the GEV distribution with time-dependent
parameters ( Coles, 2001 ) has been implemented to model
the series of the monthly maxima surges. There are several
GEV families which depend on the shape parameter, e.g.
Weibull ( ɛ < 0), Gumbel ( ɛ = 0), and Fréchet ( ɛ > 0). The
three parameters of the GEV (i.e. location μ, scale ψ, shape
ɛ ) are estimated by the maximum likelihood function. 

The nonstationary effect was considered by incorporat-
ing the selected climate indices (NAO, SST, ZW, and SLP) into
the parametrization of the GEV models. Akaike Information
Criterion (AIC) has been used to select the most appropri-
ate probability function models. The methods of maximum
likelihood were used for the estimation of the distributions
parameters. The approach used considers the location ( μ),
the scale ( ψ), and the shape ( ɛ ) parameters with relevant
covariates, which are described by a selected climate in-
dex: 

μ( t ) = β0 ,μ + β1 ,μY 1 + . . . + βn ,μY n , (1)

ψ ( t ) = β0 ,ψ + β1 ,ψ Y 1 + . . . + βn ,ψ Y n , (2)

ε ( t ) = β0 ,ε + β1 ,ε Y 1 + . . . + βn ,ε Y n , (3)

where β0 , β1, …, βn are the coefficients, and Y i is the co-
variate represented by the climate index. For each spectral
component, only one climate index can be used among the
parameters μ, ψ, and ɛ of the nonstationary GEV model.
With the aim of optimizing the best use of the climate in-
dex into the different GEV parameters, a series of sensitiv-
ity analyses were implemented for each time scale. The AIC
measures the goodness of fit of the model ( Akaike, 1974 )
to the relation AIC = —2l + 2K ; where l is the log-likelihood
value estimated for the fitted model, and K is the number of
the model parameters. Higher ranked models should result

from lower AIC scores. 
3. Results 

3.1. The multiscale sea-level variability 

The variability of the total sea level (SL) and the surges (S)
has been investigated using the continuous wavelet trans-
form (CWT). In the spectrum of Fig. 3 , the color scale repre-
sents an increasing power (variance) from blue to red. The
CWT diagrams highlight the existence of several modes of
variability; each color represents one of the energy bands
with certain ranges of frequencies. The annual mode is
clearly illustrated for SL while it is largely dissipated for S
spectrum with a diminution higher than 90% in Dunkirk and
Cherbourg. The dissipation of the annual spectrum becomes
less important (with a spectrum diminution of 72%) for S in
Le Havre as it gets closer to the Seine Bay. where the hydro-
logical signature, induced by the Seine River, still remains
to be observed within the stochastic component of the sea
level. 

At the interannual scales, the CWT diagrams highlight
two modes of ∼2—4-yr and ∼5—8-yr at all the stations, par-
ticularly Cherbourg and Le Havre. Such low frequencies are
well-structured with 45% and 65% of the explained variance
higher than those calculated from the CWT of SL. The CWT
diagrams of S display a new mode of ∼1.5-yr while the an-
nual mode, observed in the SL diagrams, has been disap-
peared. 

The multiresolution analysis has been applied to local
surges with the aim of achieving the full timescale decom-
position of the signal. The process results in separation
of different components or wavelet details for each sig-
nal ( Figs. 4—6 ). We focused only on frequencies ranging be-
tween ∼3-months and ∼5—8-years, whose fluctuations cor-
respond to the oscillation periods less than half the length
of the record and exhibit a high-energy contribution on the
variance of the total signal. 

Results have been explored to investigate the dynamics
of surges at different timescales. The variability is clearly
dominated by the high-frequencies of ∼3-months and ∼6-
months, explaining a variance between 35% and 45% of the
total energy respectively ( Table 1 ). Then, the low frequency
components of ∼1.5-yr, ∼2—4-yr, and ∼5—8-yr explain a
mean variance of 25% of the total energy ( Table 1 ). 

Figs. 4—6 show a series of oscillatory components of
surges from intermonthly to interannual scales, not clearly
identified by a simple visual inspection of the signal. Simi-
larities of surge components have been highly observed for
the interannual modes of ∼5—8-yr and ∼2—4-yr while they
seem to be significantly less important for high frequencies
of ∼3-months and ∼6-months. This result suggests that dif-
ferent physical phenomena should be considered to explain
the local variability of surges ( ∼3-months and ∼6-months);
they are induced by combining the effects of meteorolog-
ical and oceanographic forces including changes in atmo-
spheric pressures and wind velocities in shallow water ar-
eas. Beyond the ∼1.5-yr timescale, the large-scale patterns
of surges, described by the low frequency components, tend
to be quite similar between the different sites in terms of
intensity and amplitude. Such variability exhibits a global
contribution of some physical processes related to the cli-
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Figure 3 Continuous wavelet transform (CWT) of the total and the non—tidal (surges) sea level at (a) Dunkirk, (b) Le Havre and 
(c) Cherbourg during the period 1964—2010. 

Table 1 The explained variance expressed as percentage of total variance of surges for all sites: Dunkirk, Le Havre and 
Cherbourg. 

∼ 3 months ∼ 6 months ∼ 1.5- y ∼ 2—4 -y ∼ 5—8-y 

Dunkirk 20 % 15.6 % 12.8 % 8.6 % 5.3 % 
Le Havre 27.7 % 18.2 % 14 % 8.8 % 5.7 % 
Cherbourg 28.8 % 20.5 % 15.4 % 8.9 % 4.2 % 
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Figure 4 Wavelet details (components) resulting from multiresolution analysis of surges from 1964 to 2012 at the intermonthly 
( ∼3 months, ∼ 6 months) and interannual ( ∼1.5-yr, ∼2—4-yr, ∼5—8-yr) time scales in Dunkirk. The black, grey and white boxes are 
used for storms manifested similarly in Le Havre and Cherbourg (same return period observed), similarly in Cherbourg and Dunkirk 
and similarly for all sites, respectively. 

Figure 5 Wavelet details (components) resulting from multiresolution analysis of surges from 1964 to 2012 at the intermonthly 
( ∼3 months, ∼6 months) and interannual ( ∼1.5-yr, ∼2—4-yr, ∼5—8-yr) time scales in Le Havre. The black, grey and white boxes are 
used for storms manifested similarly in Le Havre and Cherbourg (same return period observed), similarly in Cherbourg and Dunkirk 
and similarly for all sites, respectively. 
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Figure 6 Wavelet details (components) resulting from multiresolution analysis of surges from 1964 to 2012 at the intermonthly 
( ∼3 months, ∼6 months) and interannual ( ∼1.5-yr, ∼2—4-yr, ∼5—8-yr) time scales in Cherbourg. The black, grey and white boxes 
are used for storms manifested similarly in Le Havre and Cherbourg (same return period observed), similarly in Cherbourg and 
Dunkirk and similarly for all sites, respectively. 
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trictly similar and changes according to the timescale vari- 
bility since the dynamics of surges is not necessarily re-
ated to the same type of atmospheric circulation process. 
his relationship will be addressed later in the second part
f this section. 
A total of 28 historical stormy events (from T 1 to T 28 ),

roduced in the English Channel during the period 1964—
010 and with surges higher than 2-yr return period level 
Re), have been extracted from SHOM data base ( Table 2 ).
he historical events have been attached to the different 
pectral components of surges ( Figs. 4—6 ) by vertical bars
ith different colors (black, grey and white). 
In these figures, we distinguish three types of events: ( 1 )

he first one, depicted by the black bars, represents the
torms occurring in Le Havre and Cherbourg with the same 
e; ( 2 ) the second one, depicted by the white bars, shows
he storms similarly manifested in Cherbourg, Le Havre and 
unkirk; ( 3 ) the third one, depicted by the grey bars, illus-
rates the storms occurring in Le Havre and Cherbourg with
he same Re .The percentages of each of the bars are 21.4,
7.2, and 21.4%, respectively. 
The storms in Figs. 4—6 show that the signature of each

vent is fully identified at the intermonthly scales while it
s manifested differently at the interannual scales. 

The events of November 1965 (T 1 ) and January 1968 (T 2 ),
roduced at neap tides, are highlighted by the peak of the
urges at the interannual scales; they are limited to ∼1.5-yr
nd ∼2—4-yr in Le Havre and Cherbourg where Re is of 2—5
ears. The storms T 3 (July 1969) and T 4 (February 1974) ex-
ibit a high energy for most of the components in Le Havre
Re of 5—10 years), as shown in Fig. 5 ; furthermore, their
ffects are limited to ∼1.5-yr component in Dunkirk and 
herbourg. As documented by Bessemoulin (2002) , these 
torms (in particular T 3 ) were resulted from the big at-
ospheric depression Ex-Bertha with high wind velocities 
more than 150 km/h) and barometric gradients (maximum 

f 14 hPa). T 5 is manifested in different locations with Re of
-years; its impact is restricted to the ∼1.5-yr component of
urges. Similar behavior has been identified for the events
 9—12 , T 15—16 , and T 18 produced at neap tides. The events T 6 
January 1978), T 13 (February 1989), and T 14 (January 1990,
DARIA’) coincide with spring tides and high return period
Re > 5 years); they have been recorded at the interannual
cales in Le Havre and Cherbourg. According to the previ-
us works of Bessoumoulin (2002) and Pirazzoli et al. (2005) ,
hese events were induced by cold fronts known as Kata split
ront responsible for decreasing of the pressure and a shift
f the wind from SSW to WSW. 
The events T 7 , T 8 , and T 17 were produced during win-

er periods at the equinoxes of spring tides with Re of
—10 years; they are manifested at the full interannual
imescales (from ∼1.5-yr to ∼5—8-yr) in Le Havre and Cher-
ourg. Such events were generated by two huge anticy-
lones with large pressure gradients from the North to the
est: the first one was resulting from the NW winds; the
econd one was coming from the Atlantic to reach the North
ea and the Scandinavian countries, responsible for more 
han 70% of the submersion phenomena in the NW France
 Costa et al., 2004 ). 
The two storms of T 19 (December 1999) and T 20 (Decem-

er 2001) highlighted a clear signature limited to ∼1.5-yr
n Dunkirk and Cherbourg while they are manifested at dif-
erent interannual scales than Le Havre, close to the Seine
ay, where the influence of the hydrological variability is 
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Table 2 List of storminess with a surge return period (Re) higher than 2 years and produced between 1964 and 2010 in 
Dunkirk, Le Havre, and Cherbourg. The black, grey, and white boxes are used for storms manifested similarly in Le Havre and 
Cherbourg (same return period observed), similarly in Cherbourg and Dunkirk and similarly for all sites, respectively. 

Code Date Surge return period Tide cycle 

T1 November, 1965 H5–H10 (Dunkirk) 
H2–H5 (Le Havre, Cherbourg) 

Neap �de 

T2 January, 1968 H5–H10 (Dunkirk) 
H2–H5 (Le Havre, Cherbourg) 

Neap �de 

T3 July, 1969 H2 (Dunkirk, Cherbourg) 
H5–H10 (Le Havre) 

Neap �de 

T4 February, 1974 H2 (Dunkirk, Cherbourg) 
H2–H5 (Le Havre) 

Spring �de 

T5 December, 1976 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T6 January, 1978 H5–H10 (Dunkirk) 
H5 (Le Havre, Cherbourg) 

Spring �de (equinoxes) 

T7 December, 1979 H5–H10 (Le Havre, Cherbourg) 
H5 (Dunkirk) 

Spring �de (equinoxes) 

T8 December, 1981 H5–H10 (Le Havre, Cherbourg) 
H5 (Dunkirk) 

Spring �de 

T9 December, 1982 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T10 January, 1984 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T11 March, 1986 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T12 October, 1987 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T13 February, 1989 H5–H10 (Cherbourg, Dunkirk) 
H2–H5 (Le Havre) 

Spring �de 

T14 January, 1990 
(DARIA) 

H5–H10 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T15 May, 1992 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T16 September, 1993 H2 (Dunkirk, Le Havre, Cherbourg)  

T17 December, 1995 H5–H10 (Dunkirk, Le Havre, Cherbourg) Spring �de (equinoxes) 

T18 October, 1998 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T19 December, 1999 H2 (Dunkirk, Cherbourg) 
H5–H10 (Le Havre) 

Spring �de 

T20 December, 2001 H2 (Dunkirk, Cherbourg) 
 

H5–H10 (Le Havre) 

Spring �de 

T21 February, 2004 H5–H10 (Dunkirk, Cherbourg) 
H5 (Le Havre) 

Neap �de 

T22 April, 2005 H2–H5 (Dunkirk, Le Havre, Cherbourg) Spring �de 

T23 March, 2006 H2–H5 (Dunkirk, Le Havre, Cherbourg) Spring �de (equinoxes) 

T24 November, 2007 H2 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T25 March, 2008 H5–H10 (Dunkirk, Le Havre, Cherbourg) Spring �de (equinoxes) 

T26 January, 2009 H2–H5 (Dunkirk, Le Havre, Cherbourg) Neap �de 

T27 February, 2010 H5–H10 (Dunkirk, Le Havre, Cherbourg) Spring �de 

T28 December, 2010 H2–H5 (Dunkirk) 
H5–H10 (Le Havre, Cherbourg) 

Neap �de 
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mportant during the flooding events between 20th century 
nd the beginning of 21 st century ( Massei et al., 2017 ). 
T 21 (February 2004) was produced at neap tides with 

trong winds of 140 km/h ( SHOM, 2014 ); this event is mainly
arried out by the interannual components. T 22 and T 23 (Re
etween 2 and 5 years), were recorded for the sites at the
cales of ∼1.5-yr and ∼2—4-yr while T 24 (Re of 2 years) is
imited to ∼1.5-yr. The last events T 25 , T 27 , and T 28 (Re >
 years) occurred during the winter periods the equinoxes 
f spring tides, are manifested at all timescales in Le Havre
nd Cherbourg and seem to be limited to ∼4—8-yr compo-
ent in Dunkirk. 
Accordingly, the multiscale variability of the surges, as a 

esponse to extreme events, highlights that 14% of storms 
re manifested at all the interannual timescales while 32% 

f them are limited to ∼2—4-yr. This correspondence sug- 
ests the relationship between the return period of the 
torms and the multiscale variability of the surges; storms 
ith Re < 5 years are manifested at timescales smaller than
 years while storms with high Re of 5—10 years should be
bserved from the intermonthly to the interannual scales of 
5—8-yr. 
This diagnosis of the historical events and their manifes- 

ation along the North French coasts (From Dunkirk to Cher-
ourg) allows the following classification: (i) the events pro- 
uced at neap tides and similarly affecting the studied sites 
f the Normandy coasts at the interannual scales of ∼1.5-
r (T 5 , T 9-12 , T 15—16 , and T 18 ) and ∼2—4-yr (T 22 and T 23 ); (ii)
he events induced by Kata split font under spring tides and
volving similarly in Le Havre and Cherbourg and with higher
mpact in Dunkirk (T 6 and T 13—14 ); (iii) the events induced
y a combination of two anticyclones effects, from the At-
antic to the North Sea, and affecting similarly Le Havre
nd Cherbourg and with a less remarkable impact in Dunkirk
T 17 and T 7-8 ); (vi) the events produced at spring tides and
ighly affecting Le Havre at different timescales compared 
o Dunkirk and Cherbourg where their manifestation is lim- 
ted to ∼1.5-yr (T 3—4 and T 19—21 ). 

The distribution of the storms is not homogenous in time;
oreover, their manifestation, according to different cat- 
gories of return period, takes a nonlinear behavior since 
he number of the events in a window of one year is not
he same throughout the time. Indeed, all significant events 
Re > 2 years) have been identified during only 20 years
f measurements from 46 years, the total period of the
resent study (1964—2010). These dynamics explain the al- 
ering phases of high (Re > 2 years) and moderate (Re < 2
ears) storms in accordance with their return period. Mod- 
rate phases are longer with 3—4 successive years during 
he first 35 years (1964—2000) and decrease to 2 years after
000. The phases of high storms exhibit different categories 
f events: 75% of them are produced between November 
nd February and 25% of them are produced between March 
nd October. 
Hence, the distribution of storminess is controlled by 

 series of seasonal patterns related to changes in ocean 
ave climate and energy conditions. These seasonal oscilla- 
ions are clearly identified at the intermonthly surges ( ∼3—
-months) for all sites. At this scale, similar oscillations have 
een demonstrated by Tsimplis and Woodworth (1994) from 

he analysis of the mean sea levels. According to the ob-
ained results, the stormy events, produced under specific 
eteorological and oceanographic conditions on tides, have 
xhibited a strong seasonal dependence on the tides which
nderline a complex network induced by a nonlinear con-
ribution of many physical processes. The hydrological ef- 
ect should be also considered in the present context of the
eine Bay where the river discharge contributes in the total
ariability of the stochastic component, in particular during 
he extreme events of the flooding produced between 1999
nd 2001. 
Haigh el al. (2010) used English Channel sea-level dataset

rom 18 tide gauges to evaluate the changes in the extremes
hroughout the 20 th century. They have identified differ-
nt intra- and inter-decadal variability in surges with the
trongest intensity on the late 1950s. Their studies have
hown strong relationship between the storm surges and 
he NAO index with weak negative correlations throughout 
he Channel and strong positive correlations at the bound-
ry along the Southern North Sea. The interactions of tides
ith surges have also been investigated by the same authors
howing their increase eastward along the English Channel. 
he tide-surge interaction has been also studied by Idier
t al. (2012) using a numerical approach to compute some
istorical storms in the Atlantic and the North Sea. Accord-
ng to their analyses, the tide-surge interaction in the En-
lish Channel is significantly important; it increases in the
astern half of the English Channel and decreases in west-
rly direction. In the present research, the stochastic signal 
f surges has been individually studied and its interaction
ith tides has not taken into account. The neap-spring tidal
ycle has been considered to investigate the dynamics of
he stormy events along the French coasts and their signa-
ures in different intermonthly and interannual components 
f the extreme surges. 

.2. How does the variability in extreme surges 
epend on the global atmospheric circulation? 

his part focuses on the connection between the multiscale
ariability of the local surges along the French coasts and
he global climate oscillations. 
The monthly extrema have been simulated from the 

ourly records of surges in the considered sites. The
onthly distribution of the extreme values has been calcu-

ated for each scale from the intermonthly to the interan-
ual modes and illustrated by the means of boxplot presen-
ations (example for Dunkirk in Fig. 7 ). These distributions
xhibit that the maximum surges change according to the
imescale; the multiscale evolution shows an oscillatory be- 
avior for the short-scales (intermonthly and the first inter-
nnual of ∼1.5-yr) shifting between high and low changes 
n April and September. This shift is more visible at the in-
ermonthly scales of ∼3-months and ∼6-months. For larger 
cales, the extreme surges display a uniform evolution dur-
ng the time. 

With the aim of addressing the nonstationary behavior of
he extreme surges, we have applied the wavelet multireso-
ution decomposition of monthly extrema for each site. The
rocess has resulted in the separation of different compo-
ents, i.e. 5 wavelet details traduced by two intermonthly
cales ( ∼3-months and ∼6-months) and three interannual 
cales ( ∼1.5-yr, ∼2—4-yr, and ∼5—8-yr). The explained 



236 I. Turki et al./Oceanologia 62 (2020) 226—242 

Figure 7 The boxplot of the monthly maxima of surges on the intermontly ( ∼3 months and ∼6 months) to the interannual ( ∼1.5- 
yr; ∼2—4-yr and ∼5—8-yr) scales; case of Dunkirk. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

variances of these scales are higher than those resulting
from the multiresolution analysis of the hourly surges: the
variance of the intermonthly scales has a mean percentage
of 45% of the total signal while the interannual scales vary
between 28% and 36%. 

Then, the nonstationary behavior of the monthly ex-
treme surges has been addressed by investigating their
physical connections with the different climate indices (i.e.
SST, SLP, ZW, and NAO). The total signal (not decomposed) of
the climate indices has been linked to the extreme compo-
nents calculated previously. For each spectral component,
a series of Monte Carlo simulations have been carried out
to identify the most statistically significant correlation with
the climate index. The best correlation of each surge com-
ponent (i.e. ∼3-months and ∼6-months, ∼1.5-yr, ∼2—4-yr
and 5—8-yr) with the suitable climate index (i.e. SST, SLP,
ZW, and NAO) is illustrated in Fig. 8 . The correlation coeffi-
cients vary between 0.5 and 0.6 at the intermonthly scales
(i.e. ∼3-months and ∼6-months) showing good agreements
of SST index with the extreme surges. The ∼1.5-yr com-
ponent is linked to SLP index with correlation coefficients
varying between 0.65 and 0.7. Significant coefficients higher
than 0.7 have been observed for the interannual scales of
∼2—4-yr and ∼5—8-yr exhibiting strong links with ZW and
NAO indices respectively. 

In the second part of this section, a stationary and a non-
stationary extreme value analyses based on the GEV distri-
bution with time-dependent parameters ( Coles, 2001 ) have
been implemented to model the spectral component of the
monthly maxima of the surges. 

Here, we are interested to separately model the differ-
ent components of the extreme surges by using the GEV dis-
tribution. The GEV distribution uses the maximum likelihood
method with a parametrization of the different parameters
of location, scale, and shape. 

Five stationary GEV models (GEV01, GEV02, GEV3,
GEV04, and GEV05) have been used to fit the different spec-
tral components of the monthly extreme surges. The AIC
criterion has been calculated for each spectral component
( Table 3 ) to compare their distributions. Results show higher
AIC scores for the intermonthly scales of ∼3-months and
∼6-months (GEV01 and GEV02); they decrease at larger-
scales of ∼5.8-yr (GEV05). The differences between the ob-
served extreme values and the empirical ones, calculated
from the stationary GEV models (from GEV01 to GEV05),
should be explained by significant discrepancies which vary
according to the timescale of the extreme surges. These
discrepancies decrease in the sites where the interannual
scales (i.e. GEV04 and GEV05) experience a uniform trend of
extremes. 

With the aim of improving the modelling of extreme
surges, five nonstationary GEV models (GEV1, GEV2, GEV3,
GEV4 and GEV5) have been applied to all spectral compo-
nents. The parameters of the nonstationary GEV distribution
have been estimated using the maximum likelihood method
( Coles, 2001 ). Maximizing the log-likelihood function has
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Figure 8 Multiresolution decomposition of the monthly maxima of surges (black line). The signal of climate oscillations associated 
with the different indices SST, SLP, ZW, NAO (grey line) has been correlated to the spectral components of surges. Only the con- 
nection maximizing the correlation coefficient between a selected climate index and the component of surges (from intermonthly 
to interannual timescales) is presented (the normalized values have been calculated to superpose both signals). The correlation 
coefficients are also displayed at each time scale. 

Table 3 Akaike Information Criterion (AIC) test results for distribution models of extreme surges using the stationary GEV 
model. 

∼ 3 months ∼ 6 months ∼ 1.5- y ∼ 2—4 —y ∼ 5—8-y 

Dunkirk -450 -352 -324 -352 -345 
Le Havre -410 -322 -320 -350 -352 
Cherbourg -395 -301 -314 -345 -350 

Table 4 Akaike Information Criterion (AIC) test results for the distribution models of the extreme surges using the nonsta- 
tionary GEV model. 

∼ 3 months/ SST ∼ 6 months/ SST ∼ 1.5- y/ SLP ∼ 2—4 —y/ ZW ∼ 5—8-y/ NAO 

Dunkirk -310 -282 -266 -248 -232 
Le Havre -308 -279 -260 -252 -243 
Cherbourg -315 -285 -264 -245 -245 
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een performed by means of the ‘trust region reflective al-
orithm’ ( Coleman and Li, 1996 ). 
For each model, the best climate index describing the in-

ernal oscillations of the monthly maxima has been used as 
 covariable in GEV distribution to address the nonstation- 
ry behavior of the extreme values. For each spectral com- 
onent, the structure of the most appropriate nonstation- 
ry GEV distribution has been selected by choosing the most 
dequate climate index that minimizes the Akaike informa- 
ion criterion ( Akaike, 1974 ). Here, the total signal of the
limate index has been used as shown in Fig. 8 . The good-
ess of the fit of each model has been checked through the
isual inspection of the quantile-quantile (Q-Q) plots; these 
lots compare the empirical quantiles against the quantiles 
f the fitted model. The substantial departure from the di-
gonal indicates an inadequacy of the GEV model. 
Results provided by GEV1—5 reveal a better performance 
the lowest values of AIC) of extreme estimation compared
o the previous models of GEV01—05 and give the most
ppropriate distributions by the use of the climate oscil-
ations. Indeed, the SLP, ZW, and NAO indices have been
sed for the interannual scales of ∼1.5-yr, ∼2—4-yr, and
5—8-yr respectively while the SST index has been selected
s the most adequate for the intermonthly scales of ∼3-
onths and ∼6-months ( Table 4 ). The Q-Q plots for the
ll timescales of the monthly maxima in Dunkirk are illus-
rated in Fig. 9 ; they confirm the suitability of the selected
odels. 
Accordingly, the nonstationary GEV models have exhib- 

ted high improvements at all timescales, in particular at
he intermonthly scales (GEV01/GEV1; GEV02/GEV2) where 
he AIC scores have significantly decreased. 
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Figure 9 The quantile plot between observed and modelled extreme surges obtained using the nonstationary GEV model at 
different time scales. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Discussion 

Results provided in the present research highlight the ori-
gin of the nonlinear relationship between large- and local-
scales. Indeed, the intermonthly and the interannual ex-
treme surges may be related to different combinations of
several, not necessarily similar, oscillating atmospheric pat-
terns. The use of a multiresolution approach to investigate
the dynamics of the extreme surges into the downscaling
studies proves to be useful for assessing the nonlinear inter-
actions between large-scale climate variability and local-
scale hydrodynamic changes of the sea-level hydrodynam-
ics. 

Investigating the physical relationships of the climate os-
cillations with the multiscale surges have shown that the
multimodel climate ensemble should be used to better un-
derstand this complexity, in particular for extreme events. 

The seasonal and the interannual physical relationships
between the local hydrodynamics and the climate variabil-
ity have been investigated in numerous previous works.
They focused on the atmospheric circulation with different
related mechanisms (e.g., Feliks et al., 2011 ; Lopez-Parages
et al. 2012 ; Zampieri et al., 2017 ). 

The use of the SST index to estimate the intermonthly
extreme surges shows that their seasonal variability should
be related to the variation of temperature in the sea surface
controlled by an important atmosphere-ocean interaction in
the Atlantic Sea. For short-scales, Bell and Goring (1998) in-
vestigated the relationship between the seasonal variations
of the sea level and the SST along the north-east coasts of
the New Zeland. They have demonstrated that the dominant
influence of SST on the annual cycle of sea level is related
to the thermo-steric sea-level adjustments with 50—80% of
the variance in the annual frequency. Their works have sug-
gested that the sea level generally peaks at the end of April
(austral autumn) lagging the SST cycle by around 2 months,
and its seasonal modulation is explained by changes in the
oceanic current patterns and the seasonal coupling of cli-
mate oscillation effects. Previous studies have indicated the
impact of the midlatitude SST gradients on the atmospheric
circulation influencing the amplitude and the location of the
storm tracks (e.g., Nakamura and Yamane 2009 ; O’Reilly and
Czaja 2015 ; Small et al., 2014 ). For large-scales, the key
role of SST in the atmosphere-ocean interaction has been
also addressed by several works. According to some obser-
vational studies, the meridional shifts in the location of the
Gulf Stream extension fronts are significantly linked to the
large-scale variations in the atmospheric circulation at the
intraseasonal timescales (e.g., Frankignoul et al., 2011 ). Re-
cently, Wills et al. (2016) have examined the atmosphere-
ocean interaction over the Gulf Stream and its relation with
two potential different patterns of atmospheric circulation
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nomalies: one pattern leads to SST field and another resul-
ant pattern lags the SST field and is considered as an atmo-
pheric response to midlatitude ocean forcing ( Wills et al.,
016 ). 
The spatial distribution of the SST anomalies is strongly 

elated to the study area, the influence of the seabed to-
ography and the runoff conditions. Considering the cases 
f the Bristol Channel ( Mayes and Wheeler, 2013 ) and the
eine Bay in the English Channel, negative anomalies of SST 
re generally located near to coastal zones connected to hy- 
rological systems and influenced by rivers and the annual 
egime of precipitations. The Northern Atlantic SST fields 
ave been hypothesized to be linked to the interannual and 
he decadal persistence of atmospheric circulation anoma- 
ies ( Namias, 1969 ; 1972). These anomalies have been de-
ned to be connected to the Atlantic Multidecadal Oscilla- 
ion (AMO) as a natural mode of variability (e.g., Schlesinger 
nd Ramankutty, 1994 ). 
Lopez-Parages et al. (2012) have studied the statistical 

redictability of the rainfall variability and stated that it 
an be improved by selecting the most suitable predictors 
epending on the period on which the prediction is car-
ied out. They have also suggested that the nonstationary 
ink of the rainfall with SST takes place when the dipo-
ar patterns of the rainfall are reinforced with the nega- 
ive phases of the AMO (Atlantic Multidecadal Oscillation) 
long the 20 th century. In this study, the seasonal modula-
ions of surges have displayed strong links with changes in 
ST phases. The SST patterns, due to the intrinsic modes 
f the atmospheric circulation variability, play a key role 
n regulating the global climate change and thus providing 
 source of potential predictability for the climate fluctua- 
ions on seasonal timescales. For larger scales, the SST in-
ex can be related to the Atlantic Multidecadal Oscillation. 
The correlation between the ∼1.5-yr interannual vari- 

bility of extreme surges and the SLP index has been demon-
trated for the study sites in this work. In this context,
urki et al. (2019) investigated the connection between the 
ocal dynamics of the surges and the global atmospheric cir-
ulation from SLP composites. They have suggested dipo- 
ar patterns of high-low pressures with a series of anoma-
ies at the interannual and the interdecadal scales which 
hould be related to the physical mechanisms linked to the
orth-Atlantic and ocean/atmospheric circulation oscillat- 
ng at the same timescales. As documented by Frankignoul 
t al. (2011) , the SLP fields and the baroclinic instabil-
ty of wind stress are related to the Gulf Stream path as
iven by NCEP reanalysis; the dominant signal is a north-
ard (southward) displacement of the Gulf Stream when the 
AO reaches positive (negative) extrema. Zampieri et al. 
2017) used the daily mean SLP fields to analyze the in-
uence of the Atlantic sea temperature variability on the 
ay-by-day sequence of large-scale atmospheric circulation 
atterns over the Euro-Atlantic region. They have found 
ignificant changes in the frequencies of certain weather 
egimes associated with the phase shifts of the AMO. For
ydrological applications, several works have investigated 
he multiscale relationships between the local hydrological 
hanges and the climate variability. Lavers et al. (2010) as- 
ociated the 7.2-yr timescales to SLP patterns which are not
xactly reminiscent of the NAO and define centers of action
hich are shifted to the North. 
The relationship between the ZW index and the ∼2-4-yr
nterannual variability of extreme surges has been signifi- 
antly validated for the different sites of the English Chan-
el coasts (as shown by GEV4). The ZW is generally associ-
ted with the atmospheric jets induced by the geostrophic
quilibrium with the zonal mean height gradients. The wind-
tress anomalies induce a zonal wind-stress increasing over 
he subtropical and the subpolar gyre boundaries. The fast
arotropic response to the wind stress is explained by east-
rly winds in the Tropics and westerly winds in the mid-
atitude ( Wang, 2001 ). According to some previous works
e.g., L’Heureux and Thompson 2006 ; Seager et al. 2003 ),
he inter-hemispheric symmetry of both temperature and 
onal wind bears great resemblance to regression patterns 
ssociated with the observed El Niño. Lu et al. (2008) inves-
igated El Niño minus La Niña composites for the air tem-
erature, zonal wind, and the tropopause pressure level. 
hey derived these parameters from the difference of pat-
erns between 14 warm years and 12 cold years. They have
emonstrated that the tropospheric zonal wind is intensified 
ear the equatorward flank of the jet, resulting in a equa-
orward strengthening of the jet. Andrade et al. (2012) in-
estigated the extreme temperature in Europe and its 
ccurrence in relation to the large-scale atmospheric circu- 
ation. They used the zonal wind component at 850 hPa to
dentify the positive and negative phases of the extreme pe-
iods. They suggested that both phases of extreme tempera-
ure changes are commonly connected to strong large-scale 
hanges in zonal and meridional transports of heat and mois-
ure, resulting in changes in the temperature patterns over
estern and central Europe ( Corte-Real et al., 1995 ; Trigo
t al., 2002 ). The studies from Mizuta (2012) and Zappa
t al (2013) have demonstrated the physical links between
he ZW and the extreme events from 11 Global Climate
odel runs, suggesting the complex relationship between 
he climate oscillation and the jet stream activity. They
ave found a slight increase in the frequency and strength
f the storms over the central Europe and decreases in the
he number of the storms over the Norwegian and Mediter-
anean seas. 
In the English Channel and along the UK and the North-

rn coasts, changes in trends of the extreme waters and
torm surges have been explained by the variations of the
nergy pressure and ZW variability additional to the ther-
osteric fluctuations. These studies are in closer agree- 
ents with the present research where strong physical links 
etween the ZW and the interannual component ∼2-4-yr of
he extreme surges have been demonstrated along the En-
lish Channel coasts (North France) 
In the present study, the larger scales of the ∼5-8-yr ex-

reme surges have been linked to the NAO index. In agree-
ent with other previous works (e.g. Marcos et al., 2012 ;
hilips et al., 2013 ), the NAO is considered as an influencing
limate driver for the large-scale atmospheric circulation. 
he physical mechanisms explaining the effects of the con-
inuous changes in NAO patterns on the sea-level variabil-
ty have been addressed in several studies (e.g., Trisimplis
nd Josey, 2001 ). Investigating the low frequencies of the
ea levels has shown the existence of the long-term oscilla-
ions that originate from large-scale climate variability and 
hus control the interannual extreme surges along the En-
lish Channel. The key role of the NAO on the interannual
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sea-level variability has been explained by some previous
works: Philips et al. (2013) investigated the influence of
the NAO on the mean and the maximum extreme sea levels
in the Bristol Channel/Severn Estuary. They have demon-
strated that when high NAO winters increase in the posi-
tive phase, wind speeds also escalate while increasing the
negative NAO warmers results in low wind speeds. Then,
the correlation between the low/high extreme surges and
the NAO in the Atlantic has demonstrated a proportional-
ity between NAO values and the augmentation in the win-
ter storms. Feliks et al. (2011) defined significant oscilla-
tory modes periods of ∼2.8-yr, ∼4.2-yr, and ∼5.8-yr in both
observed NAO index and NAO atmospheric marine boundary
layer simulations forced with SST; they have suggested that
the atmospheric oscillatory modes should be induced by the
Gulf Stream oceanic front. 

We can conclude that different atmospheric oscillations
could be related to the variations in the extreme surges
according to the timescale considered; for each scale, its
best physical connection with a specific climate oscillation
is proven. This result suggests that the atmospheric circula-
tion acts as a regulator controlling the multiscale variabil-
ity of extreme surges with a nonlinear connection between
the large-scale atmospheric circulation and the local scale
hydrodynamics. Such nonlinear characteristics depend on
the dynamics of the different sequences of the atmospheric
and water vapour transport patterns during the month prior
to the sea-level observations (e.g., Lavers et al., 2015 ). 

The multiscale dependence of the local-scale hydrody-
namic changes on the internal modes of the global-scale
climate oscillations is still under debate. The use of the di-
verse indices of SST, NAO, ZW, and SLP could improve the
estimation of the extreme values in the oceanography tasks
and deepen the scientific understanding of the physical dy-
namics of surges in coastal environments. 

In this work, the signal of surges has been linearly ex-
tracted from the total sea level time-series by the use of
the classical harmonic analysis and thanks to the assump-
tion that the water level is the sum of the mean sea level,
tides, and surges. This assumption is not completely valid in
the English Channel where the significant tide-surge inter-
actions ( Tomassin & Pirazzoli, 2008 ) and the effects of the
sea-level rise on tides and surges are important (e.g. Idier
et al., 2017 ). 

Neglecting this nonlinear interaction between the
surges, tides, and the sea-level rise in the present work sug-
gests some uncertainties in the estimation of the spectral
components from the instantaneous and monthly extreme
surges. These uncertainties, extracted from the multireso-
lution analysis of, could not affect the main results of the
present work since the nonstationary downscaling from the
global atmospheric circulation to the local surges should be
similar to upscaling the short scales of less than days to the
scales of months, i.e. the upscaling in which the significant
interaction between the surges and tides is more important

5. Conclusion 

The results of the study explain key role of the cli-
mate patterns in the nonstationy dynamics of the ex-
treme surges; the ‘switch on’ and ‘off’ of each cli-
mate index is strongly related to the multiscale vari-
ability. The use of the climate drivers could help
improving the intermonthly and the interannual fore-
casting. Furthemore, they can be considered for GCM
simulations that are designed to look for the physical mech-
anisms explaining the teleconnections between the atmo-
spheric circulation and the sea-level variability. 

Depending on the atmospheric circulation, described by
the climate indices and weather forecasts, the stochastic
models necessary for estimating the extreme surges can
be developed and improved according with their multiscale
variability and their physical connections with the global cli-
mate oscillations. Furthermore, similar assessments should
be undertaken to improve understanding of the storminess
uncertainty. 
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