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Summary This study presents the preliminary results of combining underwater acoustic am- 
bient noise measurements with those of in-situ sea spray fluxes (SSF). Hydroacoustic measure- 
ments (in the frequency range 80 Hz —12.5 kHz) were made using an underwater noise recording 
system developed at the Institute of Oceanology of the Polish Academy of Sciences which was 
then deployed in the southern Baltic Sea. The simultaneous measurements of coarse sea spray 
fluxes (with particle diameters ranging from 0.5 to 47 μm) were made on board the r/v Ocea- 
nia using the gradient method. Observations were conducted for the duration of the passage 
of an atmospheric front that lasted 2.5 days (60 hours of measurements). There were signif- 
icant differences in the sound pressure level (SPL) and aerosol fluxes observed between the 
first part of measurements (developing wave state) and the second part (developed waves). 
Wave parameters, such as peak period , significant wave height, wave age, and mean wave 
slope acquired from the WAM (WAve Model), were used to investigate the impact of wave field 
properties on noise and aerosol flux measurements. We observed different behaviours in the 
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power spectrum density (PSD) levels of noise for these parameters depending on the wave state 
development. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Despite concerted efforts within the scientific community,
sea spray aerosol (SSA) is still one of the less understood
and parametrised components of the earth’s climatic sys-
tems ( de Leeuw et al., 2011 ; Lewis and Schwartz, 2004 ;
Veron, 2015 ). With a fairly large number of concepts and ap-
proaches notwithstanding in the effort to ascertain the rela-
tions between SSA emissions, a high level of uncertainty still
hovers over those estimations. According to IPCC (2013) , es-
timation of the amount of SSA mass transport across the
planet’s air-sea surface ranges from 1400 to 6800 [Tg/yr],
with an uncertainty level of 80% ( Tsigaridis et al., 2013 ).
Hence, different methodologies aimed at tightening this
range are to be expected. 

On the one hand, the most important source of the ma-
rine aerosol is the bursting of air bubbles produced for the
most part by the breaking waves (e.g. Blanchard, 1963 ). On
the other hand, it is generally accepted as fact that the
wind-driven component of underwater sea noise is mainly
emitted by newly-born bubbles in the whitecapping pro-
cess from wind-waves ( Loewen and Melville, 1991 ; Medwin
and Beaky, 1989 ). An attempt at assessing the relation-
ship between the origin of sea surface noise at frequen-
cies below 1 kHz and the whitecaps index has been made
by Wilson (1980) . Based on the historical data, he showed
qualitatively similar behaviour for both quantities on wind
speed. The idea of monitoring sea-salt production from the
sea surface to the atmosphere by measuring the underwa-
ter noise was first put forward some years ago by Wilson
and Makris (2008) but with no further development since
then. 

In the literature, we were able to find several attempts
to correlate aerosol emission with wave parameters. The
most commonly used were wave phase velocity c p and the
whitecap fraction of the sea surface (inter alia Bortkovskii
and Novak, 1993 ; Kraan et al., 1996 ). Stramska and Petel-
ski (2003) first suggested a strong correlation between sea
state development and whitecap fraction which points to
higher aerosol emission as well. In another study by Petelski
et al. (2005) based on aerosol flux measurements and the
WAM (WAve Model), sea spray aerosol flux is suggested to
be proportional to the rate of energy dissipation in a wave
field raised to the power of 2/3. They also observed an
increasing correlation between wind friction velocity ( u ∗)
and aerosol flux in case of increasing wave age (defined as
c p /u ∗). There is a wide range of parameters which can influ-
ence aerosol emission. Another very promising parameter
for future research can be the turbulent kinetic energy at
the sea surface interface which was investigated by Esters
et al. (2017) in terms of its relations to the Schmidt number,
among others. 
On the other hand, it is well recognized that at frequen-
cies above 500—800 Hz, and in the absence of anthropogenic
noise, the power spectrum of underwater natural noise
shows strong wind dependence. The envelopes’ spectra
have the same universal shape, and do not depend on salin-
ity; however, bubble size spectra created by wave breaking
differ in terms of salt and fresh water. For sea states from
3 to 7 (Beaufort), noise spectra above 1 kHz sloped within
a range of —5 to —6 dB per octave ( Wenz, 1962 ). There is
evidence that the sound pressure level (SPL) is better inter-
related with the wind speed than the wind waves’ energy
parameters ( Felizardo and Melville, 1995 ; Vakkayil et al.,
1996 ). Only recently, Dragan et al. (2011) have found evi-
dence that the wind-wave component of underwater noise
could be related to the wave’s age. 

Finding the connections between the wind-driven noise
and aerosol emission is not only thought-provoking but
would also open the way to monitoring aerosol fluxes from
the sea surface on the basis of underwater noise measure-
ments. Moreover, methods for measuring underwater noise
could be performed autonomously with a durable and stable
setup located near the sea surface without being disturbed
by weather conditions on that surface. In this paper, we pro-
pose to consider the relations between two different meth-
ods typical of their respective branch of the sciences: the
SSA gradient method for atmospheric science, and underwa-
ter measurements of the bubbles’ ambient noise spectrum
level for physical oceanography. Besides, as is well known,
the usefulness of the ambient sea noise for the monitoring
of aerosol fluxes is yet to be adequately studied. 

In this paper, we present the results of measurements of
SSA emission compared with simultaneous underwater noise
recordings. The data reported here were collected on board
the r/v Oceania during a single pass of a cyclonic weather
front over the area of the Baltic Proper. 

2. Background 

2.1. Aerosol generation mechanisms from bubbles 

Three main classes of droplets emitted from the sea sur-
face are usually recognized: the so-called film, jet, and
spume drops. The first two are closely associated with bub-
ble bursting processes entrained to the water when the
wind wave is collapsing. Film drops are emitted from the
bursting of a thin bubble coat, while jet drops are injected
into the air by the bubbles’ cavitation, and spume drops
are torn from the whitecaps’ crests under strong wind con-
ditions. All mentioned processes were originally described
by Andreas (1995) , Blanchard and Syzdek (1988) , MacIntyre
(1972) , Resch et al. (1986) , among others. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Using fast and precise photos of bursting bubbles 
 Lhuissier and Villermaux, 2012 ; Spiel, 1998 ), it was found
hat the size of film drops ranges from 20 nm ( Sellegri et
l., 2006 ) to hundreds of microns ( Afeti and Resch, 1990 ).
ost of these droplets are less than 1 μm. Film droplets are
esponsible for the transport of oceanic surface matter to 
he atmosphere ( Blanchard, 1964 ). 
Jet drops are emitted during the collapse of a bubble’s 

avern. They are injected as a narrow water stream with
igh acceleration. The size spectrum of such droplets is 
ighly dependent on the parent bubble’s size. It is estimated
hat droplet sizes are 0.13—0.15 times smaller than the bub-
le size ( Wu, 2002 ). The size spectrum of such droplets cov-
rs a range of 1 μm < r p < 50 μm, with a maximum at 10 μm
 Lewis and Schwartz, 2004 ). 
The process of spume drops torn from the waves crests 

as first investigated by Koga (1981) . Emission starts when 
he wind speed is higher than 7 m/s. The size range of par-
icles emitted via this mechanism is estimated to be radii
0—500 μm, with a peak at 100 μm ( Andreas, 1998 , 1992 ;
ndreas et al., 2010 ; Fairall et al., 1994 ; Smith et al., 1993 ;
u, 1981 , 1993 ). 
Another emission process is indissociably linked with 

plash drops ( Andreas, 1998 ). This kind of droplets is less
mportant for emission and its observation relatively diffi- 
ult. Wind waves collapsing during breaking hit the sea sur-
ace and can saltate as splash drop to air ( Kiger and Duncan,
012 ). Splash and spume drops’ emission can depend on the
ind or waves but the intensity of aerosol emission can also
e fortified by rainfall ( Marks, 1990 ). 

.2. Sea spray generation function for the Baltic 

ea 

he most reliable of the direct techniques for determining 
he marine aerosol fluxes are micrometeorological meth- 
ds. Through the micrometeorology approach, fluxes of the 
ffective SSA production are deduced from direct measure- 
ents of the fluctuation or gradient of SSA concentration 

n the near-water boundary layer (constant fluxes assump- 
ion). The most important techniques in this approach are 
he eddy covariance method (EC) and gradient method 
GM). 
The GM approach was first proposed by Petelski (2003) .

he first flux parameterisation, based on aerosol gradient 
easurements in the northern Atlantic Ocean using GM, was 
rovided by Petelski and Piskozub (2006) and later modi- 
ed by Andreas (2007) . In the more recent literature, the
sability of the GM method was confirmed repeatedly by 
avelyev et al. (2014) on board the Floating Instrument Plat-
orm (FLIP) in the Pacific Ocean or on board the r/v Ocea-
ia in the southern Baltic Sea region ( Markuszewski et al.,
017a ; Petelski et al., 2014 ). 
In order to make a parameterisation of the sea spray 

mission, the so-called sea spray generation function (SSGF) 
as used. A thorough review of the proposed SSGFs has been
onducted by de Leeuw et al. (2011) . All known parame-
erisations are highly scattered on account of the different 
pproaches, parameters, and methodologies used. 
The direct relation between aerosol flux, wind speed, 

nd aerosol size with respect to the Baltic Sea area was
iven by Petelski et al. (2014) in the form of: 

 p14 ( U 10 , D p ) = (1 . 83 · 10 4 · U 

2 
10 − 1 . 35 · 10 4 ) exp (−0 . 62 · D p ) , 

(1) 

here F p 14 is SSGF as given by Petelski (2014) , U 10 is the wind
peed at a height of 10 m above the sea surface, and D p is
he particle diameter with a particle range of 0.5 μm to 8
m. 
Another model of sea spray emission was proposed by

assel (2007) . Based on dimensional analysis and deep theo-
etical considerations, he combined sea spray emission with 
ave state properties using two approaches. The first ap-
roach is the limiting steepness (LS) criterion: 

 ls ( H s , ω p , D p ) = F prod ( D p ) 

⎡ 

⎣ −0 . 1933 a 0 

( 

H s ·
ω 

2 
p 

g 

) −2 
⎤ 

⎦ . (2)

The second is threshold vertical acceleration (TVA): 

 tva ( H s , ω p , D p ) = F prod ( D p ) 

⎧ ⎨ 

⎩ 

1 − ∅ 

⎡ 

⎣ 0 . 447 

( 

H s ·
ω 

2 
p 

g 

) −1 
⎤ 

⎦ 

⎫ ⎬ 

⎭ 

, 

(3) 

here , F ls , F tva are defined as the size-dependent SSGF ,
 prod ( D p ) is a single whitecap spray emission, a 0 is the con-
tant of spectral moment equalling 0.3048 ( Massel, 2007 ,
ppendix D), Ф is the probability integral ( Abramowitz and
tegun, 1975 ), and g is the gravitational acceleration. The
eak frequency ω p may be determined from the peak pe-
iod: ω p = 2 π/T p . 
The whitecap spray emission F prod was assumed as Woolf’s

unction (Woolf et al. 1988) determined from the Monahan 
odel (Monahan et al. 1986), which can be formulated as
ollows: 

 prod ( D p ) = exp 
[
16 . 1 − 3 . 43 log 

(
D p 

2 

)
− 2 . 49 log 2 

(
D p 

2 

)

+ 1 . 2 log 3 
(

D p 

2 

)]
. (4) 

In order to obtain the total aerosol emission, all functions
ere integrated by the size distribution within the range
 p = (0.5 — 47 μm). 
The majority of SSGFs are determined on the basis of

easurements in the open ocean area. Due to the fact that
he Baltic Sea is an inland-type sea with brackish water, the
pectral properties of the wind-waves and mass fluxes may
e different from those of the open ocean. A most pertinent
omparison between sea spray flux measurements and sev- 
ral SSGFs ( Callaghan, 2013 ; Massel, 2007 ; Petelski et al.,
014 ) has been provided by Markuszewski et al. (2017a) . 
However, the key question that remains is how to deal

ith the problem of the enormous spread of source function
alues as in the literature (some orders) and a more precise
dentification of the aerosols’ sources, which could provide 
 guideline towards achieving a desirable outcome. 

.3. Noise-wind relationships 

nderwater noise that is measured near the sea surface pro-
ides universal and, in principle, an ever flow of information
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about dynamic processes such as wind speed, wave energy
dissipation, and rain rate ( Felizardo et al., 1995 ; Nystuen,
2001 ; Vagle et al., 1990 ; Zedel et al., 1999 ). These results
from previous experiments have shown that the ambient
noise generated at the sea surface was better parametrised
by the local wind speed but not so well correlated with the
height of the wind wave. 

In many of the world’s oceans as well as in the Baltic Sea
( Klusek and Lisimenka, 2016 ), it was established that un-
derwater noise in the wind-dependent frequency range, i.e.
approximately above 1 kHz, shows a near-quadratic depen-
dency with wind velocity. Consequently, underwater noise
anemometers (for wind speed and air-sea fluxes estimation)
were proposed and put into practice ( Zedel et al., 1999 ,
SWADE anemometer). The objective of this work is to es-
tablish the degree of dependency between SPL and aerosol
fluxes for the possible implementation of monitoring by way
of the more difficult-to-accomplish measurable process of
aerosol production using simply measured ambient sea noise
from the sea surface. 

Our proposal is based on well-established facts: break-
ing waves entrain air bubbles under the sea surface which
are the sources of underwater noise. When these bubbles
return to the sea surface and burst, they emit a number of
tiny droplets. Thus, both processes are contingent upon the
bubble rate production so that there should be a functional
relation between the investigated parameters. 

In the same way, as in the source functions for aerosols,
it is generally accepted that the intensity of ambient sea
noise from natural sources has a broad frequency range. In
particular, a strong dependency on wind ranges from some
hundreds of Hz (400—800 Hz) all the way to tens of kilo-
hertz, where wind speed above 3—4 m/s and less than 14—
16 m/s grows as a power function of the wind speed ( Crouch
and Burt, 1972 ): 

p 

2 ( f ± df) ∝ u 

n ( f) 
10 , (5)

where p ( f ) is the acoustic pressure around frequency f in
frequency band f ±df , while the exponent of this relation
n ( f ) depends on the frequency. 

Given the presence of anthropogenic sources (mainly
nearby ships and traffic noise) for a relatively short time se-
ries of observations, determining the wind-dependent fac-
tor n ( f ) in the Baltic Sea is not so simple a task. This is due
to difficulties in separating and eliminating signals in which
the level of noise generated by passing ships is comparable
to the noise from natural sources. 

2.4. Underwater noise generation 

The contribution of natural noise created by bubbles in the
first phase of their formation is considered a major input to
sea noise with a broad frequency range. However, different
variations in bubble shape are responsible for sound emis-
sion, with the main mechanism being the radial oscillation
of bubbles wherein the size of the bubble determines the
frequency of the emitted sound. The classical Minnaert for-
mula ( Minnaert, 1933 ) for the resonance frequency of gas

bubbles in the fluid when the surface tension forces would  
be neglected is given in the form: 

f 0 = 

1 
2 π

√ 

r b 

√ 

3 γ p h 

ρ
, (6)

where, r b is the bubble radius, ρ is the water density, p h is
the hydrostatic pressure, and γ is the heat capacity ratio. 

At lower frequencies in a range of up to several hundreds
of Hz, the noise originating from bubble clouds oscillates
as a whole, and above 1 kHz at up to tens or even hun-
dreds of kHz from the oscillation of single bubbles mainly
at their resonance frequency. Theoretical explanations and
estimates of noise from different mechanisms have been es-
tablished in a couple of studies, both theoretical and experi-
mental ( Kerman, 1984 ; Medwin and Beaky, 1989 ; Prosperetti
et al., 1993 ; Prosperetti, 1988 ). The bubbles’ size distribu-
tion is determined by two main mechanisms. Smaller bub-
bles (smaller than 1 mm) are created by jet drop impact at
the wind waves while the bubbles’ density is proportional to
the power factor —3/2 of bubble radius. Bigger bubbles are
driven by turbulent fragmentation and can be described as
the power factor —10/3 of bubble radius ( Deane and Stokes,
2002 ). Thus, the spectrum of noise emitted by mechanically
excited single bubbles reflects bubble size spectra, range of
radii in a bubble population, and the size of bubble clouds. 

3. Materials 

3.1. Measurements sites 

The most representative and least contaminated areas for
estimating marine aerosol fluxes are the central basins of
the sea. From an acoustic point of view, underwater sea
noise in the Baltic Sea is highly contaminated due to the in-
put of sounds from anthropogenic sources, mainly the high-
intensity noise of marine traffic. Underwater ambient noise
from wind-driven sources could be considered ‘normal’ or
‘typical’ for a given area where the influence of ship noise
is observed to be minimal. Furthermore, the choice of the
point of observation depends to some degree on the wind
direction, research vessel’s time, and the ability to recover
the submersible acoustic buoy after observations in a man-
ner that is safe. In particular, aerosol measurements must
fulfil the stricter requirements of quality rather than the
ones from noise. This is because it is easier to make a se-
lection of the noise data time series during reprocessing to
remove contamination by ship noise. 

The data collection is carried out at a site located in the
vicinity of the Słupsk Bank (55 °31 ′ N, 17 °18 ′ E). The analysed
data were retrieved from deployments of the IO PAN acous-
tic buoy system between 21—24 October 2015. The ship was
anchored at 1 NM east of the buoy’s position. This distance
was previously tested and found satisfactory save the un-
contaminated measurements of noise from natural sources.

4. Methods 

4.1. Meteorological conditions 

The main measurements were conducted during 22—23 Oc-
tober 2015. On October 22, the region of measurements
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Figure 1 Synoptic charts: (a) 00 UTC on the 22nd, (b) 12 UTC on the 22nd, (c) 00 UTC on the 23rd, and (d) 12 UTC on the 23rd 
October. The asterisk shows the location of the measurement area (55 °31 ′ N, 17 °18 ′ E). Charts were prepared in IMGW-PIB, CBPM in 
Kraków ( http://www.pogodynka.pl/polska/mapa _ synoptyczna ). 
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as under the influence of a weakening low-pressure sys- 
em from Belarus ( Figure 1 a). The deep low-pressure area
rom Faroe Islands (973 hPa) determined the air mass os- 
illation in the region of measurements during the days of
easurement that followed. From the west of the Baltic 
ea, warm and cold fronts were approaching ( Figure 1 a—
) towards the ship’s position. As a result, in the middle of
he measurements, an occlusion front occurred. During the 
assage of this occlusion, there was only minor rainfall (up
o 2 mm/h) observed. For the duration of the rainfall, the
esults of aerosol flux measurements were rejected. 
During the second day of observations ( Figure 1 c—d),

he low-pressure system moved eastward and into Scandi- 
avia. At the same time, the occlusion front passed over the
altic Sea. These dynamic synoptic situations determined 
he fresh polar-marine air masses in the measurement area. 
The results of aerosol gradient flux measurements were 

ivided into two parts, i.e. before and after the passage 
f the front. For safety reasons (the weather forecast pre-
icted high winds and waves), measurements were halted 
ust after the front had passed. 

.2. Wave and atmospheric data source 

ave parameters (wave peak period T p , significant wave 
eight H s ) used in this work were retrieved from the Baltic
ottom Base (BBB) database developed by the Maritime In- 
titute in Gda ńsk. The database offers a wide spectrum
f parameters calculated using the third generation WAve 
cean Model (WAM). The detailed physics of the model is
rovided in the literature ( WAMDI Group 1988 ; Hasselmann
t al., 1973 ; Komen, 1994 ). The wind data in the WAM
odel is taken from the Mesoscale Prediction Model COAMPS 
Coupled Ocean/ Atmosphere Mesoscale Prediction System), 
hich was provided by the Interdisciplinary Centre for Math-
matical and Computational Modelling in Warsaw. Its ap- 
lication, discussion and comparison with measurements of 
uch databases have been presented by Markuszewski et al.
2017a) . The temporal resolution of the available data was
 hour. The spatial resolution was 1 nm ( ∼1.85 km). 
The acoustic anemometer (OMC-118 Ultrasonic Wind Sen- 

or of the Observator Instruments) used in measurements 
as placed on the bow of the ship at 10 m above the sea
urface. An average of over 10-minute values of wind speed
as used for further analysis. The maximum value of mea-
ured wind speed was 14.9 m/s with gusts of up to 17.5 m/s.
he minimum value of the wind speed was 6 m/s. The mea-
ured air temperature and pressure during measurements 
scillated from 10.2 °C to 12.4 °C and from 1003.9 hPa to
017.4 hPa, respectively. 

.3. Aerosol measurements 

easurements of the sea spray concentration were taken us-
ng the classical aerosol spectrometer CSASP-100-HV of the 
article Measuring Systems. This device allows for measur- 
ng the aerosol size distribution in the range D p = (0.5 μm, 47
m). This type of spectrometers was widely used in many

http://www.pogodynka.pl/polska/mapa_synoptyczna
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Figure 2 The acoustic recording system with four hy- 
drophones (left panel) and its schematic underwater diagram 

(right panel). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

campaigns ( de Leeuw et al., 2000 ; Hoppel et al., 1994 ;
Jensen et al., 2001 ; Markuszewski et al., 2017b ; Petelski,
2005 ). In order to eliminate the impact of humidity on the
sizes of particles, all gathered aerosol data were reduced
to 80% of the relative humidity wet radius using the formula
provided by Petelski (2005) . 

4.3.1. Gradient aerosol fluxes 
To determine the aerosol flux, the gradient method was
used ( Petelski, 2003 ). According to the Monin-Obukhov the-
ory ( Monin and Obukhov, 1954 ), particle concentration can
be considered a scalar property of the air. On that basis, we
can thus define the scale of particle concentration as: 

N ∗ = 

F N 
u ∗

, (7)

where F N is the aerosol flux. 
In order to determine N ∗, the atmospheric surface layer

over the sea for the aerosol composition can be expressed
as a logarithmic function of specific height z : 

N(z) = N ∗ ln (z) + C, (8)

where C is an integration constant, and N ∗ is determined
based on aerosol concentration measurements on five al-
titudes (from 8 m to 20 m above sea level). In that way,
we can calculate the gradient of aerosol flux from Eq. (7) .
The detector was mounted in a special lift which allowed
for moving it between these altitudes. The measurement
at each level lasted at least 2 minutes. The overall aver-
aging time for one aerosol flux estimation was 30 minutes.
Based on the measurement channels of the aerosol spec-
trometer, there were partial fluxes calculated using the gra-
dient method as well. 

The gradient method used in obtaining aerosol fluxes
was successfully used during several campaigns in differ-
ent marine regions such as the northern Atlantic Ocean
( Petelski, 2003 , 2005 ; Petelski and Piskozub, 2006 ), Baltic
Sea ( Petelski et al., 2014 ), and the northern Pacific
( Savelyev et al., 2014 ). The advantages of this method in-
clude a simple design set and the low cost of measurements
(no need for fast particle counters in contrast to the eddy
covariance method). 

4.3.2. Error propagation of aerosol measurements 
The absolute uncertainty over the particle counter can be
obtained from Poisson’s distribution properties which de-
note the standard deviation σp = 

√ 

μ, where μ is the av-
erage number of counts after multiple repetitions of mea-
surement. Based on that fact, the relative uncertainty can
be defined as ( μ1/2 / μ) ∗100% , hence inversely proportional
to the average number of counts. As such, for counts in the
range μ ∼10 3 , 1/(m 

2 s) (what was typical for particle size
ranging from 0.5 to 2.5 μm), the relative uncertainty is �μ

∼10%. For μ ∼10 3 , 1/(m 

2 s) (in particle size ranging from 2.5
to 7 μm), �μ rises to as much as 31%. For particles, a bigger
particle uncertainty has a range of 90%. 

4.4. Acoustic methods 

4.4.1. Setup 

The acoustic setup used in the experiments is the one man-
ufactured in the IO PAN acoustic recording systems, based
on an ADC (Analog to Digital Converter) microprocessor and
characterized by a low self-noise level and low power con-
sumption. The photo of the device just before deployment
along with a schematic presentation of the underwater ori-
entation is presented in Figure 2 . 

The buoy is equipped with four omnidirectional Reson
TC 4032-5 hydrophones placed horizontally and attached at
the ends of perpendicularly distributed poles. The distances
from the hydrophones to the vertically oriented cylindri-
cal container with electronic and power supplying batteries
amounted to 2 meters. So, the opposite hydrophones were
at a distance of 4.4 m. Hydrophones were deployed at a
depth of 15 m below the mean sea surface (the depth of
deployment is measured by a pressure recorder). The de-
ployment depth chosen was sufficiently deep so as to avoid
dynamic disturbances from surface waves and yet appropri-
ately shallow to be able to listen to single breakers. The
buoy was anchored at a depth of about 40 m with sandy
sediments in the area. When taking the compass sensor or
inclinometer readings, we did not observe any jerks, rapid
system tilts or turning. 

The main task of the measuring system is to register wind
or rain components of underwater noise. To avoid overdriv-
ing of preamplifiers by strong signals from marine traffic
noise, the bandwidth of the tract was reduced to a fre-
quency range of 80 Hz to 12.5 kHz. The recordings were per-
formed with a sampling frequency of 30 kHz in each chan-
nel, in a 16-bit dynamics range. Raw data were acquired in
periods of 20-second recordings with a 30-second pause. 

4.5. Acoustics data analysis 

The signals’ recorded time series were analysed offline in
a laboratory. The post-processing and statistics were per-
formed in the MATLAB environment. Voltage was recalcu-
lated to the acoustic pressure according to the hydrophone
manufacturer’s sensitivity specifications. The narrow band
spectra were computed from 16,384-size subsamples using
the FFT (Fast Fourier Transformation) procedures, first aver-
aging over time in 20-sec intervals and then after averaging
in one-third octave frequency bands. The power spectrum
density (PSD) levels of noise in each one-third octave band
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Figure 3 History of sound pressure level (SPL) observed in the entire frequency range (80 Hz—10,000 Hz) collected in subsequent 
20-sec. recordings. The x- axis shows the time of experiment, in hours, counted from the moment of the buoy’s deployment on 21 
October 2015, at 14:00. 
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Figure 4 The example presenting the outlier removal algo- 
rithm, in which the vessel’s noise exceeds the noise from nat- 
ural sources. The dashed (upper) line depicts the best-fit ap- 
proximation to a complete set of data. Red circles represent 
the data at a distance of 3 dB from the best fit line, which were 
removed. The process of fitting was repeated. (For the inter- 
pretation of references to colours, the reader is referred to the 
web version of this article.) 
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the best correlation with the wind is observed. At the first 
dB re 1 μPa 2 /Hz) were used as the measure of the underwa-
er sound due to its simplicity and general use in acoustics. 
Besides wind sources, commercial shipping and ferry 

raffic are found to be significant, however intermittent 
hey might have been as contributors to underwater SPLs 
n the deployment area. The automatic algorithms aimed at 
he vessels’ noise detection with a substantial addition to 
atural noise are either indefinite or time-consuming. The 
pectra parameters used as measures of similarity to distin- 
uish the noise emitted by natural sources from that of ships
ere the centre of gravity of the individual spectra, slope 
f spectrum level at frequencies above 630 Hz, and most 
seful SPL in the whole frequency range. The last one pre-
ented in Figure 3 (as the SPL in dB re 1 μPa 2 ) is calculated
y integrating the pressure spectral density curve in narrow 

ands over the whole recorded frequency bands. 
The time history of the broadband SPL in the analysed 

requency range (i.e. between 80 and 12,500 Hz) recorded 
t the Słupsk Bank and extended over 60 hours is given in
igure 3 . Measurements started at 14:00 21 October 2015. 
rom the behaviour of the SPL time series, the evidence of
 minimum of 14 passing ships is conspicuous, as indicated
n Figure 3 . 

The noise data was transformed from an internal format 
ecorded by the ADC system to the WAV (wave form audio)
ormat to confirm the type of source via sound checking. 
istening by an operator, together with further numerical 
rocessing, allows for detecting and verifying the presence 
f fragments of anthropogenic pollution of noise from natu- 
al sources at the sea surface. 
The most important effects of the ship’s noise on the

orm of spectra are the appearance of narrow peaks in the
igh-resolution spectra and relatively quick-rising SPL in the 
roadband range (the SPL and rate of its variation are de-
ermined by many factors such as the course of the ship in
elation to the buoy, the nearest range at which the ship had
assed the anchored buoy, the class of ship, sound propaga-
ion conditions, etc.). Recordings in which noise was recog- 
ised as having been emitted from ships passing by had
een removed from further analysis with a simple algorithm
hose design is based on the background SPL having been
xceeded ( Figure 4 ). 
The principle of the exclusion algorithm of recordings 

hen the ship’s noise prevails over the noise from natural
ources is presented, as an example, in Figure 4 . Data are
veraged in 10 minutes PSD in a one-third octave band with
 central frequency of 1 kHz, i.e. the frequency band where
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Figure 5 Examples of underwater noise spectra with no noise from ships (left panels (a) and (c)), and with a significant contribu- 
tion from the shipborne component (two right panels (b) and (d)). The numbers in the upper right corner represent the position of 
the examples on the time axis. Time series of spectral slopes ß of PSD for records collected in consecutive one-minute intervals is 
presented on panel e), where the asterisks indicate corresponding examples from the upper panels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

step, a best-fit approximation of Eq. (5) to an entire set
of data was applied (dashed line). Using this initial guess
regarding the fitting parameters, the data at a distance ex-
ceeding 3dB above the fitted curve (labelled with red open
circles) had been classified as the ship’s noise which was af-
terward removed from the database before the process of
fitting was repeated. Moreover, outliers at 3dB below the
first step fit line were eliminated. The presented data re-
fer to wind speeds exceeding 3.5 m/s, i.e. when the first
surface waves break. 

The characteristic results of spectral analysis for records
representing natural noise and with a significant contribu-
tion from ships are shown in Figure 5 . Each panel a—d con-
tains five consecutive spectra (averaged over 1 minute). The
numbers in the upper right corner represent the position
of examples on the noise recording timeline. Depending on
the type of the noise’s prevailing component, not only the
sound level but also the slope of the spectrum is modified.
For noise from natural surface sources at frequencies ex-
ceeding several hundred Hz, it is about a —5 dB/octave.
Whereas in the presence of noise from a ship when the
ship is far enough from the observation point, we can ob-
serve two ranges with different slopes of the spectrum en-
velope, contrary to a practically constant slope when the
ship is close. In addition, in a fairly continuous and smooth
noise spectrum, peaks from the ship’s machinery and pro-
peller appear. Spectral slopes ß for each 1-minute record
are given in Figure 5 e, where asterisks represent examples
from Figure 5 a—d. 

After removing data contaminations from the shipping
noise, the final parameters of ambient noise versus wind
relationships are calculated, while associations concerning
underwater SPLs, wind speed, aerosol fluxes and wave pa-
rameters are analysed using the ancillary datasets. 

The data were used to determine the coefficients n ( f ) of
the noise’s wind dependence in different frequency bands
for situations where u 10 > 5 m/s when the first whitecap ap-
pears. The results of computing the values of exponent n ( f )
in each of the 1/3-rd octave frequency bands are presented
in Figure 6 , wherein the x -axis is the frequency. 

We notice the proximate quadratic functional depen-
dence of the noise intensity on wind speed for frequencies
above 630 Hz during the period of observation. The largest
values of the set of n ( f ) coefficients and the strongest cor-



P. Markuszewski et al./Oceanologia 62 (2020) 413—427 421 

Figure 6 Values of the wind speed dependency factor n ( f ), ( Eq. (5) ) in each analysed 1/3-rd octave band. 

Figure 7 Concurrent time series of the Power Spectral Density of underwater noise at 6.3 kHz (PSD@6.3 kHz) and wind speed 
(upper panel); with PSD as the measured total aerosol gradient flux F m 

and calculated fluxes based on Eq. 1 and integrated for 
particles’ diameters ranging from 0.5 μm to 47 μm (lower panel). The x -axis shows the time of noise measurements from the start. 
The vertical line on the upper panel demarcates developing wind wave conditions from developed ones. 
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elation of noise intensity with the wind are observed in 
he bands between 1000 and 4000 Hz. In a lower frequency
ange, the noise is less dependent on the local wind speed
ue in part to the profound influence/input of distant noise 
ources on the recorded data. 
The derived associations between the noise spectral den- 

ity level from wind-dependent sources and wind speed 
eem akin to the noise-wind relations presented earlier 
 Klusek, 2011 ; Klusek and Lisimenka, 2016 ) in the same fre-
uency range, with the wind speed of up to 14 m/s and
or acoustic frequencies at up to 12.5 kHz. With increasing 
requency, the n ( f ) values become fixed and diminish only
lightly when approaching 10 kHz. 
The steadily observed trend of diminishing n value with 

ncreasing frequency is insignificant, and might be explained 
y the rising frequency losses in sound intensity coming from
ore distant sources. Thus, the use of noise in a broad
requency band as the indicator of bubble production and 

erosol emission seems reasonable. 
. Results and discussion 

.1. Interconnection of noise—aerosol fluxes 

 concurrent time series of the underwater SPL’s power
pectral density level in the 1/3-rd octave at a central fre-
uency of 6.3 kHz, together with the wind speed, is shown
n the upper panel of Figure 7 , while the PSDs combined
ith the measured aerosol fluxes and SSGF approximation 

 Eq. (1) ) are presented in the lower panel of Figure 7 . 
The noise data are given over 5-minute periods as aver-

ge after removing recordings when the ship’s noise makes 
 significant contribution to the recorded noise. The noise 
ata are used for a relatively high-frequency band such as
.3 kHz for the reason that at higher frequencies, the back-
round ship component of underwater ambient noise makes 
maller contributions to the summary acoustic field. The 
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Figure 8 The averaged size distribution of particle fluxes in 
two emission regimes. I regime: before passing of the front, 
developing wave phase, wind rising up; II regime: conditions 
after the front, wave phase developed, decreasing wind con- 
dition. (For the interpretation of references to colour in this 
figure legend, the reader is referred to the web version of this 
article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

correlation between measured wind speed and PSD at 6.3
kHz was high (R = 0.97). 

Aerosol data measurements have been conducted in the
two regimes related to wave state development. The first
subset was collected during the growing wind phase, while
the second was performed after the occlusion front had
passed. There are quite different conditions for the gen-
eration of bubbles, with the consequence for both noise
and sea spray aerosols. During the first period of mea-
surements, the wave age was below 1, while the mean
wave slope was higher than a value of 0.03. In the second
regime of measurements, the wave age started to increase,
while the mean wave slope decreased below the 0.03 value
( Figure 9 b). The transition between regimes started chang-
ing after the 41 st hour of measurements. 

The atmospheric conditions allowed for calculating only
the mean values of partial fluxes in 36 size bins (subsec-
tion 4.1.1) for both regimes of wave field development. In
Figure 8 , we can see the difference in the SSF size distri-
bution. For the smaller particle diameters ( D p < 2.25 μm),
in the first observation regime, the aerosol flux was higher
than that for the second regime. For bigger particles, the
observed emission was similar. 

Additionally, when wind speeds exceed 9 m/s, spume
drops are produced by being torn from the wave crests
( Monahan et al., 1983 ), part of which ascends into the air
while the other part lands on the sea surface. It would be
expected that spume drops striking the water surface would
emit noise during the hydraulic jump or cause additional
bubble generation. Nevertheless, we do not observe any
growth in the SPL when wind exceeds this threshold. It in-
dicates that the main source of noise is bubbles generated
during wave breaking. It is obvious that variations in time
series (presented as logarithmic quantities) almost overlap

each other. 
5.2. Noise — interconnections of wave parameters 

There are two important parameters that inform the stage
of wave field development. One is wave age which is a di-
mensionless parameter defined as the ratio between wave
phase velocity and wind speed: c p /U ( Massel, 2018 ). The
wave phase is determined on account of the wave peak pe-
riod according to the formula: c p = gT p / (2 π). The other pa-
rameter that informs the development of a wave state is the
mean wave slope defined as: sl = 2 πH s / ( gT p 

2 ) . We assumed
that values sl > 0.03 represent an undeveloped wave state,
while lower values correspond to developed waves (after
Bourassa et al., 2001 ). 

Wave parameters, such as the peak period T p and signifi-
cant wave height H s during measurements, are presented in
Figure 9 (upper panel). In the analysed time series, the peak
period and significant wave height increased along with the
wind speed. The transition between regimes occurred when
the mean slope started to decrease near the boundary value
of 0.03, as shown in Figure 9 (lower panel). 

Because the temporal resolution of the modelled pa-
rameters was 1 hour, the PSD values were averaged to the
same resolution, with the results of the comparison shown
in Figure 10 . We can observe certain differences between
both selected wind regimes. In the period with increasing
wind conditions, significantly higher values of PSD were ob-
served than for the period with decreasing wind conditions
( Figure 10 , upper panel). 

5.3. Noise — comparison of sea spray models 

In Figure 11 , the total measured aerosol fluxes were com-
pared with the theoretical values obtained using three dif-
ferent generation functions. The first was the typical exper-
imental function and wind speed-dependent F p 14 (obtained
from Eq. (1) ), while the other two were wave properties
that depended only on two different wave regimes ( F ls —
Eq. (2) and F tva — Eq. (3) ). 

As can be seen in Figure 11 a, in the first stage of mea-
surements the regime of limiting steepness best describes
the total aerosol flux. In the second stage, the function
determined on the basis of wave regime and defined as
the threshold vertical acceleration best predicts the aerosol
emission. The last two outlier points (54 and 55 hours of
measurement) can be explained as the result of unsteady
dynamical wind-wave conditions. It could have been caused
by local wind gusts which can be observed in several up-
rising episodes of PSD and wind speed between 50 and 60
hours of measurements ( Figure 7 ). Such dynamical gusts
provided additional input to the turbulence energy and thus
increased the aerosol emission in this period. 

The wind speed-dependent function F p 14 was determined
based on several field campaigns in different atmospheric
and wave conditions ( Petelski et al., 2014 ), so it can be
treated as the average value of the measured fluxes. As can
be seen in Figure 11 , in the first stage of measurements, the
fluxes were higher than those predicted by this function. In
the case of the developed wave state, the measured fluxes
were lower than the theoretical values. Similar results were
also observed by Norris et al. (2012) when applying the eddy

covariance method. 
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Figure 9 The upper panel shows a time series of wave parameters obtained from the Baltic Bottom Base (BBB) calculated using 
the WAM3 model. In the lower panel, the calculated dimensionless numbers describing the properties of wave development are 
shown. 

Figure 10 Comparison of 1-hour averaged Power Spectral Density at 6.3 kHz (PSD@6.3kHz) with wave parameters. The results 
are divided into two groups according to the wind regimes ( Figure 8 a, upper panel). Circles represent increasing wind regime (I 
regime); diamonds represent decreasing wind regime (II regime). Dotted lines represent the best linear fit to I regime data; solid 
lines represent the best linear fit to II regime data. (For the interpretation of references to colour in this figure legend, the reader 
is referred to the web version of this article.) 
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Correlations between PSD and theoretical values of the 
otal aerosol emissions have been calculated ( Table 1 ).
hese correlations were calculated for the complete mea- 
urement time series and the two wind regimes defined 
arlier. For the function F p 14 ( U 10 ), the correlations, as
xpected, were high (0.92—0.95). For the wave state- 
ependent functions in the first regime of developing the 
ind wave conditions, the correlations were rather low 

 ∼0.42). In the second regime of the developed wind con-
itions, the correlations increased significantly (0.89 and 
.83). 
The lower correlations between PSD and SSF in the devel-

ping wind conditions may be explained by the fact that the
inetic energy flux mostly came from the wind turbulence
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Figure 11 Comparison between the total measured production flux F m 

and estimated SSF using sea spray generation functions: 
F p14 ( U 10 ) , F ls ( H s , ω p ), F tva ( H s , ω p ) ( Eq. (1 —3 )). We can observe that in the first regime, the limiting steepness approach (ls, Eq. (2) ) 
explains SSF better, while in the second regime the threshold vertical acceleration approach fits in better with the measured SSF. 

Table 1 Correlation coefficients between measured 
Power Spectral Density (PSD) and theoretical total aerosol 
flux, estimated based on the three theoretical functions of 
Petelski et al. (2014) : F p 14 ( U 10 ) , Massel (2007) — F ls ( H s , ω p ) , 
and F tva ( H s , ω p ) . The total fluxes were obtained by inte- 
grating the aerosol size distribution within a range of par- 
ticles D p = (0.5, 47 μm). 

PSD@6.3 kHz 

full time series I regime II regime 

F p 14 ( U 10 ) 0.92 0.95 0.94 
F ls ( H s , ω p ) 0.71 0.39 0.89 
F tva ( H s , ω p ) 0.69 0.42 0.83 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

to the wave field. So the primary factor which influenced
the increase in SSF was wind speed. On the contrary, in the
second period when waves were fully developed, the wind
speed started decreasing, such that the SSF were more in-
fluenced by the inertia of the wave field and interference
between waves. According to this, the two wave criteria of
wave field description given by Massel (2007) predict quite
well the two different physical phenomena of whitecaping,
namely their impact on the SSF and noise of the bubbles. 

During the developing wave state with increasing wind
speed, there is generally an expected higher volume of air
entrained to the water ( Norris et al., 2013 ). The intensity
of underwater noise caused by bubble bursting was higher
as well ( Figure 10 ). This phenomenon has to do with dif-
ferent energy dissipation mechanisms during both phases.
That is why the increased population of bubbles influenced
the total SSF by one order of magnitude higher in the first
stage than in the second regime where the ambient noise
was lower as well. This effect also influenced the SSF size
distribution. As can be seen in Figure 8 , the main differ-
ence in SSF was observed only for the submicron particles
( D p < 2.5). 

6. Conclusions 

In this paper, we proposed and tested a method for pre-
dicting aerosol fluxes based on the underwater sound gen-
erated by local wind-dependent surface sources. The main
objective of this study is to investigate the extent to which
noise parameters can help estimate the aerosol sea spray
source function, and our goal is to demonstrate the use-
fulness of using underwater sound recordings in monitoring
local sources of aerosol generation. 

Our attempt to ascertain these relations was motivated
by the enormous progress in techniques, which allows un-
derwater sea noise measurements to be performed for a
long duration in a way that is affordable. Acoustic sensors
deployed under the turbulent sea surface are durable and
reliable. In contrast to the existing methods of aerosol flux
measurements, the proposed method only needs a single re-
ceiver, in addition to relatively simple processing of only
one-dimensional data. It would also seem promising to com-
bine different methodologies from the various branches of
marine sciences in the search for highly valuable results. 

We presented an analysis of the relations between under-
water noise and aerosol fluxes on the one hand, and differ-
ent parameters of the wind wave field on the other. These
new phenomena, explained by the limiting steepness and
threshold vertical acceleration criteria, describe the SSF
and bubbles noise behaviour fairly well. Compared with SSF
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easurements, the generation function, based on the limit- 
ng steepness criterion, predicted the SSF in the case of the
eveloping wave field much better. Based on the threshold 
ertical acceleration, the function was the best where it 
oncerned agreement with the SSF for the developed wave 
eld. 
On that basis, the results of this study clearly indicate

he possibility of being able to predict aerosol fluxes on ac-
ount of underwater noise measurements. In other words, 
here is still the need for a more detailed inspection of wave
eld properties combined with bubble concentration mon- 
toring. This study is further persuaded that for the latter
o be accomplished, the focus ought to be on echo sounders
nchored in areas with low-ship traffic. 
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Summary In this study, we present an analysis of the hydrodynamic processes under ice cover 
in the largest lagoon in Europe — the Curonian Lagoon. By applying a finite element numerical 
modelling system (SHYFEM) and remote sensing ice cover data, the residual circulation, wa- 
ter fluxes through specific areas of the lagoon, saltwater intrusions, and water residence time 
(WRT) were investigated. The results, taken over an 11 year period, show that ice cover affects 
the circulation patterns in the lagoon by forming and shifting different gyre systems. Different 
circulation patterns are observed throughout all the meteorological seasons of the year. Since 
ice decreases circulation, water fluxes also decrease, especially in a cross-section in the mid- 
dle of the lagoon, where the ice-cover suppressed wind-stress has a higher impact on the water 
movement rather than it has in the north. The presence of ice cover also decreases the salinity 
of the water in the northern part of the lagoon. In general, the salinity in the water column 
averaged over different periods is vertically uniform, however, a slight increase of salt concen- 
tration can be observed at the bottom layers in the Klaip ėda Strait, where the difference of 
> 1 PSU between bottom and top layers shows up on average 130 hours per year. The ice cover 
also decreases the saltwater intrusions into the lagoon by nearly 14 days per year. The increase 
of WRT is most prominent after long ice cover periods, away from the river inlets, especially 
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in the southern part of the lagoon, where without the help of the wind action, water takes a 
longer time to renew than in the northern part. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

hanging ice cover conditions have a strong impact on the
ydrodynamics, exchange processes, and overall ecosystem 

f the water body, including the fisheries and tourism sec- 
or. Ice cover formation is controlled by variations in heat
xchange and mixing, as well as the heat storage capacity 
f the water body ( Bengtsson, 2012 ). The initial ice forma-
ion can be rather complex with many freezing and break-up
vents depending on the strength of the heat loss and wind
tress at the water surface. 
Ice cover affects a water body in several ways. It sup-

resses the direct wind stress to the water surface and sig-
ificantly alters the circulation and mixing ( Wang et al.,
010 ). The movement of the water is highly regulated by
hermal processes and by the vertical motion of the ice 
over ( Bengtsson, 2012 ). Convective mixing is induced when 
here is enough light penetrating through the ice and by 
eat exchange with the sediments. The latter is a very 
low process capable to last throughout the whole winter 
 Bengtsson, 1996 ). Inflowing water from the rivers induce 
irculation near the inlets, thus it may only have a local ef-
ect on the overall circulation ( Cushman-Roisin, 2019 ). 
Freshwater bodies connected to the sea by a strait, 

uch as the Curonian Lagoon, are prone to saltwater in-
rusions ( Müller et al., 2018 ; Zemlys et al., 2013 , and
eferences therein). Although it is a natural process, it 
an likewise be induced by human activity, e.g., dredg- 
ng in the strait area ( Yuan and Zhu, 2015 ). This process
ot only alters the ecosystem of the freshwater environ- 
ent ( Cañedo-Argüelles et al., 2019 ), but also affects the
reezing and melting of the ice ( Idzelyt ė et al., 2019 ). It
an be an increasingly more serious issue due to the cli-
ate change with increasing air and water temperatures 

 Jakimavi čius et al., 2018 ; Wolanski et al., 2019 ), rising
ea level ( Carrasco et al., 2016 ), and the escalating num-
er of extreme weather events ( Jankovi ć and Schultz, 2017 ;
mmenhofer and Meehl, 2017 ). 
Lagoons are influenced not only by salty marine water 

ut also by freshwater input from the rivers. The average 
ime a water parcel stays in a domain before leaving it is
alled water residence time ( Ambrosetti et al., 2003 ). Ice
ighly affects the ability of the water to be renewed by
resh water from the river inlets, thus its residence time
ends to increase, affecting the water chemical composition 
 Vincent, 2009 ), and thus affecting the time and intensity
f algal blooms in early spring ( Nguyen et al., 2017 ; Twiss et
l., 2014 ). 
Ice cover not only alters the physical properties of the

ater body, but it also has ecological repercussions. The 
agnitude of solar radiation entering the water body is 
ighly diminished by ice and snow cover on top of it. This
ay, lowered temperature affects all the chemical and bi-
logical processes ( Hampton et al., 2017 ; Wotton, 1995 ).
n general, light provides radiation for primary production 
nd in particularly productive water bodies, the limited 
ight penetration causes dissolved oxygen depletion due to 
ncreased respiration of aquatic organisms and microbial 
ecomposition ( Vincent, 2009 ). The addition of the oxy-
enated water and transfer of oxygen from the atmosphere
eplenish its levels in the water column. Water motion is
rimarily responsible for reaeration. When the ice cover 
locks the wind stress, there is no motion on the surface,
hus oxygenated water can only come from the water inflow
reas. 
As the climate is changing, leading to increased temper-

tures, the ice cover season duration is shortening in the
uronian Lagoon ( Dailidiene, 2007 ; Idzelyt ė et al., 2019 ).
his may lead to the increased coastal erosion, because ice
n the coast is a natural breakwater, protecting the shore
rom winter storms, and preventing the deflation of the
and ( Jarmalavi čius, 2007 ). On the other hand, when the
ce breaks up and starts drifting, ice heap has a great im-
act on abrasion of the shoreline, which depends on the
ass of the ice, direction and speed of the wind, and wa-
er currents. The ice drift affects water level fluctuations
n the lagoon by damming the rivers, thus significantly in-
reasing flooded land areas and partially or sometimes even
ompletely changing the riverbed. In the north of the Curo-
ian Lagoon floe clutters cause an increase of the overall
ater level, reducing the outflow to the sea. Moreover, the
agoon would have much higher suspended sediment con- 
entrations in the water column if the ice cover would not
e present during the winter season ( M ėžin ė et al., 2019 ). 
The circulation patterns, saline water intrusions, and 

ater residence time (WRT) in the Curonian Lagoon have
een of high study interest. Ferrarin et al. (2008) showed
hat the main forcing affecting the circulation patterns 
n the northern part of the lagoon is the Nemunas River
ischarge and in the southern part, it is largely driven by
ind forcing. The study by Zemlys et al. (2013) revealed
hat saline water intrusions from the Baltic Sea through
he Klaip ėda Strait into the lagoon are gradually decreasing
nd become negligible at a 20 km distance to the south
f Kiaul ės Nugara Island. Additionally, the results showed 
hat the model performance during the winter season was 
orse, presumably because ice cover was not included in
hat model set up. This was improved by Umgiesser et al.
2016) , producing better results by using the interpolated
ata of ice observations from four ground stations. Their
tudy of water renewal time demonstrated that, overall, 
t is changing only slightly, although a notable increase in
RT is observed during long winters. The above-mentioned 
tudy used in situ ice observations from a limited number of

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Location of the Curonian Lagoon with respect to 
the Baltic Sea. The irregular triangular network represents the 
computational grid, colors throughout the domain indicate the 
bathymetry of the lagoon, yellow triangles denote ice cover ob- 
servation stations, the green circle shows a point in Klaip ėda 
Strait for the salinity analysis, and red lines indicate cross- 
sections for the computation of the fluxes in the Klaip ėda 
Strait (S1), North of Nemunas (S2), Nemunas Delta (S3), and 
at Lithuanian-Russian border (S4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

stations in the northern part of the lagoon, which were
shown by Idzelyt ė et al. (2019) to not truly represent
the real ice cover dynamics in the Curonian Lagoon.
Furthermore, only 4 years of ice cover data were available.

With a complete set of ice data for 11 winters, it is now
possible to carry out a much more complete study of the ice
impact on the hydrodynamic process occurring in the Curo-
nian Lagoon. Therefore, the aim of this paper is to analyze
the ice cover effect on the circulation, water exchange ca-
pabilities, saltwater intrusions, and water residence time
for the period of 2004—2015 using remote sensing ice cover
data in the numerical model SHYFEM, simulating the hydro-
dynamics of the Curonian Lagoon. 

2. Material and methods 

2.1. Study site 

The Curonian Lagoon is located in the southeastern corner
of the Baltic Sea (between 54.9 °N and 55.9 °N) separated
from it by a sandy spit, called Curonian Spit and connected
to it by the narrow Klaip ėda Strait ( Figure 1 ). By occupying
an area of around 1584 km 

2 (volume 6.3 km 

2 ) ( Žaromskis,
1996 ), it is the largest coastal lagoon in Europe with the
northern part belonging to Lithuania, and the larger south-
ern part — to Russia. The Curonian Lagoon is a shallow water
body having a mean depth of roughly 3.8 m, the maximum
natural depth of 5.8 m in the southern part of the lagoon
( Gasi ūnait ė et al., 2008 ) and dredged areas in the Klaip ėda
Strait up to 15.5 m deep. The southern part is character-
ized by being freshwater, which is due to the river discharge
into the lagoon of approximately 21.8 km 

3 yr −1 , mainly
supplied by the Nemunas River ( Dailidiene and Davuliene,
2008 ; Jakimavi čius, 2012 ). River water is the main water re-
newal source, especially in the northern part of the lagoon
( Umgiesser et al., 2016 ); however, this area is characterized
by a higher salinity due to the Baltic Sea water intrusions,
which are determined by the water level difference of the
Baltic Sea and the Curonian Lagoon. Saline water inflows
along the western shoreline where the influence of Nemu-
nas discharge is weaker ( Zemlys et al., 2013 ). The variability
of circulation patterns depends mainly on seasonal changes
in hydrographic forcing and on the dominant wind regimes
( Umgiesser et al., 2016 ). The latter are responsible also for
the internal mixing and redistribution of the water masses. 

Every year the Curonian Lagoon is covered by ice, how-
ever, the duration of the ice cover season is displaying a
tendency to decrease with the lagoon becoming ice-free
sooner. The variability of the ice cover extent throughout
the season highly depends on the air temperature. If it is
very low for a longer period, then a thick ice cover is able
to form, which is capable to withstand positive air temper-
ature events. However, if the negative air temperature is
not very low or unstable throughout the ice season, a lot
of break-up and refreezing can occur. Historical ice obser-
vation data ( Baušys, 1978 ) show that a 10—70 cm ice thick-
ness used to form in the lagoon, but it is steadily decreasing
and is projected to be 13—15 cm or thinner by the end of
the century due to the climate change ( Jakimavi čius et al.,
2019 ). There is a significant trend in the final melt onset
dates, denoting that ice is starting to melt sooner. Firstly,
ice starts breaking in the northern part of the lagoon due
to the turbid nature of this area — inflowing saline Baltic
Sea water and outflow from the Nemunas River. The south-
ern more limnic part of the lagoon is covered by ice longer
than in other areas and melting there is affected more by
higher temperatures and wind. Typically, ice cover starts to
retreat from the western shoreline to the eastern part of
the lagoon due to the prevailing westerly winds during win-
tertime ( Idzelyt ė et al., 2019 ). 

2.2. Data 

For the ice cover data, we used Synthetic Aperture Radar
(SAR) images received from three remote sensing missions:
Envisat ASAR, RADARSAT-2, and Sentinel-1A and 1B, as well
as data from spectroradiometer MODIS. Overall, 11 winter
periods from 2004 to 2015 were analyzed and a total of 511
images were processed, with a frequency of 2—5 images
per week. The ice polygons were manually digitized from
satellite images using ArcGIS software (more about data
processing techniques and results see Idzelyt ė et al., 2019 ),
converted to points in the numerical model grid, and inter-
polated to fill in the gaps between the dates of received
satellite images. The satellite data were validated with
ground observations taken once per day in three coastal sta-
tions in Juodkrant ė, Nida, and Vent ė. Ice observation data
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as provided by the Marine Research Department of the 
nvironment Protection Agency of Lithuania. Both datasets 
satellite images and ground observations) agree quite well, 
iving a correlation coefficient of 0.92. Some inconsisten- 
ies arise in defining the freeze onset in the lagoon, due
o the temporal resolution of satellite images being not 
igh enough to capture the fast ice formation. Nonetheless, 
uring the melting period when ice is drifting and break-up
ccurs far away from the coastal stations, it is firstly de-
ected in satellite images, likewise, the last observation of 
ce in the lagoon. Therefore, in most cases, satellite data
re superior with respect to in situ observations for defining 
he key stages of ice cover formation and decay. 
There are five open boundaries defined in the study do-

ain — one for the Baltic Sea, and other four for the dis-
harging rivers: Nemunas, Minija, Matrosovka, and Deima. 
alinity, temperature and water level data at the open sea 
oundary for the period of 2004—2006 were obtained from 

he forecasts of operational hydrodynamic model MIKE21 
rovided by the Danish Hydraulic Institute, for the period 
f 2007—2009 and 2014—2016 from forecasts of the opera- 
ional hydrodynamic model HIROMB (High Resolution Opera- 
ional Model for the Baltic Sea) provided by the Swedish Me-
eorological and Hydrological Institute, and for the period 
f 2010—2013 from the forecasts of MOM (Modular Ocean 
odel) provided by Leibniz Institute for Baltic Sea Research 
n Warnemünde, Germany. Lithuanian Hydrometeorological 
ervice (LHS) under the Ministry of Environment provided 
he daily river discharge data. 
Meteorological forcings for the period of 2009—2010 

ere obtained from the forecasts of operational numerical 
eather prediction model HIRLAM (High Resolution Limited 
rea Model) provided by LHS, and for the rest of the years
ata obtained from ECMWF (European Centre for Medium- 
ange Weather Forecasts) were used. 

.3. Hydrodynamic model 

he open source hydrodynamic finite element model for 
hallow water bodies SHYFEM was used to simulate ice cover 
ffect on circulation, saltwater intrusions from the Baltic 
ea, water residence time in the lagoon, and mass fluxes 
hrough sections shown in Figure 1 . The model was de-
eloped at ISMAR-CNR (Institute of Marine Sciences — Na- 
ional Research Council, http://www.ismar.cnr.it/shyfem ) 
nd has been already successfully applied for studying hy- 
rodynamic processes of numerous lagoons in Europe ( De 
ascalis et al., 2011 ; Ferrarin et al., 2010a , 2010b , 2013 ;
olinaroli et al., 2014 ), as well as the Curonian lagoon
or which the calibration and validation of the model was 
one ( Ertürk et al., 2015 ; Ferrarin et al., 2008 ; Zemlys et
l., 2008 , 2013 ). The results obtained by Umgiesser et al.
2016) showed that the model with a simple ice module gave
uch better results compared to the reference (ice-free) 
imulation. 
SHYFEM consists of several modules: hydrodynamic, 

ransport and diffusion, sediment transport, wave, and 
n ecological module. It is based on an unstructured grid,
hich makes it suitable for application to lagoons, coastal 
eas, estuaries, and lakes with complicated geometry and 
athymetry. This model is able to provide 2D as well as
D simulations; for this study we used a 3D set-up. The
quations are integrated in time using a semi-implicit dis-
retization scheme and spatial discretization is achieved us- 
ng a partially modified finite element method. For salinity
nd temperature computations, a transport diffusion model 
s used that takes into account the heat fluxes from the at-
osphere and input from rivers. The water residence time
omputation is done by transforming the near exponential 
ecay of a conservative tracer with a logarithm application
o a straight line that then can be used for estimating the
RT through linear regression (Cucco and Umgiesser, 2006). 
The ice cover data in the model is represented by a num-

er with values between 0 and 1, where marginal value 0
enotes the absence of ice and value 1 denotes water sur-
ace completely covered by ice. The presence of ice was
ccounted for in the model by weighting the wind drag co-
fficient by the fractional ice value. This is done to scale
he momentum input through the surface by the area free
f ice. For the areas having ice concentration equivalent
o 1, the momentum transfer to the sea is completely
uppressed. This study does not consider ice-ocean stress 
 Umgiesser et al., 2016 ). More explanation about the model
nd its equations can be found in Bellafiore and Umgiesser
2010) , Ferrarin et al. (2017) , Maicu et al. (2018) , and
mgiesser et al. (2004) . 

.4. Modelling set up and scenarios 

he computational grid of the study area consists of 1309
odes and 2027 triangular elements ( Figure 1 ). The resolu-
ion is much finer in the Klaipeda Strait. For the vertical
iscretization, 10 sigma layers have been used. A part of
he Baltic Sea in front of the lagoon is also included into the
umerical grid, preventing the disturbances for computa- 
ions of the exchanges through the Klaipeda Strait area. The
altic Sea and Klaip ėda Strait were considered ice-free for
ll simulations since naturally there is no landlocked ice due
o intensive shipping, higher depths, and inflowing warmer 
ater from the Baltic Sea. 
Three types of simulations have been carried out: 1) ice

over artificially switched off in the model (hereafter no- 
ce); 2) with ice cover data obtained from the satellite ob-
ervations (hereafter real ice); 3) an additional set of sim-
lation run where the lagoon is completely covered by ice
uring the ice cover season, including the Klaip ėda Strait
rea (hereafter idealized ice). The comparison of the ice
nd idealized ice season simulations allows a better under-
tanding of the role of ice cover in the hydrodynamic pro-
esses in the Curonian Lagoon. 
The simulation period was from 2004-01-01 to 2015-12- 

1. Only 11 years were analyzed as the simulation of the
ear 2004 was used for the model spin-up. For the analy-
is of ice cover impact on the velocity and direction of the
ater currents, water fluxes, salinity, and water residence 
ime, the simulation results were averaged over the mete-
rological seasons of the year: winter (December, January, 
ebruary), spring (March, April, May), summer (June, July, 
ugust), and autumn (September, October, November), as 
ell as over the ice cover seasons, each of them having dif-
erent durations (different beginning and ending dates of 
he ice season). 
The average differences of simulation results obtained 

ith ice switched on and switched off in the model (real

http://www.ismar.cnr.it/shyfem
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Figure 2 Water circulation (vectors are colored by the current speed in m/s) averaged over the whole simulation period of 
simulations with ice data in: (a) spring, (b) summer, (c) autumn, and winter seasons (d), without ice in winter (e), and the current 
speed difference of these winter computations (ice minus no-ice, f). White circles with arrows show gyre systems and their direction, 
colors in the map show positive (blue), negative (green), and irrotational (gray) vorticity, and numbers indicate the maximum ( v max ) 
and average ( v avg ) velocity of the residual currents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ice minus no-ice and idealized ice minus no-ice) were cal-
culated to analyze the impact of the ice cover to the above-
mentioned hydrodynamic properties of the lagoon. This was
done for the averaged ice cover seasons. The salinity time
series difference between the bottom and top layers of the
water column in Klaip ėda Strait (green circle in Figure 1 )
were analyzed to identify the number of hours per year of
salt concentration exceeding the threshold of 1 and 3 PSU.
The vertically averaged salinity time series in Juodkrant ė
were analyzed to count the number of days when the salt
concentration exceeds the 2 PSU threshold. 

Simulation results of 2004—2015 period were also used
for computing the water residence time (WRT) switching
its calculation on in the model for the different periods:
1) for the ice-free part of the year and the ice cover season
( W RT real 

ice for the real ice cover and W RT ideal 
ice for the ideal-

ized ice cover season); 2) for every meteorological season
of the year defined above ( WRT season ). All calculations were
done twice — considering ice cover data and without it. The
water residence time for the winter season ( WRT winter ) was
compared with W RT real 

ice and the results from Umgiesser et
al. (2016) . Since the northern and southern part of the Curo-
nian Lagoon has different hydrodynamic properties, WRT
was computed separately for both of these areas, as well
as for the total lagoon area. 

3. Results 

3.1. Circulation 

The behavior of water motion can be inferred through the
analysis of the residual currents, which are currents aver-
aged over a longer period, in our study, averaged over every
meteorological season of the year ( Figure 2 ). Residual cur-
rents indicate the mean flow of the water, even if much
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Figure 3 Water circulation (vectors are colored by the current speed in m/s) averaged over ice cover season in simulation with 
(a) real ice cover, (b) idealized ice cover, and (c) no-ice season set-up, as well as the current speed difference in m/s between 
simulations: (d) real ice cover minus no-ice, (e) idealized ice cover minus no-ice, and (f) real minus idealized ice cover. White 
circles with arrows in a, b, and c show gyre systems and their direction, colors in these maps show positive (blue), negative (green) 
and irrotational (gray) vorticity, and numbers indicate the minimum ( v min ), maximum ( v max ), and average ( v avg ) velocity of the 
residual currents. 
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igher and lower instantaneous values can be detected. In 
he Curonian Lagoon, we can observe a strong flow from
he Nemunas River northward to the Klaip ėda Strait, having 
he highest speed throughout the year. During spring season 
 Figure 2 a) in the southern part of the lagoon a two gyre
irculation system is observed, one — anticlockwise in the 
outhwestern corner of the lagoon, and the second — clock- 
ise along the eastern shoreline. In summer, the latter one 
hifts towards the middle part of the lagoon and a third an-
iclockwise gyre system forms in the Nemunas Delta area 
 Figure 2 b). In summer the current speed is much slower
han in spring, with a slightly more pronounced flow along 
he western shoreline. In autumn ( Figure 2 c), the current
peed slightly increases and the gyre in the southwestern 
art of the lagoon is not as apparent as during the previous
easons. In addition to this, another anticlockwise gyre sys- 
em is observed to form in the middle of the lagoon, near
he eastern shore. During the winter season under the ice 
over ( Figure 2 d) the same gyre systems remain in the cen-
ral part of the lagoon and in Nemunas Delta, however, the
nticlockwise gyre in the southwestern part of the lagoon
ecomes more apparent and another clockwise system can 
e observed to form next to it. The water flow along the
estern part of the lagoon slightly decreases during winter
nd it becomes more chaotic near the eastern shoreline,
here ice cover stays the longest. 
The difference of the simulation results of winter cir-

ulation with and without the ice cover ( Figure 2 f) was
omputed to investigate how ice cover affects the veloc-
ty of the residual currents during the winter season. The
esults show that circulation under the ice cover becomes 
eaker by up to 0.03 m/s. Water during the winter sea-
on flows slower along the perimeter of the lagoon, es-
ecially near the eastern shoreline. As mentioned above, 
n the simulation with ice cover one can observe a more
haotic water movement along the southeastern shoreline 
 Figure 2 d), compared to simulation results when the ice
over was omitted ( Figure 2 e). Additionally, there is a dif-
erence in gyre systems in the southern part of the lagoon,
eing more pronounced under ice cover. 
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Figure 4 Average water fluxes through cross-sections at Klaip ėda Strait (S1), north of Nemunas (S2), Nemunas delta (S3), and 
Lithuanian-Russian border (S4). The location of each cross-section is shown in Figure 1 . Green solid lines indicate water fluxes of 
simulation with real ice, blue dashed lines — simulation without ice, the black solid line denotes the difference of these simulations 
(real ice minus no-ice), the red solid line shows the results of simulation with idealized ice, and the magenta solid line indicates 
the real ice and idealized ice simulation difference (real ice minus idealized ice). Negative values denote higher southward fluxes 
in the simulation without ice. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Concerning the average residual currents during the real
ice cover season ( Figure 3 a), two gyre systems in the south-
ern part of the lagoon, which are similar to the results av-
eraged over the winter season, can be found ( Figure 2 d).
However, there is a third gyre next to it and only one gyre
in the middle of the lagoon during the real ice cover season.
For the idealized ice cover ( Figure 3 b), when the lagoon is
completely covered by ice throughout the whole ice season
duration, only one gyre forms in the southwestern part of
the lagoon. The distribution of the gyre systems in the sim-
ulation without ice (averaged over the ice season duration,
Figure 3 c) is similar to the results averaged over the win-
ter season ( Figure 2 e), with only one gyre missing near the
southern shoreline. The difference of current speed in sim-
ulations with real ice and without it ( Figure 3 d) is similar
to the one averaged over the winter season ( Figure 2 f). The
difference of idealized ice cover and no-ice seasons is more
pronounced near the western shoreline ( Figure 3 e). In the
idealized case, when the lagoon is completely covered by
ice water flows slower along the western shoreline and it is
slightly stronger along the eastern shoreline in the northern
part of the lagoon, compared to the flow during the real ice
cover season ( Figure 3 f). 

By looking at the residual currents of each ice cover sea-
son separately (not shown here), it can be seen that in the
southern part of the lagoon, the current speed noticeably
decreases. This is due to this area being sheltered from the
wind by ice cover for a longer period compared to the north-
ern part. When the ice cover is more variable, meaning that
it decomposes and refreezes several times throughout the
season, it leads to slightly higher current speeds. During
each ice-cover season, in the Klaip ėda Strait area and ap-
proximately 5 km southward from Kiaul ės Nugara island, the
current speed is always higher compared to the rest of the
lagoon. However, if this area is fully covered by ice for a
longer period, then the current speed slightly decreases. 
3.2. Fluxes 

For the computation of the fluxes, four cross-sections were
set — in Klaip ėda Strait, north of Nemunas River, Nemu-
nas delta, and along Lithuanian-Russian border (red lines in
Figure 1 ). Although the water fluxes through each of the
specified sections are rather the same (fluctuating around
1000—1500 m 

3 s −1 ), one can clearly see the difference be-
tween simulations with ice and without it. The results show
that the ice cover has a higher impact on the water fluxes in
the Nemunas delta area (S3 in Figure 4 ) and through the bor-
derline of the two countries (S4). The difference between
simulation results with and without ice is nearly twice as
high in these sections than it is in Klaip ėda Strait and north
of Nemunas sections. The difference is only observed during
the ice cover season. 

The comparison of idealized ice (fully ice covered lagoon
during the ice cover season) and real ice season (ice cover
from remote sensing data) simulation results shows that the
prolonged full ice cover (idealized ice) has the greatest im-
pact only in middle of the lagoon (at the cross-section along
the Lithuanian-Russian border). The changes of the fluxes in
the rest of the sections are much smaller. 

3.3. Saltwater intrusions 

Throughout the meteorological seasons of the year
( Figure 5 ), higher salinity concentration is always ob-
served in the northern part of the lagoon. It is especially
prominent in autumn ( Figure 5 c), while the lowest concen-
tration is observed in spring ( D max in Figure 5 a). For the
spatial average of the salinity over the whole lagoon area,
one can see that during winter it is lower under the ice
than it would be if the ice cover would not be present ( D avg

in Figure 5 d and e, respectively). The difference between
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Figure 5 Distribution of salinity in the northern part of the Curonian Lagoon averaged over the whole simulation period of 
computations with ice data in (a) spring, (b) summer, (c) autumn, and (d) winter seasons, (e) without ice in winter, and the salinity 
difference of the winter simulations (ice minus no-ice, f). The numbers indicate the maximum ( D max ) and average ( D avg ) value of 
the salinity over the total lagoon area. 

Figure 6 Salinity averaged over ice cover season in simulation with (a) real ice cover, (b) idealized ice cover, and (c) no-ice season 
set-up, as well as the difference between the simulations: (d) real ice cover minus no-ice, (e) idealized ice cover minus no-ice, and 
(f) real minus idealized ice cover. The numbers indicate the minimum ( D min ), maximum ( D max ), and average ( D avg ) of salinity over 
the total lagoon area. 
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imulations considering ice and no-ice (ice minus no-ice) 
s negligible in the southern part of the lagoon, but in the
orth the salinity can be lower by up to 0.81 PSU under the
ce cover ( Figure 5 f) than it would have been if the ice had
ot been present during the winter season. 
The duration of the ice covering the northern part of the

agoon does not have a high impact on salinity when compar-
ng the real and idealized ice seasons ( Figure 6 a, b, and f).
he spatially averaged salinity of the differences between 
imulations with real ice cover and without it (real ice minus
o-ice, Figure 6 d) shows that during the real ice cover sea-
on salinity can decrease by up to 1.02 PSU, which is higher
han the value averaged over the winter season ( Figure 5 f).
uring the idealized ice-cover season ( Figure 6 e), when the
agoon is completely shut off from the atmosphere by ice,
alinity under the ice can decrease by up to 1.18 PSU, com-
ared to a situation where ice cover is not present. It is the
ighest difference compared with values averaged over win- 
er and real and idealized ice cover season, indicating that
he presence of the ice and the duration of its full cover
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Figure 7 Vertically averaged salinity time series in Juodkrant ė. Graph title indicates the year of plotted values, as well as the 
number of days when the salinity exceeds the threshold of 2 PSU (red solid line) when computations are done using real (real ice, 
blue solid line) and idealized (idealized ice, magenta solid line) ice cover data, as well as without ice (no-ice, dashed green line). 
Grey areas show the percentage of ice covering the lagoon, the duration of every ice cover season can be seen in Figure 8 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

decreases the intensity of saline water intrusions from the
Baltic Sea through the Klaip ėda Strait further into the Curo-
nian Lagoon. 

The difference of salinity between the bottom and top
layers of the water column in the Klaip ėda Strait area (green
point in Figure 1 ) shows a high variability throughout the
years. In Table 1 , the number of hours when this difference
exceeds 1 PSU and 3 PSU are shown. The average number of
hours is seen to be much higher when the salinity difference
exceeds 1 PSU threshold in simulation with ice cover. 

In Juodkrant ė salinity surpasses the 2 PSU threshold
nearly 90 days on average per year when the ice cover is
switched-on in the model ( Figure 7 ), this is 13.9 days less
on average than in the model results of the simulation with-
out the ice, and the difference between idealized ice cover
season and no-ice simulation results is 16.3 days, clearly de-
noting that the highest impact is observed when the lagoon
is fully covered by ice. In Klaip ėda Strait salinity is exceed-
ing the 2 PSU threshold on average for 237 days per year,
when real ice cover data is used in the model, which is 10.5
days less than the records of model computations without
ice. Further in the lagoon, in Nida and Vent ė, differences
are much lower — less than 1 and 3 days per year, respec-
tively. 

3.4. Water residence time 

The average WRT values for the specified areas (north,
south, and whole lagoon domain) are shown in Table 2 .
These values indicate that in the northern part of the la-
goon the WRT is around 55 days, and in the southern — 150
days, considering the real ice cover conditions ( W RT real 

ice ),
which are very similar to the ones averaged over the
meteorological winter season ( W RT real ). The difference
winter 
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Figure 8 Water residence time in the northern ( WRT north ), southern ( WRT south ) parts, and in the whole lagoon area ( WRT total ) 
computed with and without the real ice cover: (a) for the ice-free period of the year and the real ice-cover season, (b) seasonally 
every 3 months. Grey columns indicate ice cover percentage over the lagoon. At the bottom of the graph, the ice season duration 
(ISD) in days is shown. Please note that in panel (a) only two values per year were available due to the way the WRT was computed. 
In figure b four values per year were computed. 

Table 1 The number of hours per year when salinity 
difference between bottom and top layers of the water 
column in the Klaip ėda Strait exceeds the threshold of 1 
and 3 PSU in simulations with ice and without ice. 

Year Number of hours with salinity [PSU] above 
threshold 

> 1 with 
ice 

> 1 without 
ice 

> 3 with 
ice 

> 3 without 
ice 

2005 170 138 24 15 
2006 190 107 20 12 
2007 135 134 18 18 
2008 116 114 8 7 
2009 112 122 17 27 
2010 156 119 12 7 
2011 42 32 1 1 
2012 75 90 0 12 
2013 85 83 9 11 
2014 202 172 15 22 
2015 149 145 33 27 
Mean 130 114 14 14 
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etween WRT values in the simulations with and without 
eal ice cover ( W RT real 

winter and W RT no−ice 
ice ) is around 1.5 days

n the northern part and around 24 days in the southern
art. Results of simulation with the idealized ice cover 
 W RT ideal 
ice ) show that in the southern part of the lagoon

he WRT increases by around 40 and 63 days compared
ith W RT ideal 

ice and W RT no−ice 
ice , respectively. However, in the

orthern part of the lagoon W RT ideal 
ice is lower. 

The differences of the results averaged over the meteo-
ological winter season ( W RT real 

winter and W RT no−ice 
winter ) are slightly

igher in the northern part, due to the variability of the ice
eason duration (ISD) in this area, and the difference in the
outhern part is slightly smaller, compared to W RT real 

ice and
 RT no−ice 

ice . 
ISD and different WRT computation periods show a high

orrelation (from 0.71 to 0.84), denoting a significant ice
over effect on water residence time. However, when con-
idering water residence during the meteorological winter 
eason ( W RT real 

winter ), there is no correlation with ISD in the
orthern part of the lagoon, as mentioned, due to the fact
hat the ice is more dynamic in this area during the winter
eason. 
The 11-year average water residence time in the Curo-

ian Lagoon (averaged over all meteorological seasons, 
 RT real 

season ) is around 130 days when the ice cover is switched
n in the model, which is a ∼1.5 days longer compared to
he theoretical period without ice ( W RT no−ice 

season ). Higher WRT
alues can be found in the southern part of the lagoon. In
he north, the difference between ice and no-ice simula-
ions is rather small. 
The variability of the WRT computation periods can be

een in Figure 8 , where the difference between simulation
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Table 2 Averaged water residence time (WRT) computed for the northern ( WRT north ), southern ( WRT south ) parts and for the 
total ( WRT total ) lagoon area as well as correlation between the ice season duration (ISD) and WRT during the ice cover and 
winter seasons computed in simulations with real ice cover. Subscript indicates different WRT computation periods (ice — ice 
cover season, winter — December, January, February, and season — every meteorological season), superscript indicates the 
model set-up type (real — satellite ice cover data, ideal — idealized ice cover data, no-ice — without ice), all described in 
Section 2.4 . 

Simulation WRT north [days] WRT south [days] WRT total [days] 

W RT real 
ice 55.48 ±13.72 150.54 ±41.10 113.79 ±28.68 

W RT ideal 
ice 50.01 ±13.16 190.10 ±97.92 124.22 ±43.85 

W RT no−ice 
ice 53.09 ±14.53 126.52 ±28.79 99.67 ±23.97 

W RT real 
ice correlation with ISD: 0.71 0.79 0.84 

W RT real 
winter 53.81 ±9.94 152.47 ±50.16 112.15 ±26.33 

W RT no−ice 
winter 56.44 ±7.60 135.62 ±33.91 106.43 ±22.20 

W RT real 
winter correlation with ISD: 0.09 0.79 0.75 

W RT real 
season 66.66 ±18.93 170.53 ±52.67 129.96 ±36.09 

W RT no−ice 
season 67.24 ±18.39 166.60 ±52.07 128.58 ±36.49 

Figure 9 Seasonal water residence time maps (in days) averaged over the whole simulation period of computations with ice data 
( WRTseason real ) in (a) spring, (b) summer, (c) autumn, (d) winter, and (e) without ice in winter, as well as the difference of winter 
simulations (ice minus no-ice, f). Contour lines in the difference map indicate the zero value (no difference) and numbers indicate 
the maximum ( WRT max ) and average ( WRT avg ) water residence time. 
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Figure 10 Water residence time distribution in days averaged over the all ice cover seasons in simulation with (a) real ice cover, 
(b) idealized ice cover, and (c) no-ice season set-up, as well as the difference between the simulations: (d) real ice cover minus no- 
ice, (e) idealized ice cover minus no-ice, and (f) real minus idealized ice cover. Contour lines indicate the zero value (no difference). 
The numbers indicate the spatial average ( WRT avg ) of water residence time. 
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ith and without ice is higher after the long and severe win-
ers, e.g., in 2006, 2009, 2010, 2011 and 2013, when the ice
eason duration was the longest over the analyzed period 
on average 122 days). Again, the higher difference is visi- 
le in the southern part of the lagoon, where the ice cover
s less dynamic compared to the northern part. 

The water residence time throughout the seasons of the 
ear is displayed in Figure 9 (a—d). The values slightly differ
hroughout the ice-free season, being highest in summer, 
hen the wind and water inflow from the rivers decrease.
owever, the same overall pattern is observed — high WRT 
alues in the southern part of the lagoon and especially in
he southwestern corner. During winter ( Figure 9 d) in the
odel runs with real ice the water residence time values 
re observed to be much higher in the southwestern corner
f the lagoon ( Figure 9 f) than in the reference simulation
ithout ice ( Figure 9 e), which is much more similar to the
pring WRT distribution ( Figure 9 a). The residence time of
early 2 years during the winter season means that if the ice
onditions had been prolonged to two years, then the water
irculation in 2 years would have renewed only 1/e of the
nitial concentration. 

The simulation results of idealized ice cover ( Figure 10 b)
how that the prolonged full ice cover has a much higher
mpact on the WRT in the southwestern corner of the la-
oon compared with the simulation with real ice cover data
 Figure 10 a). In this area, there are no inflowing rivers, and
herefore there are no additional sources of fresh water.
verall, ice affects WRT over the majority of the lagoon
rea. In the southeastern corner and in Nemunas Delta,
here the main river outlets are situated, simulation with-
ut ice ( Figure 10 d and e) shows higher values, meaning
hat under the ice water is renewing faster than it would
e if ice were not present. This difference in the north-
rn part stretches further along the eastern shoreline com-
ared to the no-ice simulations with the idealized ice cover
 Figure 10 e) than compared to the simulation with the real
ce cover ( Figure 10 d). 
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4. Discussion and conclusions 

The most important drivers of the hydrodynamic processes,
when no ice is covering the Curonian Lagoon, is a combina-
tion of wind force and Nemunas discharge. However, when
ice is present, only the Nemunas River discharge is primarily
responsible for accelerating the water masses. Throughout
the seasons of the year, we can observe different circula-
tion patterns in the lagoon. In spring, a two-gyre system is
observed in the southern part of the lagoon, of which one
of them during summer shifts further to the center of the
lagoon and another system is observed to form in Nemu-
nas Delta, however, with much lower current speed. The
increased wind conditions in autumn force one additional
gyre to form near the delta area. However, the highest num-
ber of gyre systems are observed during the winter period,
when the water surface is sheltered by the ice cover from
the wind forcing. The rotation of the gyre systems in and
near the Nemunas Delta (along the southeastern shoreline)
is anticlockwise, the gyre in the central part of the lagoon
is clockwise, and in the southwestern part of the lagoon it
is anticlockwise. During the winter season, another clock-
wise gyre in the south can be observed. These results do not
precisely match with the previous study of Umgiesser et al.
(2016) , because of the ice cover data used, which previously
was interpolated from four ground observation stations and
available for only for 4 years. In our study, we have used
ice data from satellite images, which covered the whole 11-
year simulation period. 

The comparison of circulation during the real and ideal-
ized ice cover seasons reveals that the prolonged full ice
cover can diminish the development of gyres in the lagoon.
Ice does not only alter the structure of the circulation of
the water masses, but also the speed of the currents. When
ice cover decomposes and refreezes several times through-
out the winter season, it leads to slightly higher current
speeds, due to the wind-stress on the ice-free water sur-
face. In the Klaip ėda Strait area and approximately 5 km
southward from it, the current speed is always higher com-
pared to the rest of the lagoon, however, if this area is fully
covered by ice for longer, then this difference slightly de-
creases. 

Since the circulation decreases under the ice cover, there
is less exchange between different parts of the lagoon.
Therefore, all the water fluxes through the specified four
cross-sections are affected by the presence of the ice cover.
However, there is a lower impact observed in the north-
ern part of the lagoon contrary to the southern part. It
is noticeable that, in the northern part, the fluxes stay
nearly the same, just wind is making them fluctuate. In the
Klaip ėda Strait area, the exchanges are mainly driven by
water level fluctuations in the Baltic Sea and are much less
wind-driven. However, the situation in the cross-section of
Nemunas Delta and along Lithuanian-Russian border is dif-
ferent. Water exits the Nemunas Delta more steadily, with-
out cycling between the delta and the lagoon and less water
is diverted to the south, because, during the ice cover sea-
son, wind-driven circulation is inhibited and the prolonged
full ice cover has the biggest impact on fluxes through the

Lithuanian-Russian border. 
In the southern part of the lagoon, salinity is small and
negligible throughout the year. In the northern part, the
concentration is higher, but highly depending on the season.
The lowest salinity concentration is observed during spring
and the highest during the autumn season when the west-
erly winds increase allowing for the Baltic Sea water to in-
flow into the Curonian Lagoon. During the period when ice
is covering the lagoon, salinity decreases by up to around
1 PSU. Overall, the highest differences between the results
of simulations with ice and without it are observed in the
northern part of the lagoon where salinity decreases dur-
ing the ice cover season, reducing the saltwater intrusion
events. For instance, in Juodkrant ė (approximately 20 km
southward from Klaip ėda Strait) saltwater intrusions (over-
passing 2 PSU threshold) can be found on average around
90 days per year, which is on average nearly 14 days less
when the ice cover was not considered in the model sim-
ulations. The simulation results of idealized ice cover show
that this difference is even higher — 16.3 days. Thus, we can
conclude that when there is ice, it markedly decreases the
frequency of saltwater intrusions into the Curonian Lagoon.

The water column is uniform, however, in Klaip ėda Strait
a slight salt concentration increase is observed in the bot-
tom layers. The difference of bottom and top layers of the
water column can exceed the 1 PSU threshold for 130 hours
per year on average, which is 16 hours more than it would
be if the ice would not be covering the lagoon. Zemlys et al.
(2013) have already shown that in the Klaip ėda Strait area
strong salinity gradients create conditions for three types of
water flow: one-directional freshwater outflow to the Baltic
Sea, one-directional saline water inflow into the Curonian
Lagoon, and two-directional flow with a lagoon water out-
flow in the surface layers and saline water intrusion in the
bottom. However, in their study ice cover was not taken
into account, Umgiesser et al. (2016) later did this, show-
ing the more accurate results for salinity validation; yet,
they concluded that a high-resolution model used in Zemlys
et al. (2013) does a better job in describing salinity vari-
ations, even if the ice cover is not included. Since in our
study we wanted to present the long-term analysis of model
simulation results, we also used a coarser resolution model
grid, thus in the future, for a fully updated analysis of salin-
ity variations in the Klaip ėda Strait area, including the ice
cover data in the model computations, a finer grid should
be used. 

Ice cover and its duration likewise affect the water res-
idence time (WRT) in the Curonian Lagoon. When ice is
present, it takes longer for the water to be renewed. This
is especially evident after the long ice cover seasons (e.g.,
in 2006, 2009, 2010, 2011, and 2013) in the southern part of
the lagoon. WRT computations during the ice cover season
( W RT real 

ice ), show a high correlation with ice season duration
(from 0.71 to 0.84), however, when computing it only dur-
ing the winter season ( W RT real 

winter ) there is no correlation in
the northern part of the lagoon. This is due to the fact that
the ice season duration in this area is shorter than in the
southern part and the computation of WRT during the win-
ter season is limited to only three months (Dec, Jan, Feb),
while ice can be observed to start forming, often only in the
middle of January and can last much longer than February. 
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The increased WRT under the ice is true for analyzing 
ater residence in the whole area of the Curonian Lagoon 
north, south, and the whole domain) for the real ice cover
onditions ( W RT real 

ice ). However, computations for the mete-
rological winter season ( W RT real 

winter ) show that it is not the
ame in the northern part of the lagoon, where simulation
esults with no ice cover show longer WRT than simulation
esults with ice. However, the difference is quite small (just
%), and probably does not exceed the uncertainty of the
valuation of WRT by the model. Comparing the real and 
dealized ice cover simulation results shows that prolonged 
ull ice cover can lead to an increase of WRT in the southern
art of the lagoon. However, in the north, it decreases due
o the cutting-off the exchanges between the northern and 
outhern part. Therefore, more water from the Nemunas 
iver stays in the north and does not mix with water in the
outhern areas. This mechanism contributes to a decrease 
f WRTs in the northern part. 
Our computed WRT values slightly differ from those de- 

cribed in Umgiesser et al. (2016) , supposedly as a result
f satellite ice cover data used in the model representing
ore realistic ice distribution with respect to the data in-
erpolated from the observations from coastal stations. The 
elt-off occurrences during the ice cover season observed 

n satellite images have a small, but noticeable impact on 
he WRT by slightly increasing it in the norther part, and
ecreasing the WRT in the southern part compared to the
revious study results with ice. 
WRT throughout the seasons is varying. During the ice- 

ree period, the longest time required for water to renew
s in summer, due to the decreased wind speed and river
ater input. The pattern in summer and spring are simi- 
ar, with the highest WRT being in the southern part of the
agoon. During the winter period, the WRT increases much 
ore in the southwestern corner of the lagoon, which is far
way from the rivers inflowing the lagoon, hence the wa- 
er renewal is very slow. The model results with the ideal-
zed ice cover (lagoon fully covered by ice during the entire
ce cover season) show that it has a much higher impact to
he WRT in the southwestern part of the lagoon. Water near
he river outlets — in the southeastern corner of the lagoon 
nd in Nemunas Delta, tends to renew faster under the ice
over and the prolonged full ice cover in the northern part
tretches this area further along the eastern shoreline. If ice 
ould not be present during the ice cover season, then the
RT distribution would be much more similar to the situa-
ion during the spring. 
To conclude, with this study we show how the ice data

erived from satellite observations improve the represen- 
ation of the real conditions of the circulation, saltwater 
ntrusions, and water residence time in the Curonian La- 
oon. Currently, an ice model is still not yet integrated in
he modelling system SHYFEM, which will be done and will 
e presented in future publications. 
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Jankovi ć, V., Schultz, D.M., 2017. Atmosfear: Communicating the
effects of climate change on extreme weather. Weather. Clim.
Soc. 9, 27—37, https://doi.org/10.1175/WCAS- D- 16- 0030.1 . 
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Summary Tidal characteristics of the Gulf of Khambhat are described based on measured 
and modelled sea-level data. Data were recorded at three locations inside and two locations 
outside the Gulf with record lengths of 6—12 months to study the tidal propagation. A northward 
increase in tidal amplitude is noticed from Daman (eastern side) and Diu (western side) and 
attains maxima at Bhavnagar. A similar trend is followed by the amplitude of the major tidal 
constituents, although there are discrepancies for that of the minor constituents. The non-tidal 
factor which influences the sea-level is the local wind, especially the alongshore component of 
wind. A positive correlation is obtained between the sea-level and the meridional component 
of wind at each location. Harmonic analysis of sea-level data shows that M2 is the major tidal 
constituent which propagates in a non-linear fashion inside the Gulf. Tides from two global tide 
models (MIKE21 and FES2014) have been compared with the measured data, which could be 
used for further prediction of the tides and sediment transport in the Gulf. The tide elevation 
derived from the MIKE21 model has further been used for the harmonic analysis of tide. The 
tides predicted using one-month data are up to 10% smaller than those predicted using the one- 
year data. The global tide model FES2014 data performs well with measured data for offshore 
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locations, whereas it fails to predict the same for the inner Gulf locations. The study manifests 
the fact that to understand the dynamics of complex tidal areas, regional models should better 
be used than global tidal models. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Information on tides along a coastline is vital for estimat-
ing the top level of the coastal protection structures and
port structures. Ocean tides have long been thought of as
a stationary process as they are driven by the gravitational
forcing of Sun and Moon, whose motions are complex but
highly predictable ( Cartwright and Taylor, 1971 ). Tidal prop-
agations in estuaries are affected by freshwater discharge
and friction ( Dronkers, 1964 ), besides changes in depths
and the morphology of the channel ( Carl and Aubrey, 1994 ;
Dronkers, 1964 ; Godin, 1993 ; Lanzoni and Seminara, 1998 ;
Shetye and Gouveia, 1998 ), which implies variations in the
mean water level and asymmetry of the tidal wave. Tidal
asymmetry in a shallow-water system could be explained
through the generation of overtides and compound tides
( Dronkers, 1964 ; Pugh, 1987 ). The shallow water tides con-
tribute to differences between Mean Tide Level and Mean
Sea-Level (MSL) ( Woodworth, 2017 ); tides can also exhibit
short-term variability correlated to short-term fluctuations
in MSL ( Devlin et al., 2014 ; 2017a , b ). The astronomical
tide is strongly distorted during its propagation from off-
shore into the shallow inlet/estuarine systems. This dis-
tortion could be represented as the non-linear growth of
harmonics of the principal ocean astronomical constituents
( Aubrey, 1985 ). 

Measured sea-level data comprises contributions from
mean sea-level, astronomical tides, vertical land move-
ments, meteorologically and oceanographically induced wa-
ter level changes and episodic water level fluctuations due
to climate extremes, systematic bias and noise. The analy-
sis of correlations between tides and sea-levels at a local or
regional scale can indicate locations where tidal evolution
should be considered a substantial complement to sea-level
rise ( Devlin et al., 2019 ). Removal of the tidal component
from the sea-level data leaves residuals of sea-level that in-
clude contributions from atmospheric components and sur-
face waves ( Kumar et al., 2011 ). In the estuaries and river
mouth, the river discharge also contributes to the residual
component. Residual sea-level also results from the friction
of the system. The combined influence of the tidal phase,
amplitude and spatial gradient in MSL on the generation of
the residuals of sea-level in a channel is complex and non-
linear and could be predicted properly only by a non-linear
numerical model ( Liu and Aubrey, 1993 ). Unnikrishnan et al.
(1999) used a barotropic numerical model based on shallow
water wave equations to simulate the sea-level and circu-
lation in the Gulf of Khambhat and surrounding areas. Sea-
level variations due to surges triggered by storm winds form
a noise superimposed on the highly periodic tides, which
have an astronomical origin ( Sundar et al., 2005 ). The gen-

eration of residuals of sea-level in a tidal channel is the 

 

most sensitive to the spatial gradient in MSL, less sensitive
to the tidal amplitude difference and least sensitive to the
tidal-phase difference. It directly influences material trans-
port, i.e., suspended sediment, pollutants, etc. in a shallow
channel. The study based on simultaneously measured sea-
level data at three locations covering a distance of 100 km
along the west coast of India indicates that the variations
in sea-level due to tide is ∼96% ( Kumar et al., 2011 ). An
understanding of the seasonal cycle of sea-level forms an
important component of climate studies. It has some prac-
tical implications as well, e.g., the accurate tidal prediction
tables for a coastline ( Wijeratne et al., 2008 ). 

The Gulf of Khambhat (GoK, hereafter referred to as the
Gulf) is one of the highly energetic macro-tidal regimes of
the north-eastern Arabian Sea and the other area in the
north-eastern Arabian Sea is the Gulf of Kutch ( Shetye,
1999 ). Although there are quality studies carried out in the
Gulf from the past two decades or more, the area lags in
long-term in situ datasets on hydrodynamic parameters.
The previous studies mainly focused on modelled data to
obtain the hydrodynamics of the Gulf. The present study
utilises measured sea-level data at different locations to
discern the tidal propagation in the Gulf. The observed
tides have been compared with the data derived from the
global tide models (MIKE21 and FES2014) to examine the
behaviour of the global model at a regional scale. The study
also focuses on ascertaining the major astronomical tidal
constituents, which contribute to the tidal amplitude. The
present study puts up an effort to determine the tidal and
non-tidal components of the sea-level of the Gulf, based
on numerical experiments. Even though the amplification
inside the Gulf is a well-known phenomenon, a contempo-
rary approach has been adopted in the present study. As
the tidal phenomena of the Gulf are more complex than
any other coastal waters of India, it is important to assess
the global models to reveal their strengths and weaknesses
in terms of their performances. 

2. Study region 

The GoK (formerly known as the Gulf of Cambay) is a funnel-
shaped indentation situated between the Saurashtra penin-
sula and the mainland of Gujarat ( Fig. 1 ). The western con-
tinental shelf of India varies from south to north, widens off
Mumbai and leads into a strongly converging channel, the
GoK. The GoK has a width of 80 km at the mouth and fun-
nels down to 25 km over the longitudinal reach of 140 km.
The Gulf has acquired significance because of its geographic
proximity to two industrially important states viz. Gujarat
and Maharashtra as it provides an easy opening to sea for
transportation of materials to several industries around it.
The tides in GoK are of a semi-diurnal type with a large diur-
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Figure 1 Study area with bathymetry of the region. The sea- 
level measurement locations are also shown in the figure. 
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al inequality and varying amplitudes, which amplifies from 

he south to north along the GoK in the continental shelf
nd in the main Gulf (except Gulf head regions). This im-
ortant characteristic of the embayment results from the 
uarter wavelength resonance of the tides owing to its in-
erent geometrical settings ( Nayak and Shetye, 2003 ). In 
oK, the tidal front experiences phase-shift due to geomet- 
ic effects caused by shallow inner regions, narrowing cross- 
ections and uneven bottom topography. Tide gets amplified 
ignificantly inside the Gulf due to its shape and varying bot-
om friction coefficients ( Nayak and Shetye, 2003 ) and the
arge width of the continental shelf off the north-western 
oast of India ( Joseph et al., 2009 ). In the northern Ara-
ian Sea, the maximum tidal range is found in GoK with
n average tidal range of 10 m near to Bhavnagar ( Kumar
t al., 2006 ). Semi-diurnal tides in the GoK, amplify about
hreefold from mouth to head; in contrast, the amplification 
f diurnal tides is much smaller ( Nayak and Shetye, 2003 ).
t is reported that currents in the Gulf are predominantly
ide-induced with speed up to 3.3 m/s and the currents are
orth-northwest during flood tide and south-southeast dur- 
ng ebb tide ( Kumar and Kumar, 2010 ). 

. Material and methods 

ime-series data of sea-level recorded with tide gauges at 
hree locations inside and two locations outside the Gulf are
sed in the study. The locations and sampling periods of sea-
evel and wind-speed are presented in Table 1 . Data were
issed in a few locations for short periods due to the fail-
re of the instrument. The observed datasets remained dis- 
ontinuous (wherever used as model inputs) to avoid com- 
utational errors due to the missing datasets. The sea-level 
ata is subjected to the standard harmonic analysis by fit-
ing a finite set of cosine functions having frequencies at the
nown astronomical forcing frequencies by the least square 
ethod. Tidal Analysis Software Kit (TASK) ( Bell et al., 2000 )
eveloped by the Proudman Oceanographic Laboratory, UK, 
s used for the harmonic analysis and to separate the tidal
nd residual components from the measured sea-level data. 
he harmonic analysis is performed using 24 major (Q1, O1,
1, K1, J1, OO1, M2, N2, L2, S2, 2SM2, MU2, MO3, M3, MK3,
N4, M4, MS4, SN4, 2MN6, M6, MSf, 2MS6 and 2SM6) and
ight related (PI1, PSI1, P1, PHI1, 2N2, T2, NU2 and K2)
idal constituents in the analysis of six and twelve-monthly
ecords. Based on their amplitude, only major 13 tidal con-
tituents (M2, S2, K1, N2, O1, K2, P1, MU2, M4, MS4, NU2, L2
nd MSf) are used in this study. The time and the phase lag
eported in the paper is the local time, which is 5 hours 30
inutes ahead of the Greenwich Mean Time (GMT). Resid-
al sea-levels are also estimated for a period of one year in
aman, Hazira and Bhavnagar and for six months in Pipavav
nd Diu with the help of TASK. Monthly MSL is obtained by
alculating the monthly average sea-level for each month at
ach station. Sea-Level Anomaly (SLA) is determined by the
ollowing formula ( Eq. 1 ): 

LA = 

1 
n 

n ∑ 

i =1 

( T e i − T m 

) , (1) 

here, T e — tide elevation, T m 

— mean tide. 
Reanalysis data of meridional and zonal components of 

ind at 10 m height at 6 hourly intervals from NCEP/NCAR
 Kalnay et al., 1996 ) is obtained for the study area corre-
ponding to the tide gauge record period to know the influ-
nce of wind on sea-level. These data are provided by the
OAA-CIRES Climate Diagnostics Centre, Boulder, Colorado, 
t http://www.cdc.noaa.gov/ . 
The tides estimated based on the tidal constituents 

vailable with the MIKE21 Global Tide Model ( DHI, 2017 )
t six locations covering the Gulf is also used to deter-
ine the tidal propagation inside the Gulf. The Global Tide
odel is developed by DTU Space (DTU10) and is available
n a 0.125 × 0.125-degree resolution grid for the major
0 constituents in the tidal spectra. The model is utiliz-
ng the latest 17 years’ multi-mission measurements from 

OPEX/Poseidon (Phase A and B), Jason-1 (Phase A and B)
nd Jason-2 satellite altimetry for sea-level residual anal- 
sis. Based on these measurements, harmonic constituents 
ave been calculated. 
Global Finite Element Solution (FES2014) ( Carrere et al.,

015 ), which is the latest version of the FES series, is uti-
ized to obtain the tide data at the locations where in situ
ata is recorded. It usually shows higher accuracy in shallow
ater zones because of finer bathymetry and an optimized
ssimilation scheme ( Seifi et al., 2019 ). The distances of all
he locations referred in the study from the Gulf mouth are
resented in Table 2 . 

. Results 

.1. Tide elevation 

aman is chosen as a location outside the Gulf mouth in the
astern GoK, where sea-level variation is measured for a
eriod of one year ( Fig. 2 a). Maximum spring and neap tidal

http://www.cdc.noaa.gov/
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Table 1 Measurement locations and period of recording of sea-level and wind. 

Locations Latitude/Longitude Period of 
recording 

Highest sea level 
measured (m) 

Mean sea level 
from measured 
data (m) 

Mean sea level from 

hydrographic chart from 

chart datum (m) 

Daman 20.4124 °N 

72.8319 °E 
01.01.2014—
31.12.2014 

6.32 2.88 3.80 

Hazira 21.0860 °N 

72.6233 °E 
01.01.2014—
31.12.2014 

8.42 4.19 4.50 

Bhavnagar 21.8427 °N 

72.2562 °E 
01.01.2014—
31.12.2014 

11.66 5.82 6.10 

Pipavav 20.9163 °N 

71.5066 °E 
01.01.2014—
24.06.2014 

4.85 2.47 1.80 

Diu 20.7192 °N 

70.9952 °E 
01.01.2014—
31.05.2014 

2.80 1.71 1.50 

Figure 2 Time series plot of the measured tide data from 1 January to 31 January 2014 at a) Daman, b) Hazira, c) Bhavnagar, d) 
Pipapvav and e) Diu. Tides are presented with respect to Chart Datum. 
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Table 2 Locations and their distance from mouth of GoK 
where positive, negative and zero denotes inside, outside 
and Gulf mouth respectively. 

Locations Distance from Gulf mouth (km) 

Daman -51.3 
Suvali 0 
Ambheta 38 
Hazira 55 
Dahej 106 
Khambhat 156.3 
Bhavnagar 127 
Pipavav 0 
Jafrabad -25 
Nawabandar -58 
Diu -73 
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levations at Daman are 6.5 m and 5.5 m, respectively. At
his location, data could not be collected continuously for 
ne-year due to instrumental error. Hazira, a location in- 
ide GoK, is selected from the eastern coast, where observa- 
ions on sea-level are taken for one year. Neap-spring vari-
tion at Hazira ranged between 7 and 8.1 m, respectively 
 Fig. 2 b). Bhavnagar is selected inside the GoK in the west-
rn coast, where the tidal range is found to be maximum
mong all the locations. The maximum spring tidal height is 
ound to be 11.6 m and the maximum neap tidal height is
0 m ( Fig. 2 c). Data is missed for a couple of short periods
n this location due to instrumental error. Another location, 
elected from the western coast situated at the Gulf mouth
s Pipavav, where the tide elevation is comparatively low. In 
itu data of sea-level is recorded for six months at Pipavav.
eap and spring tide elevations are 4 and 4.8 m, respec-
ively, on an average ( Fig. 2 d). Diu is chosen outside GoK
t the Saurashtra coast, where tide elevation is recorded 
or six months. The neap and spring variation is 2 and 2.8
, respectively ( Fig. 2 e). Minimum variation in sea-level is
oticed at Diu among all the five locations. Analysis of one-
ear-long sea-level data for three locations and six-months- 
ong data for two locations indicates that GoK is a non-linear
hallow-water system. 

.2. Comparison of model output with the 

easured tide 

.2.1. MIKE21 Global Tide Model 
ide elevation data are derived with the help of the MIKE21
lobal Tide Model at the locations of observed data. The 
levations are well-in agreement at all the locations except 
azira, where a discrete difference between modelled and 
he observed tide has been noticed ( Fig. 3 ). The statistical
arameters calculated based on the observed data sets and 
IKE21- derived datasets are presented in Table 3 . Overall,
oth these datasets are well in agreement with each other.
hus, this model is further used to predict tide elevations 
t several other locations of the Gulf. 

.2.2. FES2014 Global Tide Model 
ide elevation data are extracted from the global tidal 
odel FES2014 for the same period of time for the locations
here in situ data of tide elevation are recorded. A com-
arison is made between the measured and FES2014 data
 Fig. 4 ). A good match is obtained between the measured
nd FES2014 data at the offshore stations, i.e., Daman and
iu. A good match could be seen even at the inner station
f Pipavav. If we proceed further inside the Gulf, i.e., at
azira and Bhavnagar, the FES2014 and measured data are
ot in agreement with each other. For both these locations,
ES2014 data underestimated the measured tide level. The 
mplitudes of the major semi-diurnal and diurnal tidal con-
tituents estimated from FES2014 are similar to the values 
btained from measured data for the offshore locations, 
hereas, for locations like Hazira and Bhavnagar, the am-
litudes of the constituents differ ( Table 4 ). 

.3. Harmonic analysis 

.3.1. Amplitude 

he major tidal constituents evaluated in the present study
re grouped as diurnal (K1, O1, P1), semi-diurnal (M2. S2,
2, K2, L2) and mixed (MU2, M4, MS4, NU2, MSf). Out of
he 13 major astronomical constituents used in the study
ased on their amplitude, five diurnal and semi-diurnal con-
tituents are represented together in Fig. 5 a. Similarly, a
otal of eight diurnal, semi-diurnal, compound and overtide 
onstituents are presented together in Fig. 5 b. The domi-
ant tidal constituent is M2, with the amplitude four times
reater than the major diurnal or semi-diurnal constituents. 
he increase in amplitude is found to be more regular from
ulf mouth to head in case of the eastern coast, while irreg-
larity in the amplification is observed in the western coast.
rom Daman to Hazira, M2 has propagated a distance of 85
m, with an increase of 0.443 m (rate of 0.005 m per km).
he rate increased to 0.014 m per km while moving from
azira to Bhavnagar, covering a distance of 117 km. Mini-
um amplitude is noticed outside GoK at Diu ( ∼0.48 m).
he maximum amplitude is at Bhavnagar (3.33 m), which
as a dramatic decrease at Pipavav with a rate of 0.02 m
er km. There is a gradual increase in amplitude from Gulf
outh to head along both the coasts of GoK for the other
ajor constituents. 
Even in the case of the minor constituents, an irregular

ncrease from Gulf mouth to head is observed. In this case,
he maximum amplitude is noticed for K2, with an ampli-
ude two times higher than the other minor constituents on
n average. MSf tide is taken into consideration as this is
he largest among the fortnightly constituents. It consists of
oth an elementary component, which is part of the equilib-
ium tide and a possible forced component arising from the
nteraction of M2 and S2 (S2-M2). It did not have a consis-
ent trend of variation in the study region with a maximum
f 0.048 m at Pipavav. 
Propagation of major diurnal and semi-diurnal tide is 

tudied with the help of tidal constituents available in
he MIKE21 Global Tide Model at six locations throughout
he Gulf. The trend is similar to the in situ measurements
 Fig. 6 a). M2 is the most dominant constituent in each of the
ocations. It had an amplitude of 2.057 m at Suvali, which
ot increased to 2.708 m at Ambheta. A sudden decrease is
btained at Dahej (1.623 m), which again increased north-
ard at Khambhat. A similar trend of increase is obtained
long the western coast towards the north and with mini-



448 A. Mitra et al./Oceanologia 62 (2020) 443—459 

Figure 3 Comparison between predicted tide based on MIKE21 Global Tide Model and observed tide at Daman, Hazira, Bhavnagar, 
Pipapvav and Diu. 

Table 3 Correlation (r), bias, Root Mean Square Error (RMSE) and significance level (p-value) between 2D model derived tide 
and observed tide in Daman and Pipavav, correlation between v-component of wind and tide residual. 

Statistical 
Parameters 

Predicted (MIKE21) and observed tide v-component of wind and tide residual 

Daman Hazira Bhavnagar Pipavav Diu Daman Hazira Bhavnagar Pipavav Diu 

r 0.8 0.45 0.78 0.73 0.76 0.33 0.22 0.04 0.06 0.17 
Bias (m) -0.03 -0.02 -0.04 -0.02 0.02 - - - - - 
RMSE (m) 0.02 0.04 0.03 0.01 0.03 - - - - - 
p-value 0.04 0.02 0.04 0.03 0.02 - - - - - 

 

 

 

 

 

 

 

 

 

 

 

 

 

mum magnitude at Nawabandar. S2 tide had a gradual in-
crease towards the north along both the coasts of GoK. The
O1 tide follows a similar trend of propagation. There is no
regularity of variation in the case of K1. 

Influences of the length of the dataset and period of the
data on the evaluation of the tidal constituents are studied
by considering one-month-long data for January, April, July
and October. Harmonic analysis is carried out and the vari-
ations in the major five astronomical constituents (M2, S2,
K1, O1 and N2) are examined. The study shows monthly vari-
ation is least in the case of the diurnal constituents, i.e.,
K1 and O1. On the contrary, seasonal variability is notice-
able in the case of the semi-diurnal constituents. The max-
imum amplitude of 3.418 m is recorded for M2 in April. But



A. Mitra et al./Oceanologia 62 (2020) 443—459 449 

Figure 4 Comparison of FES2014 tide with the measured tide at Daman, Hazira, Bhavnagar, Pipavav and Diu. 

Table 4 Comparison between major tidal constituents extracted from global model FES2014 and measured data. 

Locations M2 (m) S2 (m) K1 (m) O1 (m) 

FES2014 Measured FES2014 Measured FES2014 Measured FES2014 Measured 

Daman 1.65 1.72 0.74 0.64 0.55 0.54 0.22 0.24 
Hazira 1.55 2.16 0.67 0.76 0.51 0.61 0.20 0.26 
Bhavnagar 1.23 3.34 0.51 1.06 0.34 0.69 0.14 0.29 
Pipavav 0.83 0.87 0.35 0.34 0.46 0.51 0.20 0.21 
Diu 0.55 0.48 0.23 0.21 0.41 0.42 0.19 0.19 
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n an average, the maximum amplitude is recorded in July 
hen the south-west monsoon is at its peak. The trend of
ropagation of diurnal and semi-diurnal constituents is sim- 
lar, i.e., to increase from southern GoK towards the inner
ulf, reaching maxima in Bhavnagar, for every month. Still, 
he amplification of semi-diurnal tides is substantially high. 
mong the diurnal tides, the seasonal variability is promi-
ent in the case of K1. O1 is found to be persistent for dif-
erent seasons. In a nutshell, it could be noticed that the
ummer amplitudes are higher than the winter amplitudes 
nd the open ocean stations have shown the least seasonal
ariability. The variability surmises the fact that the semi-
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Figure 5 a) and b) Amplitude distribution of major astronomical tidal constituents at 5 locations in the study area based on 
measured data and the corresponding phase lag distribution is shown in c) and d). 

Figure 6 Amplitude and phase lag distribution of major astronomical constituents of MIKE21 Global Tide Model-derived tides in 
the study area. 
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Table 5 Tidal form factor at different locations. 

Location Tidal form factor 

Daman (Measured) 0.33 
Suvali (Simulated) 0.29 
Hazira (Measured) 0.30 
Ambheta (Simulated) 0.27 
Dahej (Simulated) 0.22 
Khambhat (Simulated) 0.15 
Bhavnagar (Measured) 0.22 
Jafrabad (Simulated) 0.75 
Nawabandar (Simulated) 0.85 
Pipavav (Measured) 0.60 
Diu (Measured) 0.88 
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iurnal constituents have spatial as well as temporal vari- 
tion, while in the case of diurnal constituents, only the
patial variability is prominent. 

.3.2. Phase lag 
niformity in the phase-changes for the selected locations 
as been obtained for all the major constituents except N2
nd NU2; in these cases, a gradual increase in phase from
aman to Bhavnagar is noticed in case of eastern coast 
 Fig. 5 c and d), but the phase got dramatically decreased
rom Diu to Pipavav which again increased in Bhavnagar. For
ll other cases, a gradual increase is observed from south 
o north along both the coasts. Similar trends of variation
re noticed for K2 and P1. In the case of M4, MS4 and L2,
 gradual increase in phase lag is obtained from Daman to
iu. There is no regular pattern of variation in the case of
U2. 
A similar trend is followed in the case of MIKE21 Global

ide Model-derived data ( Fig. 6 b). M2 phase lag had an in-
rease from Suvali (on the eastern coast) and Nawabandar 
on the western coast) towards the north and reached the
aximum at Khambhat. No other major constituents fol- 

owed the same trend. The maximum phase lag is obtained
n the northern-most location in the case of the diurnal con-
tituents. 

.3.3. Spatial pattern of amplitudes and phase lags of 
ajor tidal constituents 
ide amplitudes derived at several places of the Gulf are
sed to determine the major tidal constituents. The MIKE21- 
lobal Tide Model-simulated amplitudes resemble that of 
he observed. The spatial patterns of the amplitude of 
ajor constituents (K1, O1, M2 and S2) are presented in 
ig. 7 and those of the phase lags are presented in Fig. 8 .
he contour lines of M2 suggest that the propagation of M2 is
long the channel. The trend of propagation is similar in the
ase of S2, even though the amplitude of S2 is much lesser.
ross-channel propagation has been noticed in the case of 
he diurnal constituents (O1 and K1). Amplification of tides 
ould easily be noticed from offshore towards the Gulf, but
t is quite slower for the diurnal tide than the semi-diurnal.
radual decreases in the phase lag are obtained from outer
oK to inner GoK for all other tidal constituents, except O1,
here higher phase lag values are obtained inside the Gulf 

 Fig. 8 ). 

.3.4. Tidal form factor/tidal anomaly correlation 

idal form factor (F) or tidal anomaly correlation, which is 
he ratio of the sums of the amplitudes of the two main di-
rnal constituents (K1 and O1) to that of the semi-diurnal
onstituents (M2 and S2) is estimated and presented in 
able 5 . The tide of a particular area could be classified ac-
ording to the magnitude of the tidal form factor as; semi-
iurnal (0 < F < 0.25), mixed and mainly semi-diurnal (0.25
 F < 1.5), mixed and mainly diurnal (1.5 < F < 3.0) and
iurnal (F > 3.0). 
There is a gradual decrease in the tidal form factor from

ulf mouth to head in the eastern and western GoK. The
inimum magnitude is obtained at Bhavnagar (0.22), which 
radually increased at Pipavav with a maximum at Diu on 
he western coast. The tidal form factor is found to increase
rom north to south, unlike the major tidal constituents, 
hich increase from south to north. In addition to the men-
ioned locations, eight more locations are chosen through- 
ut the Gulf, where the tidal form factor is calculated with
he help of simulated tidal elevation (MIKE21 Global Tide
odel-derived data). The minimum magnitude of 0.15 is ob-
ained in the case of Khambhat (northern GoK). The maxi-
um magnitude of the tidal form factor of 0.85 is noticed
t Nawabandar, which situates at the south-western GoK in
he Saurashtra coast. 

.4. Monthly variation in MSL and SLA 

ntra-annual variability in MSL is determined for the entire
ear from the measured as well as simulated data and is pre-
ented in Table 6 . It had a gradual increase from Daman to
havnagar and then gradually decreased from Bhavnagar to 
iu. MSL variations are more evident inside the Gulf (Bhav-
agar) rather than the offshore locations (Daman and Diu).
he maximum variation in the MSL ( ∼0.25 m) is obtained
n Bhavnagar. Although small variation in MSL is obtained
or the entire year, maximum MSL is recorded during the
outh-west monsoonal months, which is associated with the 
onsoonal winds. 
Monthly variation in SLA is observed for the entire year

or each of the locations. The SLA-variability is found to be
ery less. Maximum SLA is observed during the monsoonal
onths in most of the stations, while minimum SLA is ob-
erved during pre-monsoon ( Table 7 ). 

.5. Sea-level residual 

he sea-level residual is extracted for a year at each lo-
ation to obtain the inter-annual variability. The maximum 

esidual sea-level is observed in Bhavnagar with a magni-
ude of around 0.7 m. Minimum tide residue of 0.17 m is
btained in Diu ( Fig. 9 ). Even though there is a difference in
he magnitude of the tidal residual, the trend of variation is
imilar at each location. 
Wind data forJanuary 2014 is obtained and the correla-

ion between the v-component of wind (alongshore wind) 
nd the residual sea-level is estimated. A rise in sea-level
ould be noticed with an increase in the alongshore wind
 Fig. 10 ). Even though a positive correlation between sea-
evel and v-component of wind is obtained for all the lo-
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Figure 7 Contours of amplitudes of major tidal constituents (K1, M2, O1 and S2) of Gulf of Khambhat and surroundings. 

Table 6 Monthly mean sea level (m) at different locations in different months. 

Month Daman Suvali Hazira Ambheta Dahej Khambhat Bhavnagar Pipavav Jafrabad Nawabandar Diu 

Jan 2.87 3.60 4.1 4.22 4.88 4.12 5.74 2.47 1.85 1.37 1.49 
Feb 2.92 3.60 4.15 4.20 4.92 4.13 5.80 2.49 1.85 1.37 1.51 
Mar 2.97 3.61 4.19 4.23 4.88 4.13 5.89 2.46 1.85 1.38 1.53 
Apr 2.93 3.60 4.16 4.23 4.89 4.13 5.85 2.38 1.86 1.38 1.48 
May 2.95 3.60 4.19 4.23 4.89 4.13 5.87 2.37 1.86 1.39 1.47 
Jun 2.90 3.60 4.32 4.22 4.90 4.13 5.99 2.50 1.85 1.38 1.70 
Jul 3.03 3.60 4.23 4.22 4.91 4.13 5.84 2.47 1.85 1.37 1.70 
Aug 3.03 3.60 4.23 4.21 4.92 4.13 5.83 2.47 1.84 1.35 1.70 
Sep 2.97 3.60 4.16 4.21 4.91 4.13 5.85 2.47 1.84 1.37 1.70 
Oct 2.93 3.60 4.17 4.20 4.92 4.13 5.76 2.47 1.84 1.35 1.71 
Nov 2.95 3.60 4.24 4.21 4.90 4.13 5.85 2.47 1.85 1.37 1.70 
Dec 2.88 3.59 4.15 4.21 4.90 4.13 5.72 2.46 1.85 1.37 1.70 
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Figure 8 Contours of phase lags of major tidal constituents (K1, M2, O1 and S2) of Gulf of Khambhat and surroundings. 

Table 7 Intra-annual variability of Sea Level Anomaly (SLA). 

Month Daman Suvali Hazira Ambheta Dahej Khambhat Bhavnagar Pipavav Jafrabad Nawabandar Diu 

Jan -0.07 0 -0.09 0 -0.02 -0.01 -0.09 0.01 0 0 -0.13 
Feb -0.02 0 -0.04 -0.02 0.02 0 -0.03 0.03 0 0 -0.11 
Mar 0.03 0.01 0 0.01 -0.02 0 0.06 0 0 0.01 -0.09 
Apr -0.01 0 -0.03 0.01 -0.01 0 0.02 -0.08 0.01 0.01 -0.14 
May 0.01 0 0 0.01 -0.01 0 0.04 -0.09 0.01 0.02 -0.15 
Jun -0.04 0 0.13 0 0 0 0.16 0.04 0 0.01 0.08 
Jul 0.09 0 0.04 0 0.01 0 0.01 0.01 0 0 0.08 
Aug 0.09 0 0.04 -0.01 0.02 0 0 0.01 -0.01 -0.02 0.08 
Sep 0.03 0 -0.03 -0.01 0.01 0 0.02 0.01 -0.01 0 0.08 
Oct -0.01 0 -0.02 -0.02 0.02 0 -0.07 0.01 -0.01 -0.02 0.09 
Nov 0.01 0 0.05 -0.01 0 0 0.02 0.01 0 0 0.08 
Dec -0.06 -0.01 -0.04 -0.01 0 0 -0.11 0 0 0 0.08 
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Figure 9 The non-tidal residual of sea-level at selected locations; a) Daman, b) Hazira, c) Bhavnagar, d) Pipapvav and e) Diu. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

cations ( Table 3 ), the significance level is very low for the
inner Gulf locations. The maximum correlation has been no-
ticed in the offshore stations (Daman and Diu). The sea-
sonal wind regime of the area is portrayed in Fig. 10 for
three typical months of pre-monsoon (March), southwest-
monsoon (July) and northeast-monsoon (November), re-
spectively. Maximum wind speed could be noticed inJuly,
which is known as the peak monsoonal month. Wind speed
reaches its maxima at the offshore locations irrespective of
the seasons. Minimum wind impact could be observed inside
the Gulf during March, but for other seasons, the magnitude
of wind speed is considerable inside GoK. 

5. Discussion 

The measured and simulated tide elevation data indicates
that it has a northward increase, reaches the maximum at
the inner Gulf and had a slight decrease at the northern-
most location. Tidal amplitude varies inside the Gulf at dif-
ferent rates; it is minimum for the southern stations and at-
tains maximum inside the channel. The extremely variable
channel geometry could explain these phenomena over a
tidal cycle because, in a converging channel, the geometric
effects amplify the incident wave and the rate of conver-
gence depends on the channel convergence. Non-linearity
in the tides could be illustrated by comparing the eleva-
tion of the Gulf-mouth (Pipavav) with that inside the Gulf
(Hazira and Bhavnagar). The tidal amplification inside the
Gulf resulted from the quarter wavelength resonance of the
tides owing to its inherent geometrical settings ( Nayak and
Shetye, 2003 ). A similar condition was observed in the Gulf
of Kachchh, west coast of India, where amplification of tidal
amplitude arouse due to the convergence of the channel
( Shetye, 1999 ). But the amplification of tides in the Gulf of
Kachchh is quite smaller than that of GoK. 

Tidal constituents followed a similar trend of variation
as the tide elevation, which is quite evident. The amplitude
maxima are found in the case of M2, which indicates the
semi-diurnal dominance in the tide. The maximum M2 am-
plitude at Bhavnagar shows the amplification of M2 tide in-
side the Gulf. Amplification of semi-diurnal tide inside the
Gulf is higher than that of the diurnal, which is in favour
of the earlier studies. Semi-diurnal tides forced with neap
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Figure 10 Comparison between the non-tidal residual of sea-level with the alongshore component of wind in January 2014. 
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nd spring amplitudes at the estuary mouth exhibit simi- 
ar properties along the upper reach, which is produced by 
he combined effect of reflection (that reduces friction) and 
nhanced morphological convergence in case of an ideal es- 
uary ( Garel and Cai, 2018 ); but in GoK, diurnal tides had
mplification from mouth to head as resonance, together 
ith geometric effects and friction, built up the amplifica- 
ion. Similar results were obtained from the study carried 
ut by Nayak et al. (2015) , where they obtained M2 am-
litude of 0.40 m at the Gulf mouth, which has increased
o 1.50 m inside the Gulf and decreased to 0.70 m at the
ulf head. A similar trend is followed by the other ma-
or constituents (S2, K1 and O1). The present study re-
embles the earlier work and reveals that amplitudes of 
he major tidal constituents have an increase from Daman 
Gulf mouth) towards the inner Gulf and reached maxima 
n Bhavnagar, but had a further decrease in Khambhat (Gulf
ead). 
The study also manifests the fact that the amplification

s much higher on the western coast of the Gulf than on
he eastern coast. The principal over-tide and compound 
ides are M4 and MU2, respectively. The trend of propaga-
ion of M4 (increasing from mouth to head) confirms the
on-linearity of the system. If non-linearity is absent, the
agnitudes of M4 would rapidly decrease within the chan-
el from its small offshore values ( Aubrey, 1985 ). M4 trend is
lso important for water and sediment transport purposes, 
hich would be focussed on future research. By examining
he neap/spring cycles at five stations within a month, it
ould be inferred that the non-linear distortion of the tide
aries considerably. It is observed from the seasonal analy-
is that the average maximum amplitude is observed during
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Figure 11 Seasonal wind regime of Gulf of Khambhat in March (representing pre-monsoon), July (representing monsoon) and 
November (representing post-monsoon). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

July, which is due to the influence of peak south-west mon-
soon. 

It should be noted that the tidal amplitude is greater
during the flood flow rather than the ebb, which might ac-
cumulate sediment inside the GoK, which is known to be
one of the major turbid water body of the west coast of
India. Fine suspended sediment transport will be affected
by the non-linear tidal distortion as well. Depending on the
channel geometry, this effect becomes pronounced further
in the Gulf, where the tide is more non-linear. Tidal non-
linearity has implications for mass flux calculations com-
monly attempted in shallow water Gulf or estuaries. The
numerical simulations of Lee et al. (2016) in Delaware Bay
and the Chesapeake Bay concluded that the shape of estu-
aries and bays could also affect the tidal amplitude. Thus
it could be inferred that the funnel shape of the Gulf also
enhances the tidal amplification along with the other fac-
tors. The quarter diurnal compound tides include the major
constituent MS4, derived from the interaction of M2 and S2,
which lags the forcing tides (M2 + S2). This phase relation-
ship also enhances the tide asymmetry favouring flood. The
consistency of the phase lead/lag in all over-tides and com-
pound tides throughout the Gulf suggest it is a property of a
Gulf as a whole and not just of local characteristics. If the
compound tide amplitudes are much smaller than the forc-
ing constituents, they are insignificant to the tidal energy
balance. The growth of MSf inside the Gulf is not consistent;
rather, its amplitude depends upon atmospheric conditions,
suggesting it is not a simple compound tide. Higher value in
MSf amplitude indicates atmospheric disturbances such as
storms. 

Tide-prediction with monthly-, semi-annually- and
annually-averaged datasets has shown that the more the
number of data, the less error it would be in the predicted
tide. Even though the monthly analysis data could predict
the tide amplitude quite accurately, the best fit is found in
the case of the yearly analysis data. The contour lines of
diurnal and semi-diurnal constituents are found to be along
channel and cross-channel respectively inside the Gulf and
the amplification of M2 tide is much higher than that of the
others. The inherent geometry of the Gulf is responsible for
these orientations ( Nayak et al., 2015 ). Gradual changes in
phase lag from outer to inner GoK indicate the propagation
of tide inside the channel. 

The magnitude of the tidal form factor is found to be less
in the eastern GoK, indicating the dominance of the semi-
diurnal tides. A higher value of tidal form factor is obtained
in the offshore location both for the eastern and west-
ern GoK, which gradually decreased towards the inner Gulf
reaching its minima at the northern-most location, Khamb-
hat. Thus it could be inferred that the semi-diurnal com-
ponents mainly contribute to the tidal amplification from
southern GoK towards the north. In the western Gulf, a
higher value of tidal form factor manifested comparatively
better dominance of the diurnal tides. The tidal form fac-
tor calculated inside the Gulf revealed that in the eastern
as well as northern GoK, the dependence of the diurnal tide
on the semi-diurnal is very less. But at the south-western
GoK, it is more and reaches the maximum outside the Gulf
on the western coast. The values are nearly equal to 1 in Diu
and Nawabandar, which indicate that even a small change in
semi-diurnal tide would lead to a change in the diurnal tide
vice-versa in those locations. Overall, based on the mag-
nitudes of the tidal form factor, the tides of GoK are classi-
fied as mixed and predominantly semi-diurnal in nature. The
sea-level data of the entire year shows that the astronomi-
cal tide is mainly responsible for the sea-level variation. 

Tide prediction is carried out with the help of tidal con-
stituents estimated from monthly, half-yearly and annual
time series ( Table 8 ). Tidal amplitudes are found to be 1
to 10% lower in case of the estimate based on monthly time
series compared to the annual one. Tides are 1 to 6% lower
in case of the estimate based on six-monthly time series
compared to the annual one. 

Very less variation in the MSL is observed throughout the
year for each location, but an increase in MSL is recorded
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Table 8 Predicted tide during spring and neap tide using tidal constituents estimated from monthly, half-yearly and annual 
measured time series data. The values in brackets show the percentage reduction from the longest time series. 

Locations 1 month data 6 months data 1 year data 

Neap Spring Neap Spring Neap Spring 

Daman 5.23 (5.4%) 5.95 (1.2%) 5.43 (1.8%) 6.02 (2.0%) 5.53 6.14 
Hazira 7.12 (10.0%) 7.93 (2.5%) 7.45 (5.8%) 8.13 (2.2%) 7.91 8.31 
Bhavnagar 10.26 (3.1%) 10.96 (1.3%) 10.44 (1.4%) 11.11 (5.9%) 10.59 11.8 
Pipavav 4.16 (1.9%) 4.59 (0.7%) 4.24 4.62 - - 
Diu 2.31 (1.7%) 2.55 (1.9%) 2.35 2.60 - - 
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uring the monsoonal months due to strong monsoonal 
inds. MSL could be affected by so many factors on a re-
ional scale, but the major role is played by the over-
ying atmosphere. Changes in atmospheric pressure and 
ind stress are the primary cause of change in the MSL

 Amiruddin et al., 2015 ; Wouters et al., 2011 ), which would
ventually have an impact on the wind pattern of the
rea. Although the non-tidal sea-levels had smooth trends 
hroughout the year, there are some discrete undulations, 
hich could be the effect of the atmospheric disturbance 
IMD report, 2014). The positive correlation between the 
ide residual and the v-component manifests the depen- 
ence of the non-tidal component of sea-level on the at-
ospheric processes, but the atmospheric influence gets 
iminished inside the Gulf. Estuarine water levels are in- 
uenced primarily by astronomical tides and coastal pro- 
esses and secondarily by river flow ( Jay et al., 2015 ). Even
hough the river discharge could have an influence on the
SL variability of Gulfs and estuaries, its effect is found to
e negligible in GoK. The major discharge is contributed by 
iver Narmada, but its influence is found to be a purely lo-
alized phenomenon; it did not contribute to the Gulf dy- 
amics as a whole ( Mitra et al., 2020 ). Also, these sea-level
ariations, triggered by storm winds, could disturb the tide, 
hich has an astronomical origin. Along the east coast of
ndia, seasonal sea-level changes from atmospheric pres- 
ure variations vary from about 0.03 m at Colombo to 0.13
 at Paradip ( Shankar, 2000 ). The impact of atmospheric
ressure is not considered in the present study since there
as no large variation in the atmospheric pressure as there
as no cyclone during the study period. During the present
tudy, the v-component of wind had a positive correlation 
ith the sea-level throughout the year. Thus, in a nutshell,
t could be inferred that the non-tidal sea-level rise is due
o the alongshore component of wind, especially in the off-
hore stations. The seasonal wind regime of the area is also
n accordance with this. It could be noticed well that even
hough the global tidal model accurately predicts the tide 
levation data for the offshore locations, it fails to pre-
ict the same for the shallow areas where regional models 
hould better be used. The global model data are less reli-
ble in coastal zones than in the open ocean because of in-
ccurate geophysical corrections and noisier radar impulse 
esponses ( Deng and Featherstone, 2006 ). The performance 
f the global models in shallow water and coastal zones is
nferior to their performance in the open ocean in terms
f the accuracy of tidal constituent estimations and, con- 
equently, the accuracies of tidal height predictions ( Ray 
a
t al., 2011 ). But it is worth mentioning that neither the
hysics-based nor the observation-based methods can pro- 
ide the exact (error-free) tide predictions ( Simkooei et al.,
014 ). 

. Conclusion 

ea-level data collected at five locations in the Gulf re-
ealed that the astronomical tides are mainly responsible 
or the sea-level variation in this area. Tide propagates from
ulf mouth to head in a non-linear fashion. The major non-
idal factor contributing to the sea-level is the alongshore
omponent of wind, which shows a positive correlation with
he sea-level for each location. The amplitude of the ma-
or tidal constituents (M2, S2, O1 and K1) at Bhavnagar is
.33, 1.06, 0.69 and 0.28 m and at Diu is 0.48, 0.21, 0.42
nd 0.19 m respectively which infers the dominance of the
emi-diurnal component in the tidal amplification. The sum- 
er amplitudes of the major tidal constituents are much
igher than that of the winter amplitudes and the seasonal
ariability of the tidal constituents is comparatively higher 
n the inner stations than that of the offshore stations. The
idal form factor calculated for the locations in the Gulf
ndicates that tides in these areas are mixed and predom-
nantly semi-diurnal in nature. The phase lag of MS4 tide
rom that of M2 and S2 exhibits the dominance of flood over
bb in this area, resulting to accumulation of sediment in
he Gulf. Among the two models used in the present study,
he global tide model FES2014 largely underestimates the 
ides inside the Gulf. In contrast, the MIKE21 Global Tide
odel could predict the same more accurately. 
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Summary In this paper, we discuss the first setup of a hydrodynamic model for the fjord-type 
estuary Kangerlussuaq, located in West Greenland. Having such a high-fidelity numerical model 
is important because it allows us to fill in the temporal and spatial gaps left by in situ data and 
it allows us to examine the response of the fjord to changes in ice sheet runoff. The numeri- 
cal model is calibrated against in situ data, and a one-year simulation was performed to study 
the seasonal variability in the physical oceanographic environment and the fjord’s response to 
changing meltwater runoff. The fjord consists of two distinct parts: a deep inner part that is 
80 km long with weak currents and a shallow part that covers the outer 100 km of the fjord 
connected to the ocean. The outer part has very fast currents ( ∼1.3 m/s), which we suggest 
prevents winter sea ice formation. The dominant currents in the fjord are oriented parallel to 
the long axis of the fjord and are driven by tides and (during summer) freshwater inflow from 

meltwater-fed rivers. Furthermore, mixing processes are characterized by strong tidal mixing 
and bathymetric restrictions, and the deep-lying water mass is subject to renewal primarily 
in wintertime and is almost dynamically decoupled from the open ocean during summertime. 
Finally, a sensitivity study on the changing meltwater runoff was performed, showing that in- 
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creasing freshwater runoff considerably strengthens stratification in the upper 100 m of the 
water column in the inner part of the fjord. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he largest ice mass in the Northern Hemisphere, the 
reenland Ice Sheet (GIS), experienced a mass loss of 
,902 ± 342 billion tonnes of ice between 1992 and 2018 
 Shepherd et al., 2020 ). The most pronounced effects of
limate change, such as the increase in surface air tem-
erature, occur in the Arctic region due to polar ampli-
cation ( IPCC, 2013 ), which has increased the freshwa-
er runoff ( Trusel et al., 2018 ). The freshwater discharged 
rom the GIS mostly transits through fjords, where it can 
e significantly modified before reaching the open ocean 
 Cottier et al., 2010 ). Therefore, fjords are considered 
o be a vital link between the inland ice and the ocean
 Straneo and Cenedese, 2015 ), and it is essential to have
 detailed understanding of fjord dynamics. Moreover, an 
mproved understanding of the drivers of fjord circulation is 
equired to explain regional climate changes in Greenland 
nd how the fjord circulation may change in response to
hanging boundary conditions ( Straneo et al., 2013 ). 
Early studies on Arctic fjords were primarily conducted 

ecause fjords contain information on past ice sheet vari- 
bility and sedimentary records (e.g., Storms et al., 2012 ).
nother motivation was that fjord systems contain complex 
arine ecosystems and because local communities are de- 
endent on fjords for fishing and hunting (e.g., Born and 
öcher, 2001 ). It was relatively recently that the physical 
ceanographic environment of fjords has been the main fo- 
us ( Cottier et al., 2010 ), and such knowledge will allow for
 better interpretation of fjord-related research. 
The most accurate method to obtain the physical condi- 

ions in Arctic fjords is by collecting in situ measurements.
owever, the harsh Arctic environment, the scale of individ- 
al fjords, the number of fjords and the range of time- and
pace-scales over which important processes occur make it 
ogistically difficult and expensive to collect large amounts 
f in situ data that are representative of the whole fjord.
herefore, a major limitation in the Arctic is the lack of in
itu data. Another approach to obtain an understanding of 
he physical state of a fjord is modelling. Although numer-
cal models are a simplification of reality, they can act as
n additional tool to fill in the spatial and temporal gaps in
n situ data and consequently understand the physical pro- 
esses at work. In addition, numerical models allow one to
xamine the fjords response to changes in boundary condi- 
ions. 
A growing body of literature has studied Green- 

andic fjord systems (see e.g., Catania et al. (2020) and 
ignot et al. (2012) for an overview). These studies have 
ooked at fjords from two different perspectives. The first 
erspective is that the fjord is a mixing zone where the rel-
vant flow transports heat into the fjord and directly to-
ards the glacier terminus ( Cowton et al., 2016 ; Holland
t al., 2008 ; Mortensen et al., 2011 ; Rignot et al., 2010 ;
utherland et al., 2014 ), which affects glacial melting. The
ther view also regards fjords as mixing zones, but the fo-
us is on the transformation and export of meltwater runoff
rom the GIS towards the ocean ( Straneo et al., 2011 ), po-
entially influencing shelf circulation (e.g., Murray et al., 
010 ). 
In this paper, we focus on the fjord Kangerlussuaq

also called Søndre Strømfjord), located in West Green- 
and. This fjord receives large quantities of freshwater from
eltwater-fed rivers each year. Van As et al. (2018) found
hat the average discharge of the main meltwater river
owing into the fjord, i.e., the Watson River, increased
y 46 percent between 2003—2017 compared to the 1949—
002 average. Moreover, the interannual variability in the 
eltwater runoff increased considerably. However, it is not 
lear how these variations in meltwater runoff have in- 
uenced the fjord Kangerlussuaq. An increase in the an-
ual volume of freshwater runoff from the GIS influences 
he physical structure of the water column, including the
emperature-salinity structure, the strength of the strat- 
fication ( Kjeldsen et al., 2014 ; Mortensen et al., 2013 )
nd the primary production (e.g., Arendt et al., 2010 ;
ziallas et al., 2013 ). To understand the fjord’s response to
hanging meltwater runoff and the physical oceanographic 
onditions in general, a hydrodynamic model was estab- 
ished in this study. Additionally, this model is also used
o perform a sensitivity analysis by changing the meltwater
unoff. 
The paper is structured as follows: in Section 2 , the study

rea is described together with the available measurements 
nd observations. Datasets of the freshwater input, the at-
ospheric parameters and the sea ice cover are used to
orce the model. In Section 3 , the setup of the numerical
odel is presented, as well as all the model parameters
nd parameterizations, the model domain and the bound- 
ry conditions. We performed a one-year simulation from 

arch 2005 until March 2006 with input data that are a com-
ination of data from multiple years and some are some-
hat idealized (meltwater runoff). Therefore, the aim is 
o determine the seasonal dynamics and the temperature- 
alinity structure of the fjord as a whole during the period
f one year. To gain confidence in the model’s performance,
e calibrated the model against in situ data of the water
evel and vertical profiles of the temperature and salinity.
his calibration procedure is described in Section 4 and is
ivided into a barotropic and baroclinic part. The main out-
uts of the model are presented and discussed in Section 5 ,
hich is divided into three parts: 1) the circulation pat-
ern in the fjord, 2) the seasonal dynamics of the wa-
er masses and 3) a sensitivity study towards meltwater
unoff. Finally, some concluding remarks are presented in 
ection 6 . 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Sentinel-2 true-colour image of the fjord Kangerlussuaq, acquired 31 July 2017. The locations where the three main 
meltwater rivers enter the fjord are indicated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Study area and observations 

2.1. Regional setting 

The fjord Kangerlussuaq is a large fjord located at the Arc-
tic circle in West Greenland ( Figure 1 ) and is classified as
a fjord-type estuary ( Lund-Hansen et al., 2010 ). The fjord
is 180 km long, and there are two branches at the mouth
of the fjord that connect the fjord with the open ocean.
Further west from the mouth of the fjord at the continen-
tal slope, the West Greenland Current is located. The West
Greenland Current is a continuation of the East Greenland
Current and the Irminger Current, which are governed by
the cold and relatively fresh water of Arctic origin and warm
and salty water that originated in the Atlantic, respectively
( Myers et al., 2007 ; Sutherland and Pickart, 2008 ). 

In Figure 3 , the bathymetry of the fjord Kangerlussuaq,
which was surveyed by the Danish Geodata Agency, is pre-
sented. The fjord can be divided into two distinct parts: the
outer 100 km of the fjord is shallow (30—60 m) and narrow
( ∼1.5 km). The inner part is much deeper (up to 300 m) and
wider ( ∼5 km). A steep slope defines the transition between
the two parts of the fjord where the bottom rises approxi-
mately 215 m over 13 km and is located close to the mouth
of the Sarfartoq River ( Figure 1 ). 

2.2. Freshwater sources 

The fjord receives freshwater from snowmelt, sea-ice melt,
precipitation, local glaciers and the GIS. Large quantities
of freshwater runoff enter the fjord in the summertime
primarily from three rivers; the Watson River (66 °57 ́54 ̋N,
50 °51 ́50 ̋W) flows into the northeast head of the fjord, the
Umivit River (66 °50 ́2 ̋N, 50 °48 ́37 ̋W) enters at the south-
east head of the fjord and the Sarfartoq River (66 °29 ́30 ̋N,
52 °1 ́30 ̋W), which enters in approximately the middle of
the fjord. The rivers drain meltwater from the GIS and the
Sukkertoppen ice cap ( Figure 1 ). Hudson et al. (2014) esti-
mated the catchment area of each river based on the ice
surface and basal topography, and this area is 3639 km 

2 ,
6320 km 

2 and 5385 km 

2 for the Watson River, the Umivit
River and the Sarfartoq River, respectively. The catchment
area of the Watson River was also determined in multiple
previous studies, and this value differs significantly from
one study to the other. For instance, catchment areas of
9743 km 

2 ( Hasholt et al., 2013 ), 6130 km 

2 ( Mernild et al.,
2010 ), 12547 km 

2 ( van As et al., 2012 ) and 12000 km 

2

( Lindbäck et al., 2015 ) have been reported. Field measure-
ments of the discharge of the Watson River were conducted
by Hasholt et al. (2013) from 2007 to 2010. The peak dis-
charge was usually observed in July/August, and a peak flow
of 1620 m 

3 s −1 was measured. The flow in the rivers is almost
zero from October/November until April/May each year, and
during 2007—2010, the average annual total discharge vol-
ume was 3.7 km 

3 . 

2.3. Atmospheric and sea ice observations 

Meteorological observations at an elevation of 50 m were
obtained from the Danish Meteorological Institute (DMI)
weather station, located at the airport of Kangerlussuaq
(67 °01 ́N, 50 °42 ́W), which includes the wind speed and
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Figure 2 Observations from the DMI weather station, located at the airport of Kangerlussuaq. (a) The relative humidity (gray 
line) and the wind speed corrected to a height of 10 m above mean sea level (black line). (b) The cloud cover (gray line) and the 
dry bulb air temperature (black line). The data are taken from Cappelen (2016) . 
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irection, relative humidity, cloud cover and air temper- 
ture ( Cappelen, 2016 ). The wind measurements were 
orrected for height (from 50 m to 10 m above mean sea
evel) using the wind profile power law (e.g., Shore Protec-
ion Manual, 1984 ). The data were sampled every 1 hour,
nd the data used to force the model during our one-year
imulation are presented in Figure 2 for the period of March
005 to March 2006. 
The mean corrected wind speed for the one-year model 

imulation is approximately 3 m/s, but some relatively 
trong winds up to 12.2 m/s were observed. The dominant
ind direction is north-easterly, which corresponds to the 
ind blowing out of the fjord. Typical values for the rela-
ive humidity are approximately 70%. The cloud cover varies 
ubstantially with cloud-free days (0%) and days with 100% 

loud cover. The recorded air temperature varied between 
pproximately + 20 °C in summer and —38 °C in winter. The
ir temperature dropped below zero degrees around Oc- 
ober and was negative until approximately the start of 
ay. 
Sea ice formation and breakup were studied using op- 

ical imagery collected by the Moderate-resolution Imag- 
ng Spectroradiometer (MODIS) onboard the Terra and Aqua 
atellites from the NASA Worldview application during the 
009—2017 period. The sea ice extent is necessary to force
he numerical model and for the winter of the one-year
odel simulation (2005/2006), observations were available 
rom the Advanced Synthetic Aperture Radar (ASAR) instru- 
ent onboard the Envisat satellite. Generally, initial sea ice 
ormation starts in mid-November, and the fjord is sea ice 
ree beginning in June. Sea ice only forms in the inner part
f the fjord and reaches up to approximately 1 metre thick
 Hawes et al., 2012 ; Nielsen et al., 2010 ). For the winter
f 2005/2006, sea ice formation started in the beginning of
ecember 2005 and reached its maximum areal extent at 
he end of December. The last sea ice floes were observed
n 23 May 2006. 
.4. Water level and CTD measurements 

easurements of the water level at several locations 
hroughout the fjord (points a, b and c in Figure 3 ) were
onducted from June 2011 until mid-September 2011 using 
olinst Levelogger Gold recording devices (Solinst Canada 
td, Georgetown, Ontario, Canada). These devices were 
laced under the waterline during low tide, and they mea-
ured the pressure at 5 min intervals. The water levels are
omputed from the pressure difference as the tidal wave 
asses, and a mean spring tidal range of 3.5 metres is found.
oreover, the tidal wave travels in approximately 3.5 hours
rom the open ocean (point a in Figure 3 ) to the head of the
jord (point c in Figure 3 ). The tidal character may be de-
ned by the form factor, F , which is the sum of the two main
iurnal components ( K 1 , O 1 ) divided by the sum of the two
ain semidiurnal components ( S 2 , M 2 ) and reads as follows

 Courtier, 1939 ): 

 = 

(K 1 + O 1 ) 
(M 2 + S 2 ) 

. (1) 

Classical harmonic analysis using the tidal fitting toolbox 
 Grindsted, 2020 ) was used to compute the four tidal con-
tituents in Eq. (1) . Based on the form factor, four different
ypes of tides can be distinguished. At the head of the fjord,
he form factor has a value of 0.24, which means that the
idal character is classified as semidiurnal. 
Conductivity, temperature and pressure data were col- 

ected during two surveys that were carried out on 3—5
ugust 2005 and on 26—27 February 2006. These measure-
ents are described in Nielsen et al. (2010) . During the
urvey in August, a total of 16 vertical profiles were made
long the entire fjord using a 19plus SEACAT Profiler (Sea-
ird Electronics, Bellevue, WA, USA). The survey in February
ncludes 6 different vertical profiles that were made on the
ea ice-covered part of the fjord; hence, only the inner part
f the fjord was surveyed. 
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Figure 3 The model domain, bathymetry and horizontal computational mesh. The three red dots (points 1, 2 and 3) indicate the 
positions of the calibration points for the baroclinic part, and the three magenta dots (points a, b and c) show the calibration points 
of the barotropic part. The points P1 and P2 shown in the magnifications of the fjord show the beginning and end of the vertical 
cross sections, which are shown in multiple figures in this paper, respectively. Furthermore, the solid light blue line at the mouth of 
the fjord depicts the open ocean boundary. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Model description 

The numerical model of the fjord Kangerlussuaq was imple-
mented using the commercially available three-dimensional
MIKE 3 Flow Model (2016 version) software. The MIKE 3
model is well documented, and a comprehensive descrip-
tion can be found in DHI 2016b . An overview of all the
input parameters, the choice of the different modules in
MIKE 3 and the sources of the boundary and initial condi-
tions used in the simulations are summarized in Table 1 . The
model setup is described in detail in the remainder of this
chapter. 

3.1. Model setup 

The MIKE 3 model numerically solves the Reynolds-averaged
Navier-Stokes (RANS) equations with the assumptions of
Boussinesq and hydrostatic pressure using a cell-centred fi-
nite volume method ( DHI, 2017 ). The RANS equations are
closed with a turbulent scheme by adopting the eddy viscos-
ity concept, where the vertical and horizontal eddy viscosi-
ties are represented by the standard k- ε model ( Rodi, 1984 )
and the Smagorinsky formulation ( Smagorinsky, 1963 ),
respectively. 
The bathymetry of the modelled fjord, the model do-
main and the horizontal computational mesh are presented
in Figure 3 . The computational mesh is a combination of
triangular elements and quadrangular grid cells. We antic-
ipated a pre-dominant water flow direction along the long
axis of the fjord with limited across-fjord variability. There-
fore, we used quadrangular grid cells in the main part of
the fjord that allow for a coarser resolution in the along-
fjord direction than in the across-fjord direction; hence,
the number of elements and the computation time are re-
duced. Moreover, the quadrangular cells simulate the flow
more accurately compared to the triangular elements in this
case because the elongated quadrangular cells favour water
flow along the element, while the triangular elements en-
hance divergence in the water flow ( DHI, 2016a ). The com-
putational mesh has 1984 elements (computational cells) in
the surface layer. The smallest element has a characteristic
length of approximately 160 m, and the largest cell has a
dimension of approximately 1000 m, which is directed along
the long axis. The vertical domain was discretized using 40
vertical layers with a resolution of 1 m at the surface layer
down to 15 m at the bottom. The first 5 vertical layers start-
ing at the surface are terrain-following sigma layers. The
remaining vertical layers are z-layers, which do not follow
the bottom terrain and are defined at fixed depths. 
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Table 1 Overview of the input parameters and module options used in the MIKE 3 model. 

Input Parameter Value or module option 

Horizontal mesh Resolution (min, max) = (160, 1000) m 

Vertical mesh Combined sigma/z-level; 5 sigma layers to a depth of 10 m and 35 z-layers. Resolution (min, 
max) = (1, 15) m 

Time period 1 March 2005—01 March 2006 
Maximum time step 300 s 
Solution technique Higher order scheme 
Eddy viscosity Horizontal eddy viscosity: Smagorinsky formulation 

Vertical eddy viscosity: k- ε model 
Bed resistance Constant roughness height: 0.05 m 

Dispersion Horizontal dispersion coefficient: 1 
Vertical dispersion coefficient: 0.1 

Coriolis forcing Constant in domain 
Atmospheric forcing Observations available from the DMI weather station located at the airport of Kangerlussuaq 

and includes 
- Wind speed and direction 
- Air temperature 
- Cloud cover 
- Humidity 

Ice coverage Sea ice coverage derived from Envisat satellite imagery 
Sea ice roughness: 0.01 m 

Initial conditions Water level 0 m 

Velocities 0 m s −1 

Salinity from February 2006 measurements ( Nielsen et al., 2010 ) 
Temperature from February 2006 measurements ( Nielsen et al., 2010 ) 

Boundary conditions Rivers average discharge of 2007-2010 observations ( Hasholt et al., 2013 ) 
Sea water levels from DTU global tide model 
Sea salinity and temperature from the Global Ocean Physics Reanalysis product (Copernicus) 
Sea current velocities from the Global Ocean Physics Reanalysis product (Copernicus) 
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.2. Initial and boundary conditions 

he initial conditions (simulation started on 01 March 2005) 
ere obtained from the CTD profiles taken on 26 Febru-
ry 2006. Although these measurements are from a dif- 
erent year, we used them because the temperature and 
alinity distributions throughout the fjord in wintertime are 
ery homogeneous and relatively similar from year to year 
 Nielsen et al., 2010 ). The initial conditions in the outer,
hallow part of the fjord were obtained by interpolating be-
ween the measurements of the vertical profiles in the inner
art of the fjord and the values at the open ocean bound-
ry obtained from the E.U. Copernicus Marine Environment 
onitoring Service (CMEMS) Global Ocean Physics Reanalysis 
roduct ( CMEMS, 2018 ). If these initial conditions were not
epresentative of those in the outer part of the fjord, we
ould expect the model conditions in this region to adjust
owards realistic values within a much shorter timescale 
han the length of the experiment. Since we do not simu-
ate such an adjustment, we argue that this interpolation 
rovides a close approximation to the real conditions within 
he outer part of the fjord. The lateral boundary condi-
ion located outside the mouth of the fjord combines the
ater level, current velocities, temperature and salinity. 
wo different sources of data for the open ocean bound-
ry were used. The water level was predicted based on 
idal constituents from the DTU10 global ocean tide model
 Cheng and Andersen, 2010 ). This model includes 10 tidal
onstituents and has a resolution of 0.125 ° × 0.125 °. The
utput of the DTU10 global ocean tide model compares
ell with the water level measurements at the mouth of
he fjord, with the difference generally being less than 10
m. The sea water velocities, temperature and salinity were
aken from the CMEMS global ocean physics reanalysis prod-
ct ( CMEMS, 2018 ). This product has a horizontal resolution
f 1/12 °, 50 vertical layers down to a depth of 5500 metres
nd provides daily mean values.The lateral boundary is indi-
ated by the solid light blue line in Figure 3 . The barotropic
art of the open boundary was specified using Flather’s
oundary condition ( Flather, 1976 ), which is a combination
f the water level and sea water velocities. The water ve-
ocities are not necessary to force the model but are im-
osed for stability reasons. Furthermore, the temperature 
nd salinity were defined as Dirichlet boundary conditions. 
The following atmospheric data were included in the 

odel: wind speed and direction, dry bulb air temperature,
loud cover and relative humidity. Observations of these 
arameters were obtained from the DMI weather station 
 Figure 2 ), and these observations are taken as represen-
ative values for the entire fjord. The validity of this as-
umption was checked by comparing the atmospheric data 
btained at the Kangerlussuaq airport with those at the
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Figure 4 Estimated discharge from the Watson River used as input to the model. The solid black line shows the discharge per 
second, and the gray solid line shows the accumulated discharge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sisimiut airport, which is located further north and closer
to the ocean (the comparison is not shown here). Because
the inland climate is different from the coastal climate,
using values from the Kangerlussuaq airport for the entire
fjord may lead to a loss of realism for the atmospheric in-
put data close to the coast. Precipitation and evaporation
are neglected because they are assumed to be negligible
for our study area. This is because the area of Kangerlus-
suaq is exceptionally dry due to orographic shielding by the
Sukkertoppen ice cap ( Box et al., 2006 ). This dryness, to-
gether with water losses from evaporation, causes the con-
tribution of precipitation to be minimal compared to the ice
sheet runoff ( Hasholt et al., 2013 ). An input file of the ice
concentration was prepared based on Envisat ASAR satellite
imagery during November 2005 to May 2006. This file defines
the location of the sea ice (ice concentration of 100%) and
covers the inner, deep part of the fjord to approximately
the Sarfartoq River from December to May. 

3.3. Freshwater input 

The three meltwater rivers were represented in the model
as point sources, which are placed in the surface layer. A
‘simple source’ option was used where the source discharge
only contributes to the continuity equation ( DHI, 2017 ).
The salinity was set to 0 psu (practical salinity unit)
( UNESCO, 1987 ), and the runoff temperature was set to
1 °C. The temperature as well as the discharge of the Wat-
son River has some small-scale fluctuations, where the tem-
perature of the Watson River typically varies between 0 °C
and 2 °C (unpublished data). This is because of the day and
night cycle and the resulting changes in air temperature.
However, because we are interested in the general circula-
tion pattern in the fjord system, we neglected all the high
frequency variations found in the meltwater runoff. Fur-
thermore, we generated an idealised time-series of the dis-
charge, which was based on the average annual discharge of
the Watson River during 2007—2010 ( Hasholt et al., 2013 ),
see Figure 4 . The peak discharge is assumed to occur in late
July (Julian day 200) and has a value of 1070 m 

3 s −1 . Based
on our idealised time-series of runoff, the average accu-
mulated annual discharge of the Watson River is 3.7 km 

3 .
There are no data on the discharges of the Umivit and Sar-
fartoq Rivers. Therefore, we assumed the same shape as the
Watson River discharge ( Figure 4 ), but we scaled the values
based on the catchment areas given by Hudson et al. (2014) .
Therefore, the discharge of the Watson River is multiplied
by factors (6320/3639) and (5385/3639) for the Umivit River
and the Sarfartoq River, respectively. The resulting total an-
nual accumulated discharge of the Umivit River is 6.4 km 

3 

and 5.5 km 

3 for the Sarfartoq River. 

4. Model calibration 

The model calibration was divided into barotropic and baro-
clinic parts. It was not possible to perform a validation pro-
cedure because of the lack of adequate in situ data. 

4.1. Barotropic part 

For the barotropic part of the calibration, the simulated
surface elevation was calibrated against the water level
measurements. However, these measurements (30 July 2011
to 01 September 2011) are not available for our simulated
time period (March 2005 to March 2006). Therefore, we per-
formed an additional simulation for the period when the
water level measurements were taken. The model setup,
sources of the boundary conditions and sources of the atmo-
spheric forcing for the new time period were all the same
( Table 1 ). New input data for the boundary conditions and
the atmospheric forcing were generated, but the initial con-
ditions of the salinity and the temperature were kept iden-
tical to the 2006 observations. The potential differences in
the vertical profiles of salinity and temperature between
the simulation periods have a very small influence on the
water level variation. This was checked by running the same
simulation but with a constant initial temperature of 0 °C
and salinity of 24 psu. The difference in water level between
these simulations was less than 0.02 ± 0.025 m averaged
over points a, b and c (see Figure 3 ). 

The resolution of the horizontal computational mesh
was the main parameter altered during the calibration of
the barotropic part. A sufficiently fine mesh was required
to reproduce the observed water levels in the fjord. The
influence of the bed roughness was found to be minor and
therefore kept as the default value. The model simulation
is compared with the observations at points a, b and c
in Figure 3 . The model simulation is in good agreement
with the observations ( Figure 5 ), with a root mean square
error of 0.12 m at point c. The phase of the tidal wave is
very well reproduced throughout the fjord, meaning we
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Figure 5 Observed water level (black line) and simulated water level using MIKE 3 (red line) at points a, b and c, as indicated in 
Figure 3 , for a one-month period. 
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ave a good representation of the bathymetry, as this is 
he main contributor to the phase of the simulated tidal
ave. Some discrepancies are present, with a small overes- 
imation during spring tide and an underestimation during 
eap tide. These minor discrepancies are already observed 
hen comparing the input of the model (from the DTU10
lobal ocean tide model) at the open ocean boundary with
easurements taken outside the fjord (results not shown 
ere). Therefore, the small errors are due to the input of
he model at the open ocean boundary, and the model itself
eproduces the tides very well. 

.2. Baroclinic part 

he second step of the calibration involved comparing ver- 
ical profiles of density, salinity and temperature at three 
oints (points 1, 2 and 3 in Figure 3 ). Two main parameters
ere altered during this part of the calibration: the type
nd resolution of the vertical mesh and the vertical disper-
ion coefficient. Only a few terrain-following sigma layers 
ere adopted because using more of these layers resulted in 
oo much mixing in the deep inner part of the fjord. The rea-
on for this excessive mixing is the very steep slope between
he outer and inner parts of the fjord (see Figure 10 around
ross section length 100,000 m). If such a steep slope is
epresented with terrain-following sigma layers, the grid 
ells are directed almost vertically, which causes significant 
ixing errors and results in unrealistic flows ( DHI, 2016b ). 
Furthermore, we reduced the vertical dispersion coeffi- 

ient to a value of 0.1. This low value was required to limit
he amount of vertical mixing, which was found to be too
arge when using the default value of 1. The necessity of this
ow dispersion coefficient suggests that there is too much
ertical mixing by default in the model. 
The comparison between the simulated vertical density, 

emperature and salinity profiles from the calibrated model 
nd the measurements at the three calibration points is 
resented in Figure 6 . In general, there is a good agreement
etween the simulation and measurements, which gives us 
onfidence that the main physics are well captured during
ummertime. A very good comparison is obtained at point 2
nd point 3. At point 1, however, deviations are observed in
oth temperature and salinity. The simulated temperature 
s approximately 1—2 °C warmer than that of the measure-
ents. Moreover, the salinity in the depth range of 10—45
 is too saline. The reason for the deviation in temperature
t point 1 is most likely because of the applied boundary
ondition at the mouth of the fjord. The resolution of the
lobal Ocean Physics Reanalysis product is much coarser 
han the vertical resolution of our model, which will lead
o some discrepancies. Moreover, we checked the surface 
emperature of the applied boundary condition (taken from 

he Global Ocean Physics Reanalysis product) against the 
easurements made with the Solinst Levelogger recording 
evices during June—October 2011. The surface tempera- 
ure taken from the Global Ocean Physics Reanalysis product
s generally 0.5—2.5 °C warmer than the measurements. 
his finding strengthens our suspicion that the observed 
eviations in the temperature at point 1 are due to errors in
he applied boundary condition. Overall, the results of the
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Figure 6 (a—c) Observed (black line with dots) and simulated (solid orange line) vertical profiles of the density at three locations 
in the fjord, as indicated in Figure 3 . (d—e) Observed (line with dots) and simulated (solid line) vertical profiles of the temperature 
(gray) and salinity (black) at points 1, 2 and 3 for panels (d), (e) and (f), respectively. The profiles were obtained on 3 August 2005. 

Figure 7 Sensitivity runs of varying meltwater runoff scenarios at points 1, 2 and 3, as indicated in Figure 3 . The values given 
in the legend refer to the catchment area of the Watson River. Note that the value of 3639 km 

2 is the value used in Figure 6 . The 
profiles were obtained on 3 August 2005. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

calibration are satisfactory compared with other modelling
studies of Arctic fjords such as Young Sound/Tyrolerfjord
( Bendtsen et al., 2014 ) and Hornsund ( Jakacki et al., 2017 ).

4.3. Meltwater forcing sensitivity 

As described in Section 2.2 , varying Watson River catch-
ment area values were reported in the literature, ranging
from 3639 km 

2 to approximately 12000 km 

2 . Using a larger
catchment area of the Watson River would reduce the
discharges of the Umivit and Sarfartoq Rivers because these
values are scaled with the catchment areas. To test the
accuracy of the imposed runoff forcing, additional simula-
tions were performed using Watson River catchment areas
of 6000 km 

2 , 9000 km 

2 and 12000 km 

2 . The results of these
simulations are presented in Figure 7 for the salinity. The
temperature is not shown because the deviation between
the different simulations was negligible. From Figure 7 , it
follows that using a larger catchment area of the Watson



D. Monteban et al./Oceanologia 62 (2020) 460—477 469 

Figure 8 (a) Vertical cross section along the fjord showing the time-averaged, absolute current speed for August 2005. The start 
and end of the cross section along the fjord are indicated in Figure 3 with points P1 and P2, respectively. Moreover, the vertical 
transect follows the centreline of the fjord. Lines Pos I and Pos II indicate the locations of the vertical profiles showing the temporal 
variability in the mean daily currents directed into the fjord from March 2005 until March 2006 in panels (b) and (c), respectively. 
Note the differences in the definitions of the current speeds in (a) and (b, c); in (a), the shown values are the absolute values, while 
in (b and c), a positive value indicates a flow directed into the fjord. 
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iver (and therefore a smaller discharge of the Umivit River
nd Sarfartoq River) results in a salinity that is too high,
specially at point 2, which is close to the Sarfartoq River.
he best agreement with the measurements is obtained 
ith the used Watson catchment area of 3639 km 

2 , giving
s confidence in the applied runoff forcing. 

. Results and discussion 

.1. Circulation pattern and currents 

he circulation pattern in the fjord is primarily in the along-
jord direction, with currents in the across-fjord direction 
eing very small. No rotational effects are observed in the
jord, which is supported by computing the internal Rossby 
adius (e.g., Cottier et al., 2010 ), which has a value of
etween 6—12 km at this latitude. The Rossby number is
arger than the width of the fjord (approximately 5 km at its
idest point), and therefore, rotational dynamics only have 
 minor influence on the flow. Given that the across-fjord
ariations are minor, the general circulation in the fjord is
tudied by plotting the time-averaged current speed along 
he length of the fjord in Figure 8 a for August 2005. The
urrents in the deep inner part are slow, with typical time-
veraged values of approximately 0.05 m/s. In the narrow
nd shallow middle part of the fjord, averaged values up to
.3 m/s are observed. Moreover, extremely high instanta- 
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Figure 9 Simulated vertical temperature (colours) and salinity profiles (contour lines) at points 1 (panel a) and 3 (panel b) (see 
Figure 3 ) for the one-year simulation (from March 2005 until March 2006). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

neous current velocities up to 3.5 m/s were found close to
the Sarfartoq River (not shown here), where the width and
depth of the fjord are small. The values for the month of Au-
gust are higher than those in the winter months because in
summertime, meltwater inflow from the rivers causes some
additional barotropic currents. To show this difference, we
plotted the temporal variability in the currents at a location
close to the mouth of the fjord in Figure 8 b and in the inner,
deep part of the fjord in Figure 8 c. At both locations, two
different regimes are visible. From approximately May until
December, there is a net outflow in the upper layer, which is
the lower density freshwater-influenced water flowing out.
During winter, the discharge from the meltwater rivers is
negligible, and no clear vertical gradient in the currents is
observed. Furthermore, the spatial variations in modelled
current speed ( Figure 8 a) appear to be related to the
spatial variations in sea ice cover in the fjord. Generally,
the sea ice cover extends to the middle of the fjord around
the mouth of the Sarfartoq River ( Figure 1 ), where the
currents are very strong even in winter. Therefore, we
suggest that these strong currents prevent the sea ice from
forming. 

5.2. Seasonal dynamics of water masses 

A description of the water masses in the fjord Kangerlus-
suaq was given by Nielsen et al. (2010) , which was based on
two surveys of the vertical profiles of salinity and tempera-
ture (February 2006 and August 2005) that are used as initial
conditions and for the calibration of the model in this paper.
By using our numerical model, we provide a more compre-
hensive image of the seasonal dynamics of the water masses
because we can study the development of the temperature
and salinity over a period of one year. The simulated sea-
sonal variation in the vertical salinity and temperature pro-
files obtained at points 1 and 3 (see Figure 3 ) are presented
in Figure 9 . Cross sections of the salinity and temperature
along the fjord direction during summer (01 August 2005)
and winter (01 March 2006) are shown in Figure 10 . 

5.2.1. Mixing processes 
Understanding how fjord processes modulate mixing be-
tween meltwater runoff and coastal waters is vital to
understand biological processes such as primary production
( Hopwood et al., 2020 ) and to parametrize fjords in climate
models ( Straneo and Cenedese, 2015 ). For the fjord Kanger-
lussuaq, the salinity and temperature structure indicate
that mixing is primarily due to internal processes. The fjord
is strongly stratified during summer in the inner part of
the fjord. A clear layered structure of the water column
is present with the salinity and temperature varying from
approximately 5 psu and 7 °C at the surface down to 24.5
psu and —0.5 °C at the bottom, respectively ( Figure 10 a and
Figure 10 b). Wind mixing is only a relatively small contribu-
tor to mixing in the fjord because there are gradual changes
observed in salinity and temperature in the upper 70 m.
A well-mixed, homogeneous top layer would be present
if there was strong wind-driven mixing. Therefore, the
deep-lying water mass appears shielded from changes in at-
mospheric conditions on the time-scale of our experiments
( Nielsen et al., 2010 ). This shielding can also be concluded
from the fact that the properties of the deep-lying water
masses hardly change during summer. The limited wind
mixing was also found for the Uummannaq fjord system in
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Figure 10 Vertical cross section along the fjord direction of salinity (panels a and c) and temperature (panels b and d) on 01 
August 2005 (panels a and b) and 01 March 2006 (panels c and d). The mouth of the fjord is located on the left side of the figure 
at cross section length 0 m. The start and end of the cross section along the fjord are indicated in Figure 3 with points P1 and 
P2, respectively. Moreover, the vertical transect follows the centreline of the fjord. Points x, y and z are the locations where the 
density is extracted in Figure 11 . 
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Figure 11 Seasonal density variations at three points (see Figure 10 ). Point x is located in the shallow inner part of the fjord at a 
depth of 50 m, and point y and point z are located in the inner, deep part of the fjord at depths of 100 m and 200 m, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

West Greenland ( Carroll et al. 2018 ). Both the Uummannaq
fjord and the fjord Kangerlussuaq are therefore exposed
to much weaker winds compared to the fjords found in
southeast Greenland ( Harden and Renfrew, 2012 ) such as
the Sermilik and Kangerdlussuaq fjords ( Sutherland et al.,
2014 ). Further, the tidal currents are very fast ( ∼1.3 m/s)
over the long, shallow sill of the fjord ( Figure 8 ). The strong
tidal mixing tends to break down stratification, resulting
in a relatively homogeneous water column in the shallow,
outer part of the fjord in both winter and summertime
( Figure 9 a). Therefore, the mixing processes in the fjord
Kangerlussuaq are characterized by strong tidal mixing and
bathymetric restrictions (the sill). 

The fjord Kangerlussuaq shows less stratified conditions
in wintertime compared to summertime with salinity val-
ues ranging from 23 psu to 24 psu and temperatures from
—0.1 °C to 0.5 °C ( Figure 10 c and Figure 10 d). According to
the observations made in February, the temperature should
be close to the freezing point throughout the fjord, indi-
cating that sea ice formation and cooling are the dominant
physical processes in the winter ( Nielsen et al., 2010 ). The
MIKE 3 model is currently unable to include these processes
because it does not include a sea ice module. A sea ice cover
can be defined, but it is given as external data. When this
cover is defined, the atmospheric conditions have no effect
on the fjord’s surface (sea ice acts as a barrier), and the
boundary condition of salinity and temperature in the sur-
face is defined as a Neuman boundary condition that reads
as follows: 
∂X 
∂z 

= 0 , (2)

with X representing either the temperature or salinity, and
z is the vertical coordinate. Therefore, the sea ice does not
cool the water layers underneath. In addition, freshwater
input due to sea ice melt and the process of brine release
are not included in the model. These factors are the main
drawback of the MIKE 3 model for studying Arctic fjords
( Jakacki et al., 2017 ). 

5.2.2. Water masses 
Three different water masses are observed in summertime.
At the mouth of the fjord, the coastal water is found, which
has a salinity of approximately 33 psu and a temperature of
5 °C during summer (e.g., Myers et al., 2009 ). In the inner
deep part of the fjord, a runoff-influenced top layer reach-
ing down to approximately 70 m is found lying on top of
a deep, relatively cold and saline water mass ( Figure 10 a
and Figure 10 b). The top 20 m of this surface layer has
a high temperature of 6 °C. Surface insolation may gener-
ate such a small warm surface layer during summer, which
is observed in many other deep Greenlandic fjords (e.g.
Inall et al., 2014 ; Straneo et al., 2010 ). The lower part
of the runoff-influenced water layer (depth range of 20—
70 m) is less dense than the deep-lying water mass but
significantly denser than the water found at the surface.
From a visual analysis of Figure 9 b it follows that this in-
termediate body of water has a salinity between 15 psu
and 23.5 psu and a temperature ranging from 0 °C to 4 °C
This water was formed between May and August 2005 in our
model, when the meltwater runoff was still relatively small
(see Figure 9 b). The deep-lying water mass has a salinity
of approximately 24 psu ( Figure 10 a) and a temperature of
—0.5 °C ( Figure 10 b) and is, therefore, notably different
than the water mass found along the coast. This is unusual in
comparison with many other Arctic fjords as the coastal wa-
ter can usually be found in the inner deep basin of the fjord
( Carroll et al., 2018 ; Gladish et al., 2015 ; Mortensen et al.,
2018 , 2011 ). The reason for this is that these fjords have a
small sill that allows for a relatively fast exchange between
the ocean and the deep-water basin. The fjord Kangerlus-
suaq, however, has a long shallow sill where the tidal cur-
rents are fast, which results in well-mixed conditions caus-
ing a dampened exchange between the open ocean and the
water mass in the fjord. 

5.2.3. Deep-lying water mass 
It was suggested by Nielsen et al. (2010) that the dampened
exchange between the open ocean and the water mass in
the fjord causes the deep-lying water mass to be barely
subject to any renewal in summer, which is confirmed by
our model results. To check the density of the inflowing
water over the sill, we plotted the seasonal variations in
density at multiple locations in Figure 11 . One point is
located in the shallow part of the fjord (directly over the
sill) at a depth of 50 m (point x in Figure 10 a) and two
points in the inner deep part of the fjord at depths of 100
m and 200 m (points y and z in Figure 10 a, respectively). All
points are close to the steep slope in the bathymetry near
the Sarfartoq River ( Figure 1 ). There is barely any change
in density at points y and z during the year, while the
density at point x shows a variation between summertime
and wintertime. This variation is because the incoming
water mass of the West Greenland Current at the mouth
of the fjord is significantly modified (i.e., mixed with the
outflowing freshwater) before reaching the deep inner part
of the fjord during summertime. The result is a smaller
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Figure 12 Vertical cross section of the tracer concentration released at the open ocean boundary (a) and (c) and of the tracer 
concentration released at the meltwater river sources (b) and (d) along the fjord. Subfigures (a) and (b) were obtained on 01 
October 2005, (c) and (d) are from 01 March 2006. 
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Figure 13 Vertical profiles of the salinity (panel a) and temperature (panel b) at point 3, as given in Figure 3 , for the four 
meltwater runoff scenarios on 01 November 2005. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

pected. 
density at point x than at point y from approximately June
to December, which suggests that there is hardly any mixing
between these layers during summertime. In addition, the
deep part appears to be largely dynamically decoupled
from the open ocean during summertime. In other words,
changes in temperature and salinity of the coastal water do
not propagate into the inner, deep part of the fjord. 

To investigate this further, we performed a tracer inves-
tigation using the transport module in MIKE 3 ( DHI, 2016c ).
Conservative passive tracers with a concentration of 1
were continuously included, with one tracer at the open
ocean boundary and one tracer at the three meltwater
river sources. The along-fjord vertical distribution of the
tracer’s concentration is given in Figure 12 . It follows that
the deep-lying water mass is hardly influenced by the wa-
ter mass of the West Greenland Current ( Figure 12 a) or
meltwater runoff ( Figure 12 b) during the summertime, with
tracer concentrations of approximately 0 in the deep part.
The deep-lying water mass is (very slowly) renewed by
the West Greenland Current water mass ( Figure 12 c) and
meltwater runoff ( Figure 12 d) during wintertime. Moreover,
the meltwater runoff tracer that is present in wintertime
( Figure 12 d) originated during summertime. This observa-
tion is in striking contrast to the typical renewal of deep
basin waters, which occurs when the dense coastal wa-
ter flows over the sill and replaces the deep lying-water
mass in fjords (e.g., Carroll et al., 2018 ; Edwards and Edel-
sten, 1977 ; Gladish et al., 2015 ; Skogseth et al., 2005 ). 

5.3. Meltwater runoff sensitivity analysis 

We studied the fjord’s response to different meltwater
runoff scenarios by running three additional simulations for
the March-December period. The total volume of meltwater
entering the fjord was either halved, doubled or multiplied
by a factor of four compared to the reference case shown in
Figure 4 , and these cases are referred to as the ‘50% case’,
the ‘200% case’ and the ‘400% case’, respectively. In terms
of the total annual discharge, the ‘base case’ has a value
of 15.66 km 

3 (all three meltwater rivers combined). For the
50% case, the total annual discharge is 7.83 km 

3 , the 200%
case has a value of 31.32 km 

3 , and the value for the 400%
case is 62.63 km 

3 . For comparison, the maximum observed
total annual discharge of the Watson River corresponds to an
approximate multiplication of the reference case by a fac-
tor of three ( van As et al., 2018 ); therefore, only the 400%
case lies outside the range of observations. 

The vertical profiles of the temperature and salinity at
one location in the fjord are presented in Figure 13 . The
surface temperature only shows a small deviation among
the four scenarios ( < 0.3 °C). In contrast, the different runoff
scenarios have a substantial impact on the surface salinity,
where it increases by 1.8 psu for the 50% case and reduces
by 2.3 psu and 5.5 psu for the 200% and 400% cases, re-
spectively. Similar values are found throughout the inner,
deep part of the fjord (not shown here). The stratification
in the inner part of the fjord is considerably strengthened
with an increase in total meltwater runoff in the upper 100
m of the water column. Furthermore, the deep-lying wa-
ter mass (below 100 m) only becomes fresher in the 400%
case, while it is hardly influenced in the 50% and 200%
cases. 

It is very likely that the meltwater runoff into the fjord
Kangerlussuaq will increase in the future due to climate
change, which may have a severe impact on primary pro-
duction. Lund-Hansen et al. (2018) found that meltwater
runoff is the main driver of the variations in optical con-
ditions, inorganic nutrients and primary production during
summertime. The increase in meltwater runoff will have
two effects on the fjord because the meltwater supplies
nutrients and particle matter into the fjord. The increase
in nutrient supply will increase productivity, while an in-
crease in particle matter will increase light attenuation,
thereby reducing productivity ( Murray et al., 2015 ). How-
ever, as Arctic fjords without marine terminating glaciers
are generally associated with suppression of primary pro-
duction ( Hopwood et al., 2020 ), we expect that the net ef-
fect of increasing meltwater runoff will reduce primary pro-
duction in the fjord. This is because stratification impedes
the vertical nutrient supply from mixing, and together with
light limitation, a reduction of primary production is ex-
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. Conclusions 

he commercially available MIKE 3 hydrodynamic model was 
et up for the fjord Kangerlussuaq to understand its seasonal 
ariability and to study the response to changing freshwater 
unoff. The model was calibrated against in situ data of the
ater level and transects of temperature, salinity and den- 
ity. The main findings are described as follows: 

• The general circulation pattern is primarily oriented 
along the long axis of the fjord, and there is minimal
across fjord variations because the fjord is too narrow 

to be influenced by the Earth’s rotational dynamics. 
• Two general current regimes are present. The first regime 
is observed in the summertime, where there are down- 
fjord currents in the upper 20 m of the water column
and up-fjord currents below. The other regime is present 
during winter, when the freshwater content is negligible 
and small vertical gradients in the currents are observed. 

• The tides are semidiurnal with a mean spring tidal range
of 3.5 m. 

• The deep inner part of the fjord is characterized by weak
currents ( ∼0.05 m/s) and is sea ice covered during win-
tertime. Very fast tidal currents ( ∼1.3 m/s) are present
in the shallow, outer part of the fjord. We suggest that
these fast currents prevent winter sea ice formation in 
the outer part. 

• The mixing processes in the fjord are characterized by 
strong tidal mixing and bathymetric restrictions. 

• The inner part of the fjord is strongly stratified during
summer. In the outer part of the fjord, strong tidal mixing
tends to breakdown stratification, and smaller vertical 
gradients in temperature and salinity are observed. 

• The deep-lying water mass is hardly subject to any re-
newal during summertime and is almost dynamically de- 
coupled from the open ocean. The latter is because the
water of the West Greenland Current flowing into the 
fjord over the long shallow sill is heavily modified be-
fore reaching the inner part of the fjord, resulting in a
density smaller than that of the deep-water mass. This 
is different compared to many other Arctic fjords, where 
renewal of deep basin waters occur when dense coastal 
water flows over the sill and replaces the deep-lying wa- 
ter mass. 

• A sensitivity study on meltwater runoff revealed that the 
surface salinity decreases by approximately 2.3 psu and 
5.5 psu when the total discharge flowing into the fjord is
doubled or multiplied by a factor of 4, respectively. More-
over, the most severe changes are observed in the upper
100 m in the inner, deep part of the fjord, and shows
significant strengthened stratification when the total vol- 
ume of runoff is increased. Therefore, the predicted in- 
crease in meltwater runoff will most likely result in a 
reduction of primary production. 

The main drawback of using the MIKE 3 model to study
rctic fjords is the lack of a sea ice module. Therefore, pro-
esses such as cooling, brine release and freshwater release 
uring sea ice melt cannot be included in the model. For
he fjord Kangerlussuaq, this means that important physics 
uring wintertime are not captured. For future studies, it is 
ighly recommended to add a sea ice module to the model,
hereby making the model suitable for studying sea ice-
overed fjord systems during wintertime. Furthermore, it 
ppears that the model overestimates vertical mixing when 
he default parameter values are used, and it is highly rec-
mmended to investigate this further. 
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Summary This work aims to familiarize the reader with issues related to modern oceano- 
graphic measurement techniques performed by Argo autonomous profiling floats. The opportu- 
nity for this is the three years of innovative activity on the part of Argo-Poland in the Baltic 
Sea. Based on the experience and results acquired by the Institute of Oceanology of the Pol- 
ish Academy of Sciences (IO PAN), we can say that a revolution in the Baltic Sea monitor- 
ing is underway. During three years of activity, the floats launched by IO PAN provided more 
than 1600 CTD profiles, including 600 O 2 profiles. Together with synoptic data from ships, 
data from moorings and surface buoys, the Argo float measurements are an important part 
of the southern Baltic monitoring system. Two Argo floats launched by IO PAN collected enough 
data to determine the dynamics of the oxygen content in various layers, the extent of hy- 
poxic and anoxic zones, and to detect small baroclinic inflows to the Gotland and Gda ńsk 
Deeps. 
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1. Introduction 

Rapidly progressing climate change has focused the inter-
est of climatologists and weather services on the ocean.
There was a need to create a system that, in place of
thinly spaced oceanographic stations, would provide near-
real-time information about the thermal state of the ocean
from a global network of monitoring instruments. The as-
sumption underlying the Argo Programme was that the use
of autonomous, free-drifting profiling floats would meet this
need. Following its implementation in 1999, Argo achieved
global coverage of the upper 2000 m of the oceans in 2006.
Nowadays, a global array of 4000 floats covers the oceans
( Fig. 1 ). Argo floats provide the most important in situ ob-
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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Figure 1 Location of operational floats and national contributions in November 2019. 
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fl

ervations for monitoring and understanding the influence 
f the ocean on Earth’s climate and for operational oceanog- 
aphy ( Le Traon, 2013 ). The Argo system is the main compo-
ent of the Global Ocean Observing System (GOOS) and the
lobal Climate Observing System (GCOS) ( Roemmich et al., 
019 ). The freely available Argo data are used mainly in at-
ospheric, oceanographic and climate research. Since the 
rogramme’s inception to October 2018, the floats have 
rovided 2 000 000 profiles from the surface to 2000 m
epth and a comparable amount of information on drift 
peed estimated at a depth of 1000 m. Floats deliver con-
inuous observations of ocean temperature and salinity vs 
ressure. Data are transmitted by satellite to receiving cen- 
res and are available to users in near-real-time (NRT). The 
evelopment and maintenance of a global array of pro- 
ling floats delivering NRT in situ data has been an out-
tanding achievement and revolution in oceanography. In 
act, there have been three revolutions in world oceanogra- 
hy ( Le Traon, 2013 ): 1) the development and introduction
f high-resolution satellite altimetry; 2) the array of Argo 
oats; 3) the development of global operational oceanogra- 
hy, closely linked to the first two revolutions. In Baltic Sea
esearch the second revolution — “Argo time” — has now 

egun. 
The exchange of water between the North Sea and the

altic through the narrow, shallow Danish Straits is very im-
ortant for the entire Baltic Sea environment ( Elken and 
atthäus, 2008 ). This very limited exchange maintains 
rackish water conditions in the Baltic ( HELCOM, 1986 ). Ma-
or Baltic Inflows (MBI) are the main source of deep-water
entilation in the central Baltic basins and govern environ- 
ental conditions below the halocline to a significant ex- 
ent ( Mohrholz, 2018 ). These inflows are barotropic, driven
ainly by wind forcing and the water level difference be-
ween the Kattegat and western Baltic. MBIs occur mostly
n the autumn and winter. Smaller, baroclinic inflows, oc-
urring mostly in summer, are driven by the salinity gra-
ient between the North and Baltic Seas. The importance
f MBIs, smaller barotropic inflows and baroclinic inflows in
altic Sea hydrography continue to be a matter of debate
 Mohrholz, 2018 ). 
The Polish Exclusive Economic Zone (Polish EEZ) includes 

art of the Bornholm Basin, the Słupsk Furrow, part of the
astern Gotland Basin and the Gda ńsk Basin. The Słupsk Fur-
ow is the only deep connection between the Bornholm and
otland basins ( Fig. 2 ) and the only pathway for eastward
eep-water advection. The dynamics of eastward water 
ransport is governed by the interaction of bottom topogra-
hy and external forcing: currents can be interrupted, and
esoscale processes play an important role ( Piechura et al.,
997 ). Therefore, regular observations and a coherent sys- 
em utilizing observational data and modelling are needed 
n order to thoroughly understand inflow processes and how
hey affect the Baltic Sea. The inclusion of Argo floats
n the southern Baltic Observing System was proposed by
alczowski et al. (2017) . They suggested using various data
ources, including hydrographic sections from synoptic sur- 
eys, Eulerian data from a moored buoy and Lagrangian data
rovided by Argo floats to monitor the properties and dy-
amics of deep inflows of saline, oxygenated water from
he North Sea. After three years of work, all the signs are
hat these ideas are feasible. 
The aim of this paper is to briefly describe the Argo

oat technology, network organization and data potential 
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Figure 2 Main basins of the Baltic Proper: Arkona Basin (AB), 
Bornholm Basin (BB), Gda ńsk Basin (GdB), Eastern Gotland Basin 
(EGB), Western Gotland Basin (WGB), Northern Gotland Basin 
(NGB) and Słupsk Furrow (SF). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

because we are going through a second, Argo revolution in
the Baltic Sea. Just a few years ago, the thinking was that
this deep-ocean technology was unsuitable for use in the
small, shallow Baltic Sea. But in fact, Argo floats work well
here and provide valuable data that should be used in Baltic
Sea monitoring and forecasting systems, as well as in com-
prehensive analyses of the state of the Baltic Sea. Finnish
oceanographers have shown that Argo data are very useful
for monitoring and hydrographic analyses in the Bothnian
Sea ( Haavisto et al., 2018 ; Roiha et al., 2018 ) and Gotland
Basin ( Siiriä et al., 2019 ). Data obtained by the Institute
of Oceanology Polish Academy of Sciences during the three
years of Argo Poland activity in the Baltic Sea are presented.
Our intention is not to carry out a thorough analysis of all
the data, rather familiarize the reader with the operation
of the Argo system, to describe southern Baltic Argo data,
to highlight their value, usefulness and potential, and to en-
Figure 3 Argo float scheme (left)
courage their utilization. Looking for and collaborating with
end-user communities in order to improve the utilization of
Argo data is an important aspect of the Argo programme. 

2. Argo technology and data 

Argo floats were developed for oceanic measurements. The
most commonly-used Argo float type (Core Argo) is a small,
autonomous underwater platform that measures the tem-
perature and conductivity of seawater vs pressure. The
maximum profiling depth is 2000 m. The float is about 1.60
m tall, weighs 20 kg, and has neutral buoyancy in the water.
The sensors and antenna of the satellite data transmission
system are located in the upper part of the float ( Fig. 3 a).
It does not have its own propulsion but drifts freely in
the sea. Depth changes are enforced by altering the float’s
buoyancy: this is done by pumping the oil from the inside
of the float into the outer rubber bladder or sucking it back
inside. 

The typical deep-ocean work cycle of such a float is
shown in Fig. 3 b. Floats are programmed to dive to a ‘park-
ing depth’ of 1000 m and to drift for approximately nine
days. They then descend to the profiling depth of 2000 m
for Core Argo and 6000 m for Deep Argo. Temperature, con-
ductivity, pressure and other water properties are recorded
during the drift and ascent (six to sixteen hours). Once back
at the surface, the float transmits data via satellite in near-
real-time. The rapid transmission of observational data to
data centres enhances the usefulness of Argo floats for nu-
merical ocean forecasts. The large amount of data collected
and good ocean coverage has made Argo floats an invaluable
source of information about changes in ocean heat content,
and the surfacing positions provide information on ocean dy-
namics. 

Older devices used the Argos one-way satellite transmis-
sion system. The progress that has taken place in the con-
struction of Argo profilers over the past 20 years is best
demonstrated by the fact that with the first Argo, 12 hours
were needed to transmit the data set from one cycle; now
 and deep ocean cycle (right). 
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Figure 4 Argo data management system. The pathways of Argo near-real-time and delayed-mode data are illustrated. (Copyright: 
by courtesy of Euro-Argo ERIC). 
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his can be done in 20 minutes. The majority of modern
oats use the two-way transmission Iridium or Argos sys- 
em; such floats can work up to 4 years with 10-day cycles.
he bidirectional transmission allows float settings to be al- 
ered during the mission. A float’s operating time depends 
n its battery capacity and the stability of its sensors; once
he battery runs out, the float sinks. This sometimes raises 
oubts and questions about the environmental legitimacy 
f such a procedure. Unfortunately, the recovery of spent 
oats from the ocean is still unprofitable and at present
nvironmentally unjustified. The amounts of fuel consumed 
nd CO 2 emitted by the vessel recovering the float would be
ncomparably greater than the economic and environmental 
ains resulting from its recovery. 
Each Argo float has a unique World Meteorological Or- 

anization (WMO) number, such as are allocated to ocean 
latforms reporting in the Global Telecommunications Sys- 
em (GTS). When float surfaces, data are transmitted within 
2 hours to Data Assembly Centres (DACs), where they are
ubmitted to preliminary control using an agreed set of 
eal-time quality control tests, where uncorrected data are 
agged. The data are then transmitted to the Global Data
ssembly Centres (GDACs) in Brest, France and Monterey, 
alifornia ( Fig. 4 ), where the freely available data can be
btained from the Internet within 24 hours of transmission. 
ithin one year of data being collected, these are subjected
o delayed-mode quality control via GDACs. All this work is 
oordinated by the Argo Data Management Team (ADMT). 
t
. Argo-Poland project 

he Institute of Oceanology of the Polish Academy of Sci-
nces, being the only scientific institution in Poland carrying
ut systematic research in the deep ocean, was designated
y the Ministry of Sciences and Higher Education (MNiSW)
o be the national representative in the European Argo pro-
ramme. IO PAN has been participating in this programme
ince 2009. In 2014, the Euro-Argo European Research In-
rastructure Consortium (ERIC) was established with the aim 

f maintaining one-quarter of the international Argo net- 
ork. Poland joined the consortium as an observer. Ini-
ially, Euro-Argo interests were focused mainly on the At-
antic Ocean, the Nordic Seas and the Mediterranean Sea.
lso, the initial deployments by IO PAN were made in the
ordic Seas during Arctic expeditions of its research vessel 
/v Oceania , organized within the framework of the long-
erm AREX research program. However, the experience of 
innish oceanographers has shown that it is possible to op-
rate Argo floats even in the shallow Baltic Sea; they began
heir activity on the Baltic Sea in 2011. That is why Pol-
sh and Finnish oceanographers have jointly expanded Euro- 
rgo’s interests to include marginal seas such as the Baltic
nd the Black Sea ( Euro-Argo ERIC, 2017 ). The recommen-
ation for the Baltic Sea is to keep seven floats active at all
imes, deployed within its several basins. Float recovery is 
lanned, with redeployment after maintenance and calibra- 
ion. 
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Figure 5 Pathways of the first Polish Argo float in the Baltic Sea during two deployments, as WMO 6902036 and WMO 6902100. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the hull. The first ARVOR float was launched in the Gda ńsk 
IO PAN, the Polish representative in the Euro-Argo ERIC
and Global Argo organizations, provides data from Polish
floats to GDACs and participates in the data validation. All
the data are available on the webpages of GDACs and the IO
PAN Argo-Poland project. 

4. Float deployments in the Baltic Sea 

Because of its specific properties, the Baltic Sea sets some-
what different requirements for Argo floats than the deep
ocean. The Baltic is a small, shallow, semi-enclosed body of
water. The structure of the water column is characterized
by a strong permanent pycnocline, a separation zone be-
tween local, brackish surface waters and more saline waters
originating from the North Sea. The vertical density gradi-
ent between the surface and deep waters is much larger in
the Baltic Sea than the typical gradient for oceanic waters.
This applies mainly to the deeps of the southern and central
Baltic, and to a lesser extent to the Gulfs of Bothnia and
Finland. In addition, ship traffic in the Baltic Sea is heavy
and its waters are intensively exploited for fish. 

In 2011, the first floats in the Baltic Sea were deployed
by Finnish oceanographers ( Purokoski et al., 2013 ). They
used the most popular APEX floats produced by Webb (USA).
The first Polish float was deployed in the Baltic Sea on 21
November 2016. This was also an APEX float, ballasted in
accordance with the southern Baltic Sea water density. It
was an experimental mission, aimed at testing the float in
southern Baltic Sea conditions and training the issuing of
commands for remotely controlling the float settings. In ad-
dition, the possibilities of indirectly controlling float drift
were tested by altering the ’parking depth’ or forcing the
float to stay at the surface. The course of this first mission
(WMO 6902036) was dramatic, coinciding as it did with the
passage of hurricane ‘Barbara’ across the Baltic Sea region.
The wind strength reached 11 ° B. During this time the float
got very close to the Swedish coast ( Fig. 5 ), entering shal-
low waters. Ongoing weather forecasts and the results from
a numerical model working in real-time at IO PAN were used
to adjust the float’s settings, enabling it to drift away from
the shore. The float survived, transmitting data on a daily
basis and was recovered during a cruise of r/v Oceania in
January 2017. 

This first mission yielded 56 CTD profiles and provided
valuable experience regarding the behaviour of Argo floats
in the Baltic Sea in general and the APEX float in particu-
lar. But even so, the mission met with limited success: the
strong pycnocline prevented the float from reaching the sea
bed, ‘false grounding’ occurred during every descent, the
float stopped at a maximum depth of 60 m, and the float’s
small bladder capacity made it incapable of adjusting its
buoyancy to the southern Baltic deep’s steep vertical den-
sity gradients. 

The procedure to recover the float was also a valu-
able experience. Following the practice of our Finnish col-
leagues, we decided to re-use Baltic Argo floats many times.
Unlike the deep ocean, the small dimensions of the Baltic
Sea make float recovery cost-effective. Additional advan-
tages for IO PAN are the numerous cruises of r/v Oceania ,
during which floats can be recovered and re-launched. Only
the weather can hamper this practice. Strong winds and
high waves make it hard to pick out the float: as it drifts
across the water surface, only its antenna and a small part
of the sensors protrude from the water surface. 

The recovered float from the first mission (WMO 6902036)
was redeployed as WMO 3902100 during the r/v Oceania
cruise in March 2017. It worked for almost a year until
January 2018, data transmission ceasing a week before its
planned recovery. In both missions, this APEX float produced
280 profiles, providing valuable data on the hydrography of
the upper layer and the pycnocline of the Bornholm Basin.
Interestingly, this float was trawled by an Estonian fishing
boat near Władysławowo in the summer of 2019. 

In 2017, in cooperation with Euro-Argo ERIC, two floats
belonging to the Monitoring the Ocean Climate Change with
Argo (MOCCA) project were tested in the Polish EEZ. They
were ARVOR-type floats made by the French company NKE.
In comparison with APEX, this kind of float has a larger
hydraulic bladder capacity (800 ml), which offers a wider
range of float buoyancy changes and better chances of
crossing the pycnocline. The floats were adapted to the
Baltic Sea’s water density by removing 250 g of ballast from
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Figure 6 Pathways of the first Polish Argo Arvor float in the 
Baltic Sea, WMO 3902101. 
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eep in September 2017, but after a few days, because it
as approaching dangerously close to the shore, float WMO 

901940 was recovered by r/v Oceania . It was redeployed
n November 2017 as WMO 3902133. The second MOCCA 
roject float was deployed in September 2017 with the WMO 

umber 3901941. This one was recovered by r/v Oceania in 
ummer 2019 after having performed the impressive num- 
er of 382 profiles. It was subsequently sent to the man-
facturer for maintenance, sensor calibration and battery 
xchange. This opened a new era of re-usable ARVOR floats.
In the initial phase of the floats’ activity, experiments 

ere performed to improve their operation. Various ground- 
ng algorithms, drifting depths and communication proce- 
ures were tested. Increasing parking depth accuracy im- 
roved float behaviour during the drifting phase, changing 
he grounding strategy and allowing touching bottom elim- 
nated the ‘false bottom’ effect. Optimization of float set- 
ings meant that the devices were now able to reach the sea
Figure 7 Pathways of the ARVOR float WMO 3902
ed, where water with salinity higher than 17 was observed;
reviously tested APEX floats were able to reach depth oc-
upied by water with salinity up to 12. Such profiling is par-
icularly important for investigating water inflows from the 
orth Sea and deep-water properties. The profiling period 
as also changed during float missions. Initially, profiling 
as daily, but ultimately we settled on a two-day profiling
eriod in most missions. The usual parking (drifting) depth
as 50 m. 
As a result of the invaluable experience gained with AR-

OR in the Baltic Sea, IO PAN decided to purchase such de-
ices for the needs of the Argo-Poland project. With funds
rom the Ministry of Science and Higher Education, we ac-
uired two floats with additional dissolved oxygen (DO) con-
entration sensors, as monitoring dissolved oxygen dynam- 
cs is very important from the point of view of Baltic Sea
cology. Floats with DO sensors belong to the Biogeochemi-
al (BGC) float class. The first Polish ARVOR BGC float (WMO
902101) was deployed in the Bornholm Basin in February
018 ( Fig. 6 ), operating in a two-day cycle. During two
onths, it drifted from the Bornholm Basin to the Gda ńsk
eep. The transit through the Słupsk Furrow, the main path-
ay of eastward deep-water advection, took 20 days. On 
he fastest section between profiles 29 and 30, the mean
rift speed was higher than 20 cm s −1 , which was much
aster than mean drift speed in the Bornholm Basin. The
oat remained in the Gda ńsk Deep until January 2019, per-
orming 130 dives, after which it drifted away to the Got-
and Deep. In this case, too, the transit between deeps was
ast, with mean velocities between profiles of up to 18 cm
 

−1 . In December 2019 the float was still operational, having
erformed 350 dives up to that moment. 
The second Polish ARVOR BGC float (WMO 3902104) was 

eployed in the Bornholm Basin in May 2018. For three
onths it drifted eastwards ( Fig. 7 ). In September 2018 it
as recovered and redeployed back in the Bornholm Basin.
s before, this operation required a change of WMO num-
er, so that after redeployment the float was renumbered
MO 3902106. Most of the time, it remained in the Born-
olm Basin, but in June 2019 it began drifting eastwards
 Fig. 7 ). 
During a three-year period (November 2016—December 

019), the Argo floats deployed by IO PAN in the southern
104, and after redeployment WMO 3902106. 
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Figure 8 Positions of IOPAN Argo float profiles in the Baltic 
Sea between November 2016 and December 2019. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Baltic performed 1600 CTD profiles (including 600 of DO).
The measurements covered the Bornholm Basin, Słupsk Fur-
row, Gda ńsk Deep and Gotland Basin ( Fig. 8 ). Most of the
time, the floats remained in deep regions, only occasionally
drifting into shallow water or coming dangerously close to
the shore. The mean drift speed did not exceed 8 cm s −1 ,
but during the transition between deeps, maximum speeds,
calculated as the mean speed along a straight line between
profiles, were in excess of 20 cm s −1 . Although eastward
movements were prevalent, some westward drift was ob-
served even in the Słupsk Furrow. As they drifted, the floats
moved in loops: the radius of the smallest of these loops was
of the order of 4 km, which is close to the baroclinic Rossby
deformation radius for the Baltic Sea basins in question
Figure 9 Salinity and temperature profiles recorded by float WM
indicates the time of measurements, as in Fig. 10 . 
(5—7 km) ( Osi ński et al., 2010 ). The direction of circulation
was both cyclonic and anticyclonic. 

5. Importance of Argo data 

The balance of oxygen dissolved in the Baltic seawater
column is different for the surface and deep layers. Mix-
ing of these two water masses is restricted by the halo-
cline/pycnocline barrier. The primary source of oxygen in
the upper layer is the atmosphere, whereas in the deep
layer it is oxygen-rich water flowing in through the Danish
Straits. The west-to-east advection of North Sea water pro-
vides this life-giving element to Baltic deep waters, which
suffer from hypoxia (O 2 < 2 ml l −1 or ∼90 μmol kg −1 ) and
even anoxia (no oxygen at all). Owing to the strong stratifi-
cation of the water column, the layers below the permanent
pycnocline cannot be efficiently ventilated by convection,
so the oxygen dynamics depends mainly on lateral advec-
tion. 

The significant reduction in Major Baltic Inflows recorded
in the early 1980s led to a decline in deep-water renewal
( Fischer and Matthäus, 1996 ). In recent decades, too, the
frequency of these large, barotropic inflows has dropped.
On the other hand, Mohrholz (2018) showed that MBI fre-
quency does not display a consistent trend. Other studies
indicate that smaller baroclinic inflows may be playing a
greater role than previously thought in the oxygenation of
the southern Baltic deeps ( Meier et al., 2006 ). Even so, the
Baltic Sea is one of the largest dead zones in the world
( Conley et al., 2009 ; Diaz and Rosenberg, 2008 ). Worse still,
the zones of hypoxia and anoxia are expanding in all parts
of the Baltic Sea. Despite the MBI in 2014, approximately
16% of the bottom area was affected by anoxia and 29% by
hypoxia in 2015 ( Hansson and Andersson, 2015 ). Oxygen in
deep waters is consumed mostly during the decomposition
of organic matter sinking from the surface layer, where it
O 9202101 (February 2018—December 2019). The colour scale 
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Figure 10 Dissolved oxygen concentration profiles recorded by float WMO 9202101 (February 2018—December 2019). 
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s produced ( Stigebrandt, 2017 ). In the long term, the con-
umption of oxygen is greater than its supply, so it becomes
epleted and is replaced by toxic hydrogen sulphide in the
ear-bottom layer ( Stigebrandt et al., 2015 ). 
In light of these facts, the monitoring of inflows is clearly

 matter of urgency. Deep-water dynamics and variability 
f dissolved oxygen concentrations are crucial phenomena 
n the Baltic Sea and heavily dependent on the advection
f water from the North Sea. In the western Baltic, data
n inflows are gathered by permanent MARNET stations, 
oored in the Danish Straits (Darss Sill) and the Arkona
asin ( Mohrholz et al., 2015 ). Data from these stations are
ransmitted in real-time. Unfortunately, there are no real- 
ime data from the Polish EEZ. The measurements currently 
eing made by IO PAN are sufficient for investigating the
easonal and long-term variability of southern Baltic wa- 
er masses ( Rak and Wieczorek, 2012 ) and for monitoring
BIs ( Piechura and Beszczy ńska-Möller, 2004 ; Rak, 2016 ),
ut not for analysing or even detecting baroclinic inflows. 
lso, low-resolution models are incapable of analysing these 
henomena ( Meier et al., 2006 ). To improve inflow moni-
oring, more measurements are needed, especially since a 
arge proportion of the water exchange takes place during 
maller barotropic and baroclinic inflows, which are more 
ifficult to detect. That is why extensive and frequent mea-
urements of dissolved oxygen concentrations in parallel 
ith temperature and salinity are particularly important in 
he Baltic Sea. 
Argo floats make such measurements possible. Unlike the 

0-day measurement period of deep-ocean Argo floats, the 
O PAN Baltic Sea floats usually operate in one- or two-
ay measurement cycles. The water is shallow, so profiling 
imes are short, with a better spatial resolution of mea-
urements. Within a relatively short time, CTD/O 2 floats 
w
ollected data showing a range of hypoxic/anoxic zones 
n the Bornholm Basin, Gda ńsk and Gotland Deeps, baro-
linic inflows of better-oxygenated water in winter 2018 and
ummer—autumn 2019, the seasonal cycle of oxygen in the
pper layer of the water column, and the oxycline dynam-
cs. All the data were made available online in NRT. This
rovides an additional opportunity to send research vessels 
o certain regions, where process-oriented studies can then 
e carried out. 

. Selected results 

he study below demonstrates the opportunities offered by 
rgo observations for diagnosing the dynamics of dissolved 
xygen in the southern Baltic. 
The profiles of properties from the whole measurement 

eriod ( Fig. 9 ) show a seasonal variability of temperature
n the upper layer as well as spatial variability of salinity in
he deeper layers in various regions of the southern Baltic.
ear-bottom salinity was the highest (up to 17) in the
ornholm Basin (blue lines), lower in the Gda ńsk Deep, and
he lowest in the Gotland Deep (red lines). The DO profiles
 Fig. 10 ) show well-oxygenated surface waters, a strong
xycline and anoxic waters in the Gda ńsk and Gotland
eeps. The temporal increase of DO in August—September 
t the 100 m level indicates a weak baroclinic inflow to the
da ńsk and Gotland Deeps. 
The time series constructed from the raw data demon-

trate the considerable seasonality of temperature 
 Fig. 11 a) and DO concentration ( Fig. 11 b) in the up-
er layer (0—40 m) and the lack of seasonality in the deep
ayer ( Fig. 11 d). In upper layer DO is negatively correlated
ith water temperature. Both patterns of temperature 
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Figure 11 Time series of mean temperature for the 0—40 m layer (a), dissolved oxygen concentration for the 0—40 m layer (b), 
oxygen saturation [%] for the 0—40 m layer (c) and dissolved oxygen concentration for the 70—90 m layer (d) recorded by floats 
WMO 9202101, WMO9202104 and WMO9202106 from February 2018 to December 2019. The colour scale indicates the longitudes of 
the measurements. The time axes begin on 1 January 2018. 

 

 

 

 

 

 

 

 

 

 

 

 

 

and DO are similar in the western and eastern parts of the
investigated area. The time series of oxygen saturation
O 2sat ( Fig. 11 c) reveal supersaturation of the Gda ńsk Basin
surface waters in mid-May 2018 and in May—June 2019 and
region of low surface waters saturation east of Gotland.
Seasonality of surface waters layer saturation is not so
pronounced as in the case of DO. Pronounced shift between
minimum temperature and maximum saturation and high
level of saturation in spring 2018 show that oxygen delivery
related to primary production in photosynthetic zone plays
an important role in the surface waters oxygen budget. 

Calculated seasonal distribution of the oxygen concen-
tration in the upper layer shows the highest DO concentra-
tion in April and the lowest in the August—September period
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Figure 12 Seasonal distributions of mean dissolved oxygen 
concentration in the 0—40 m layer as recorded by floats WMO 

9202101, WMO9202104 and WMO9202106 from February 2018 
to December 2019. The standard deviation of the data is indi- 
cated. 

Figure 13 Near-bottom dissolved oxygen concentration. Data 
for regions deeper than 60 m. 
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 Fig. 12 ). High standard deviation in May arise from various
ynamics of processes in springs 2018 and 2019 and the oc-
urrence of low DO region east of Gotland in May 2019. 
The absence of seasonal variability in DO in the deeper

ayers means that all the data can be used for investigat-
ng the bottom-layer oxygen content ( Fig. 13 ). The deeper
arts of the Bornholm Basin, Gda ńsk and Gotland Deeps are
ostly affected by hypoxia and anoxia. Other phenomena 
re discernible, like the previously mentioned small inflow 

eaching the Gotland Basin, and the advection pathways of 
xygen-rich water. The sequence of salinity and DO rising 
as observed in summer—autumn 2019: at the end of June 
019 the water with extraordinary high salinity (12.8—13.9) 
nd DO concentration (85—135 μmole kg −1 ) in near-bottom 

ayer (80 m depth) was observed in the central part of Słupsk
urrow at longitude 17.2 °—17.4 °N by float 3902106, at the
eginning of September 2019 increasing of dissolved oxygen 

oncentration in level 80—120 m was observed in the east- 8
rn Gotland Basin by the float 3902101. At 100 m depth DO
oncentration raised from 1 to 80 μmole kg −1 ( Fig. 10 ). An-
ther increasing of DO level and salinity (100 μmole kg −1 at
00 m) was noticed in Gda ńsk Deep in November—December
018. 

. Conclusions 

n open-ocean oceanography, the importance of au- 
onomous devices in measurements is increasing. Argo floats 
re a reliable and cheap source of oceanographic real-time
ata, and the global Argo array is well-organized and main-
ained. As a result of the coordinated work of the countries
nvolved in global Argo, the data are freely available in the
oriolis Service. The Euro-Argo ERIC is an important part of
his system, and a big advantage of Euro-Argo is that it cov-
rs the shelf seas. 
The possibility of using Argo floats as part of a compre-

ensive southern Baltic monitoring system was postulated 
y Walczowski et al. (2017) . Various sources of data, such
s Argo floats, cruises and moorings can provide extensive,
omplementary data for the better monitoring of the Baltic
ea, the improvement of numerical models and validation 
f satellite observations. 
Our three-years’ experience with Argo floats in the Baltic

ea, in conjunction with the even longer work of Finnish
ceanographers, shows that shallow shelf seas can also 
e explored with these floats. Contact with the sea bed
grounding), proximity to the shore and collisions with ships 
re not as dangerous for the float as had seemed earlier.
n small seas like the Baltic, floats — mostly the sophisti-
ated and expensive BGC floats — can be profitably recov-
red, refurbished and redeployed. The numbers and impor- 
ance of BGC floats in the Baltic Sea are set to increase.
ven the use of the simplest BGC float, equipped with just
n oxygen sensor, significantly enhances the opportunities 
or recording important processes and data interpretation. 
ccording to Euro-Argo’s preliminary estimates, seven con- 
inuously working floats should be adequate for the basic 
onitoring of Baltic deep waters, although their recovery, 
edeployment and relocation may be necessary. Additional 
ensors and the implementation of full BGC floats raises the
alue of the data. The competent, meaningful use of all the
ata requires the cooperation of multidisciplinary teams of 
cientists and technicians on the one hand and countries on
he other. Despite some initial teething troubles, there is no
oubt that the second, Argo revolution in oceanography has 
rrived in the Baltic Sea. 

cknowledgements 

he Argo-Poland project is funded by the Polish Min-
stry of Science and Higher Education [grant number 
IR/WK/2016/12]. 
This publication was also financed by the Euro-Argo Re-

earch Infrastructure Sustainability and Enhancement (EA- 
ISE) project funded by the European Union’s Horizon 
020 research and innovation program [grant agreement No 
24131]. 



488 W. Walczowski et al./Oceanologia 62 (2020) 478—488 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The MOCCA project provided two floats for use in the
Baltic Sea. 

Thanks to the Euro-Argo ERIC, especially to Romain Can-
couët for consultation and help in tuning the floats for the
Baltic Sea conditions. 

We would like to express our gratitude to Henry Bittig for
help in oxygen data calibration. We would also like to thank
the crew of r/v Oceania for their support and help at sea. 

References 

Conley, D.J. , Björck, S. , Bonsdorff, E. , Carstensen, J. , Destouni, G. ,
Gustafsson, B.G. , Hietanen, S. , Kortekaas, M. , Kuosa, H. ,
Meier, M. , Müller-Karulis, B. , Nordberg, K. , Norkko, A. ,
Nürnberg, G. , Pitkänen, H. , Rabalais, N.N. , Rosenberg, R. ,
Savchuk, O.P. , Slomp, C.P. , Voss, M. , Wulff, F. , Zillén, L. , 2009.
Controlling Eutrophication: Nitrogen and Phosphorus. Environ.
Sci. Tech. 43 (10), 3412—3420 . 

Diaz, R.J., Rosenberg, R., 2008. Spreading dead zones and conse-
quences for marine ecosystems. Science 321 (5891), 926—929,
https://dx.doi.org/10.1126/science.1156401 . 

Euro-Argo ERIC, 2017. Strategy for evolution of Argo in Eu-
rope, v3.2., EA-2016-ERIC-STRAT, https://dx.doi.org/10.13155/
48526 . 

Elken, J. , Matthäus, W. , 2008. Physical system description. In: von
Storch, H. (Ed.), Assessment of Climate Change for the Baltic
Sea Basin. Series: Regional climate studies. Springer-Verlag,
Berlin, Heidelberg, 379—398 . 

Fischer, H., Matthäus, W., 1996. The importance of the Drogden Sill
in the sound for major Baltic inflows. J. Marine Syst. 9, 137—157,
https://dx.doi.org/10.1016/S0924- 7963(96)00046- 2 . 

Haavisto, N., Tuomi, L., Roiha, P., Siiriä, S.-M., Alenius, P.,
Purokoski, T., 2018. Argo floats as a novel part of the monitor-
ing the hydrography of the Bothnian Sea. Front. Mar. Sci. 5, art.
324, https://dx.doi.org/10.3389/fmars.2018.00324 . 

Hansson, M., Andersson, L., 2015. Oxygen Survey in the Baltic Sea
2015: Extent of Anoxia and Hypoxia, 1960—2015. The major in-
flow in December 2014. Report Oceanography No. 53, SMHI, Nor-
rköping, 24 pp. 

HELCOM , 1986. Water Balance of the Baltic Sea. Baltic Sea Environ-
ment Proceedings No. 16. HELCOM, 97 pp . 

Meier, M. , Feistel, R. , Piechura, J. , Arneborg, L. , Burchard, H. ,
Fiekas, V. , Golenko, N. , Kuzmina, N. , Mohrholz, V. , Nohr, V. ,
Paka, V.T. , Sellschopp, J. , Stips, A. , Zhurbas, V. , 2006. Venti-
lation of the Baltic Sea deep water: a brief review of present
knowledge from observations and models. Oceanologia 48 (S),
133—164 . 

Mohrholz, V. , Naumann, M. , Nausch, G. , Krüger, S. , Gräwe, U. ,
2015. Fresh oxygen for the Baltic Sea — An exceptional saline in-
flow after a decade of stagnation. J. Marine Syst. 148, 152—166 .

Mohrholz, V., 2018. Major Baltic Inflow Statistics — Revised.
Front. Mar. Sci. 5, art. 384, https://doi.org/10.3389/fmars.
2018.00384 . 

Le Traon, P.Y., 2013. From satellite altimetry to Argo and opera-
tional oceanography: three revolutions in oceanography. Ocean
Sci. 9 (5), 901—915, https://doi.org/10.5194/os- 9- 901- 2013 . 
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Piechura, J. , Beszczy ńska-Möller, A. , 2004. Inflow waters in the
deep regions of the southern Baltic Sea — transport and trans-
formations. Oceanologia 46 (1), 113—141 . 

Rak, D., 2016. The inflow in the Baltic Proper as recorded in
January—February 2015. Oceanologia 58 (3), 241—247, http:
//dx.doi.org/10.1016/j.oceano.2016.04.001 . 

Rak, D., Wieczorek, P., 2012. Variability of temperature and salinity
over the last decade in selected regions of the southern Baltic
Sea. Oceanologia 54 (3), 339—354, https://doi.org/10.5697/oc.
54-3.339 . 

Purokoski, T. , Aro, E. , Nummelin, A. , 2013. First long-term deploy-
ment of Argo float in Baltic Sea Argo’s inaugural operation in
shallow, low-salinity water. Sea Technol. 54, 41—44 . 

Roemmich, D., Alford, M., Claustre, H., Johnson, K., King, B.,
Moum, J., Oke, P., Owens, Brachner, B., Pouliquen S., Purkey, S.,
Scanderbeg, M., Suga, T., Wijffels, S., Zilberman, N., Bakker, D.,
Baringer, M., Belbeoch, M., Bittig, H.C., Boss, E., Calil, P.,
Carse, F., Carval, T., Chai, F., Conchubhair, D.Ó., d’Ortenzio, F.,
Dall’Olmo, G., Desbruyeres, D., Fennel, K., Fer, I., Ferrari, R.,
Forget, G., Freeland, H., Fujiki, T., Gehlen, M., Greenan, B.,
Hallberg, R., Hibiya, T., Hosoda, S., Jayne, S., Jochum, M.,
Johnson, G.C., Kang, KiR., Kolodziejczyk, N., Körtzinger, A., Le
Traon, P.-Y., Lenn, Y-D., Maze, G., Mork, K.E., Morris, T., Na-
gai, T., Nash, J., Naveira Garabato, A., Olsen, A., Pattabhi, R.R.,
Prakash, S., Riser, S., Schmechtig, C., Schmid, C., Shroyer, E.,
Sterl, A., Sutton, P., Talley, L., Tanhua, T., Thierry, V., Thoma-
lla, S., Toole, J., Troisi, A., Trull, T.W., Turton, J., Velez-
Belchi, P.J., Walczowski, W., Wang, H., Wanninkhof, R., Water-
house, A.F., Waterman, S., Watson, A., Wilson, C., Wong, A.P.S.,
Xu, J., Yasuda, I., 2019. On the Future of Argo: A Global, Full-
Depth, Multi-Disciplinary Array. Front. Mar. Sci. 6, 1—28, art.
439, https://doi.org/10.3389/fmars.2019.00439 . 

Roiha, P., Siiriä, S.M., Haavisto, N., Alenius, P., Westerlund, A.,
Purokoski, T., 2018. Estimating currents from Argo trajectories
in the Bothnian Sea. Baltic Sea. Front. Mar. Sci. 5, art. 308,
https://doi.org/10.3389/fmars.2018.00308 

Siiriä, S., Roiha, P., Tuomi, L., Purokoski, T., Haavisto, N., Ale-
nius, P., 2019. Applying area-locked, shallow water Argo floats
in Baltic Sea monitoring, J. Oper. Oceanogr. 12 (1), 58—72,
http://dx.doi.org/10.1080/1755876X.2018.1544783 . 

Stigebrandt, A., 2017. Processes and factors influencing the
through-flow of new deep water in the Bornholm Basin.
Oceanologia 59 (1), 69—80, http://dx.doi.org/10.1016/j.
oceano.2016.09.001 . 

Stigebrandt, A. , Rosenberg, R. , Råman, L. , Ödalen, M. , 2015.
Consequences of artificial deepwater ventilation in the Born-
holm Basin for oxygen conditions, cod reproduction and benthic
biomass — a model study. Ocean Sci. 11 (1), 93—110 . 

Walczowski, W. , Wieczorek, P. , Goszczko, I. , Merchel, M. , Rak, D. ,
Beszczynska-Möller, A. , Cisek, M. , 2017. Monitoring the salt wa-
ter inflows in the southern Baltic Sea. In: Proceedings of the
Eighth EuroGOOS International Conference 3—5 October 2017,
Bergen, Norway, 165—169 . 

http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0001
https://dx.doi.org/10.1126/science.1156401
https://dx.doi.org/10.13155/48526
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0004
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0004
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0004
https://dx.doi.org/10.1016/S0924-7963(96)00046-2
https://dx.doi.org/10.3389/fmars.2018.00324
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0008
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0008
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0009
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0010
https://doi.org/10.3389/fmars.2018.00384
https://doi.org/10.5194/os-9-901-2013
http://dx.doi.org/10.5697/oc.52-3.417
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0014
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0014
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0014
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0014
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0015
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0015
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0015
http://dx.doi.org/10.1016/j.oceano.2016.04.001
https://doi.org/10.5697/oc.54-3.339
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0018
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0018
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0018
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0018
https://doi.org/10.3389/fmars.2019.00439
https://doi.org/10.3389/fmars.2018.00308
http://dx.doi.org/10.1080/1755876X.2018.1544783
http://dx.doi.org/10.1016/j.oceano.2016.09.001
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0023
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0023
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0023
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0023
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0023
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024
http://refhub.elsevier.com/S0078-3234(20)30059-2/sbref0024


Oceanologia (2020) 62, 489—500 

Available online at www.sciencedirect.com 

ScienceDirect 

j o u r n a l h o m e p a g e : w w w . j o u r n a l s . e l s e v i e r . c o m / o c e a n o l o g i a 

ORIGINAL RESEARCH ARTICLE 

The impact of Klaip ̇eda Port entrance channel 

dredging on the dynamics of coastal zone, Lithuania 

Gintautas Žilinskas, Rasa Janušait ̇e, Darius Jarmalavi ̌cius, Donatas Pupienis 

∗

Nature Research Centre, Institute of Geology and Geography, Vilnius, Lithuania 

Received 20 May 2020; accepted 3 August 2020 
Available online 15 August 2020 

KEYWORDS 

Southern Baltic; 
Sediment transport; 
Port jetties; 
Entrance channel 
dredging 

Summary Dredging entrance channels to ports on open littoral drift seashores often causes 
major morphological changes to the shoreline. This study aims to assess the impact of dredging 
the Port of Klaip ėda’s entrance channel and the construction of the jetties on the coastal zone. 
Based on an analysis of cartographic material collected between 1835 and 2017, and on field 
data (bathymetric surveys and cross-shore profile levelling), changes to the coastal zone in the 
area nearest to the port were evaluated. The dominant longshore sediment transport on the 
Lithuanian nearshore runs from south to north. Thus, based on established patterns, intensive 
accretion could have been expected to take place on the southern side of the port jetties and 
erosion on their northern side. However, in the case of the Port of Klaip ėda, in the area nearest 
to the port on the updrift side of the port jetties, where accretion would have been expected 
to take place, the nearshore depth increased throughout the 20th century (when the length 
and configuration of the jetties did not change). The shoreline shifted landward instead of 
moving further out to sea. The present study shows that the intensive dredging of the entrance 
channel caused nearshore and shore erosion on the updrift side of the port jetties, even while 
a sufficient sediment load was being transported by the longshore drift. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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1. Introduction 

The depth of ports is an important factor with regard to
competition in container shipping. In order to accommodate
the largest cargo carriers, port water areas must be dredged
to remove excess sediments ( Demir et al., 2004 ; HELCOM,
2015 ; Mohanty et al., 2012 ; Žaromskis, 2008 ). 

The fact that nearshore dredging causes shore ero-
sion has been known for a long time ( Blackman, 1951 ;
Kojima et al., 1986 ; McLoughlin, 2000 ; Shaw, 1978 ;
Simons and Hollingham, 2001 ; Šuiskyj et al., 1987 ;
Work et al., 2004 ). The impact of dredging on the shoreline
usually depends directly on the distance between the shore-
line and the dredging site, the depth of the dredged pit and
the amount of extracted marine sediments ( Marine Habitat
Committee, 2000 ). 

An overview of the processes taking place in the dredg-
ing environment and the results of laboratory investigations
and numerical modelling are given in Demir et al. (2004) .
It was determined that offshore dredging has both a di-
rect and indirect impact on the coastal zone. According to
Demir et al. (2004) , the amount of erosion is in proportion
to the amount of dredged sediments if the depth of the pit
is smaller than the depth of closure. When the dredging pit
is beyond the limits of the depth of closure, dredging has
no direct impact on the shore. Wave field changes that are
predetermined by changes in the bottom relief are regarded
as an indirect impact ( Demir et al., 2004 ). The sediment
transport models change depending on changes in the wave
energy’s alongshore distribution. 

The impact of port dredging on the state of the adja-
cent shores is not as easily determined when entrance chan-
nels are protected by jetties and when water and sediment
transport takes place between a river delta or estuary and
the sea via a channel ( Healy et al., 2002 ; Kudale, 2010 ;
Mohanty et al., 2012 ; Tsinker, 2004 ). The influence of the
Klaip ėda Port jetties on the state of the adjacent coastal
area has been analyzed in a number of studies ( Knaps, 1965 ;
Pupienis et al., 2013 ; Žaromskis and Gulbinskas, 2016 ;
Žaromskis, 2008 ; Žilinskas, 1998 ). These studies focused on
the impact of the port jetties and emphasized coastal zone
erosion processes on the downdrift side. The impact of en-
trance channel dredging on the coastal zone was not taken
into consideration. 

The aim of the present study is to show the impact of en-
trance channel dredging on the adjacent shore and to prove
that its intensive dredging and cleaning have caused coastal
erosion on the updrift side of the port jetty even while a
sufficient sediment load was being transported by the along-
shore drift. 

2. Study area and methods 

The Port of Klaip ėda is located in the south-western part
of the Baltic Sea across the Klaip ėda Strait ( Figure 1 ). It
is the northernmost ice-free port (even in the coldest win-
ters) in the East Baltic. At present, the water area of the
port (6.5 km 

2 ) covers almost the entire Klaip ėda Strait. The
length of the water area is approximately 11.5 km, and its
width ranges between 3 m at the port gates in the north and
1350 m in the southern part of the Strait. The average depth
of the entrance channel is 15.2—15.5 m and the average
depth of the navigation channel near most of the quays is
14.5 m. 

The number of stormy days (with a wind velocity of over
15 m/s) per year is between 50 and 60. Storms usually oc-
cur in the autumn and winter. The wind velocity during
storms reaches 25—28 m/s, while during extreme storms it
can even reach 30—40 m/s. The maximal recorded wave
height on the nearshore exceeded 6 m and the maximal
sea level rise reached 185 cm. The most frequent storm
wind directions are south-westerly (35.6%) and westerly
winds (24.3%) ( Kriau či ūnien ė et al., 2006 ). Up to 57.7% of
the waves on the Lithuanian shoreline are from a west-
erly direction: SW, W and NW ( Jakimavi čius et al., 2018 ).
The high volumes of river runoff into the Curonian Lagoon
(about 23 km 

3 /yr) are responsible for outflowing currents
dominating the Klaip ėda Strait (80% of the surface and 60%
of the near-bottom currents). The water level in the La-
goon is on average 12 cm above sea level. The average
velocity of the outflowing currents is 0.3—0.4 m/s. During
spring tides, this velocity can reach 2 m/s. Inflowing cur-
rents develop in W, NW and N storm wind conditions. As
the tide-ebb amplitude on the south-eastern Baltic coast
only reaches 3.5—4.0 cm ( Jarmalavi čius et al., 2020 ), the
wind-generated waves, the south to north alongshore sedi-
ment transport ( Žilinskas et al., 2018 ) and the aeolian pro-
cesses ( Jarmalavi čius et al., 2019 ) are the main beach-
forming agents on the Lithuanian shore. The Baltic sea level
rise on the Lithuanian shore (0.16 ±0.02 cm/yr) has so far
not had any noticeable impact on the shoreline’s dynamics
( Jarmalavi čius et al., 2017 ). 

The impact of dredging the Klaip ėda Port entrance chan-
nel on the shore zone was analyzed using charts during a
number of years, in 1835, 1845, 1878, 1910, 1993, 1955,
1961, 1991, 1998, 2003 and 2017. Also used were bathymet-
ric plans of the port (1:10 000 and 1:5 000), material that
had accumulated in the Klaip ėda Port archives, and mea-
surements taken on the shore and nearshore. The investi-
gation area included approximately 1500 m-long sectors on
both sides of the port jetties to 15 m isobaths (the data be-
fore the 20th century was collected to 10 m isobaths). 

A bathymetric survey was carried out in 2017 using a
Humminbird Helix 9 SI GPS multibeam echo sounder on both
sides of the port jetties. Morphological investigations of the
shore in the Klaip ėda Port sector (3000 m-long sectors on
both sides of the port) have been carried out since 1995.
Cross-profiles of the coast are levelled (using a TOPCON
GTS 229 electronic tachometer) once a year in the first
week of May in calm weather (fair weather) conditions and
when the sea level is close to the mean long-term aver-
age ( Jarmalavi čius et al., 2012 ). Shoreline dynamics and
nearshore bathymetry changes for different periods are an-
alyzed using ArcMap 10.7 software. 

3. Results 

Before the port jetties were constructed, the depth of the
Klaip ėda Strait was maintained by outflowing spring tidal
waters from the Curonian Lagoon. The dominant depth was
5 m. The tidal waters from the Lagoon transported sed-
iments of varying composition (mud, aleurite and sand).
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Figure 1 Study area. Black dots indicate locations of cross-shore levelling, red doted lines — locations of nearshore cross-section 
measurements. 
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hese sediments, as well as sediments transported by the 
ea from south to north, form three bars: southern, cen- 
ral and northern. At the end of the 18th century and the
eginning of the 19th century ( Figure 2 ), an intensive accu-
ulation of sand took place at the distal end of the Curo-
ian Spit. Between 1796 and 1820, the distal end shifted
pproximately 640 m northward ( Veit, 1821 ), i.e. 8.5 m
er year on average. The pressure of the water flowing 
ut of the Curonian Lagoon and onto the mainland shore
ue to the extension of the Curonian Spit caused the main-
and shore to erode. Between 1796 and 1820, the main-
and shore retreated by 180 m ( Veit, 1821 ), i.e. by 7.2 m
er year. In 1773, 1784, 1797 and 1801, in order to protect
he entrance channel from silting, wooden piles with stone
llings were embedded at the distal end of the Curonian
pit. 
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Figure 2 The Klaip ėda Strait before the beginning of port jetties construction in 1816 and 1834. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

However, during and even after the end of the construc-
tion work, the jetties were destroyed over and again by
strong storms or spring tides ( Žilinskas, 1998 ). Only a 152 m-
long jetty, constructed in 1806 and stretching approximately
46 m out to sea ( Figure 3 a), was not destroyed (Veit, 1921).
After 10 years, due to a rapid accumulation of sand, this
jetty became part of the shore and by 1821 it was totally
covered with sand. Sand flowing into the Klaip ėda Strait im-
peded navigation. 

The analysis of the Klaip ėda Port jetties and entrance
channel deepening impact on adjacent coastal environ-
ments was split into three specific periods: 1834—1902;
1902—2000; 2000—2017. 

3.1. Construction of the port jetties (1834—1902) 

In 1834, in order to ensure favourable conditions for naviga-
tion and to stop the erosion of the Klaip ėda Strait’s mainland
shore, the construction of the northern jetty was started
( Figure 3 ). The finished (1878) jetty was 1158 m in length.
The construction of a new southern jetty was started in 1847
50—60 m to the north of the jetty built in 1806 ( Figure 3 ).
The construction work finished in 1902. The new jetty was
1227 m in length. 

The jetties acted as barriers against sediment drift; the
northern and southern bars verged onto the shore, and on
the nearshore on both sides of the jetties (at a depth of 0—3
m) intensive accumulation took place. However, at depths
below 3 m, isobath bed erosion set in ( Figure 4 ). Part of
the central bar shifted out to sea due to intensified out-
flows from the Curonian Lagoon after the jetties were con-
structed. The remaining part was removed while the navi-
gation channel was being dredged. At the end of the 19th
century, the maintained depth in the entrance channel was
6 m ( Figure 5 ). Due to the inefficient mechanics of the time,
the annual amounts of dredged material did not usually ex-
ceed several thousand cubic metres ( Hagen, 1885 ). 

During the construction work, the shoreline in the ad-
jacent sectors migrated rapidly in a seaward direction
( Figures 3—4 , Table 1 ). Large-scale changes took place
alongside the jetties in particular. Further to the north or
south of the jetties, these displacements were consistently
less noticeable. 

Between 1835 and 1878, the shoreline near the northern
jetty (at a distance of 50 m) migrated 544 m in a seaward
direction. Moving northward at distances of 250 m, 500 m,
750 m, 1000 m and 1250 m from the jetty, the shoreline’s
displacements toward the sea were 403, 265, 211, 144 and
122 metres, respectively. A similar pattern of shoreline dy-
namics within the same timespan could be seen in the area
along the southern jetty. 50 m from the jetty, the shoreline
migrated by 422 m. Further from the jetty, at distances of
250 m, 500 m, 750 m, 1000 m and 1250 m, the displacements
were 284, 173, 120, 76 and 58 m, respectively. 

Between 1835 and 1978, the mainland shore’s area 1300
m from the northern jetty increased by approximately 326
000 m 

2 and the Curonian Spit shore’s area increased by just
169 000 m 

2 at the same distance from the southern jetty.
During the same timespan, two circumstances were respon-
sible for the rapid seaward migration of the shoreline be-
yond the updrift northern jetty and for the increase in the
land area being almost as twice as large as on the side of
the southern jetty: 

— The construction of the southern jetty only started in
1847, i.e. 13 years later than the construction of the
northern jetty, behind which the shoreline had migrated
markedly seaward during this timespan ( Figure 3 ). 

— Until the beginning of the 20 th century, the dredged sand
from the port had been dumped behind the northern
jetty at shallow depths, causing an accumulation of sand
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Figure 3 The stages of construction of the Port of Klaip ėda’s jetties and shoreline dynamics during the period 1835—2017.The 
dashed-dotted line indicates the fairway axis. The dotted line indicate nearshore depth dynamics showed in Figure 9 . The scheme 
was compiled based on R. Knaps’s data (1965): 1835, 1845, 1878, and on those of the authors: 1910, 1955, 1990, 1998, 2017. 
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on the shore. Later, when it was observed that some of
the sand dumped behind the northern jetty had returned 
to the navigation channel, the dredged sand was dumped 
10—20 m farther from the port at depths of 20—25 m from
1963 and 25—35 m from 1994. 

The accumulation of large amounts of sand on the shore 
aused wide beaches (65—85 m) to form. In order to stop
he intensive blowing of sand toward the town on the main-
and shore and into the Curonian Lagoon, foredune ridge 
ormation was started in as early as the first half of the 19th
entury ( Musset, 1916 ). At the beginning of the 20th cen-
ury, the foredune height beyond the northern jetty ranged 
rom 3.8 m at a distance of 50 m from the jetty to 10.5 m
t a distance of 1620 m ( Figure 6 a). Even larger amounts of
and accumulated beyond the southern jetty: the height of
he foredune ridge 50 m from the jetty was 6.0 m and at a
istance of 1750 m it even reached 13.1 m ( Figure 6 b). 
The maximal seaward shift of the shoreline on both sides

f the jetties almost coincided with the end of the construc-
ion work ( Figure 3 ). 

.2. Intensive dredging of the entrance channel 
1902—2000) 

hroughout the 20th century, the length and configuration 
f the port jetties remained the same ( Figures 3 , 4 a—b).
hey were only heightened, widened and repaired. How- 
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Figure 4 The coastal zone dynamics during the period 1835—2017. The positive depth change values indicate accumulation and 
the negative values indicate erosion. 

Figure 5 Depth dynamics along the fairway axis of the entrance channel from the start of Klaip ėda Port construction to these 
days. The profile location is shown in Figure 3 . 

Table 1 Shoreline dynamics (m/yr) in 1835—2017 at both sides of the Klaip ėda Port jetties. 

Period Shoreline displacement, m/year 

The distance from jetty, m 1835—1878 1878—1910 1910—1955 1955—1990 1990—2004 2004—2017 

Northern 

jetty 
1250 2.83 0.22 0.40 1.09 0.15 0.39 
1000 3.35 0.91 −0.62 −0.14 0.38 −0.63 
750 4.91 −0.09 −0.87 −0.29 0.00 −1.69 
500 6.16 −0.72 −0.69 −0.71 0.40 −1.94 
250 9.37 −1.22 −0.24 −0.43 0.02 −2.43 
50 12.7 0.38 −0.22 −0.46 0.12 −1.95 

Southern 

jetty 
50 9.81 0.22 −0.09 −1.29 −0.21 0.23 
250 6.61 0.84 −0.09 −0.46 −0.37 1.78 
500 4.02 0.81 0.27 −0.12 −0.22 2.45 
750 2.79 1.41 0.36 0.17 −0.12 2.16 
1000 1.77 1.72 0.58 0.29 0.03 2.20 
1250 1.35 1.13 0.82 0.23 0.37 1.96 
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Figure 6 Dynamics of the foredune height in 1910—2000: a —
northward, b — southward from the jetties. 
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ver, this timespan was marked by particularly significant 
hanges in the parameters of the entrance channel. Since 
he beginning of the 20th century, efforts have been made 
o maintain a depth of 6 m in the entrance channel. In 1927,
he depth was increased to 6.5 m, in 1928 to 8 m and in 1939
o 9.5 m. During and after the Second World War (1941—
958), the dredging works were irregular and the depth of
he entrance channel varied from 6 to 8 m ( Žilinskas, 1998 ).
n 1958, regular dredging was resumed and in 1962 the depth
eached 11 m and the channel was completely straightened 
or the first time. In order to accommodate ships with the
eepest drafts, the dredging work continued: in 1974, the 
epth of the entrance channel had already reached 12 m, in
986 it was 12.5 m and in 1997 it was 14.5 m ( Figure 5 ). 
The channel was simultaneously deepened and widened. 

efore the 20th century, judging from the bathymetric 
lans, the width of the entrance channel meandering be- 
ween the bars ranged from 20 to 35 m. At the begin-
ing of the 20 th century it was 30—50 m. Between 1928
nd 1939, the maintained width of the channel was 50 m,
rom 1945 it was 80 m, from 1957 it was 100 m and from
997 it was 130 m. Beginning in 1960, in order to compen-
ate for the rapid filling in of the channel during storms,
he slopes of the channel were formed with smaller an-
les and sediment traps were constructed beyond the port 
ates. The entrance channel was widened to almost 260 
 along an approximately 200 m sector beyond the port
ates. This wider cross-section of the navigation channel 
educed the speed of the currents in the sediment traps
long the channel and moderated any sudden changes in
epth. 
Deepening and widening the entrance channel increased 

he amount of dredged soil at the same time. Between 1930
nd 1960, up to 100 000 m 

3 /yr of soil was removed to main-
ain a depth of 8—9 m ( Žaromskis and Gulbinskas, 2016 ). On
verage, approximately 210 000 m 

3 /yr of soil had to be re-
oved to maintain a depth of 10.5—11.0 m (1960—1970) and
pproximately 330 000 m 

3 /yr to maintain a depth of 12—
3 m (1970—1997). Based on data from the Klaip ėda Port
rchives, between 1950 and 2000 over 10 million m 

3 of sed-
ment was removed from the channel during the deepening
nd widening work. 
It should be noted that the internal water area of the

ort was deepened and expanded at the same time the nav-
gation channel was being deepened and widened. As a re-
ult, transitory coarse-grained sediment from the rivers and 
uronian Lagoon accumulated in the inner water area of the
ort, and since the 1980s this has not had any effect on the
lling in of the navigation channel ( Gulbinskas, 1999 ; M ėžin ė
t al., 2019 ). At present, silt (0.01—0.0 mm) and clay ( < 0.01
m) particles dominate the lagoon water ( Remeikait ė-
ikien ė et al., 2018 ). 
In the 20th century, with the increasing amounts of

redged sediment, widening the entrance channel and 
umping the dredged sand at greater depths in the water
rea adjacent to the entrance channel also increased. The
earshore erosion also increased significantly ( Figure 4 b). A
omparison of the morphometric data from the bathymetric 
lans from 1910 and 2000 showed that during this times-
an, while the entrance channel was being deepened and
idened, approximately 3.7 million m 

3 of sediment was re-
oved (the sediment removed during cleaning was not in-
luded). Due to sea bottom erosion, the nearshore to the
orth of the entrance channel has lost 1.3 million m 

3 of sed-
ment and to the south 1.8 million m 

3 . 
The shallowing of the sea bottom (since the 1990s) at

he distal end of the northern jetty can be explained by
hipwrecks. On November 21 1981, a 170 m-long tanker
rom Gibraltar named “Globe Asimi” crashed at the dis- 
al end of the northern jetty, broke into two parts and
ank. On September 25 1988 during a fierce storm, a Ger-
an freighter named “Rudolf Breitscheid” (142.2 m long) 
rashed and sank in almost the same place. These ships are
ying on the sea bottom (with their upper parts protruding a
ew metres above the surface) almost parallel to the shore
long the northern jetty in a south-north direction and act
s a barrier against the waves, thus creating the right con-
itions for the accumulation of sediment. 
Ever since the jetties were finished, the shoreline on ei-

her side of them has been retreating ( Figure 3 ). Near the
orthern jetty, a bay has developed with its central part at
 distance of 500 m from the jetty ( Figures 3 , 4 b). It is in-
eresting to note that there was also maximal shore erosion
00 m from the downdrift side of a jetty in Gopalpur Port
n the east coast of India ( Mohanty et al., 2012 ). Between
910 and 1990, the average rate of shoreline retreat in the
entral part of the bay was 0.63 m/yr ( Table 1 ). Shoreline
rosion took place in a sector stretching 1 km north of the
etty. In this sector, approximately 45.2 thousand m 

2 of land
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Figure 7 The shoreline dynamics (1) and the volume of sand 
(2) at a distance of 500 m north of the jetty during the pe- 
riod 1995—2017. The positive values indicate shoreline accre- 
tion and the amount of accumulated sand, and the negative val- 
ues indicate shoreline erosion and the amount of eroded sand. 
The profile location is shown in Figure 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 The shoreline dynamics (1) and the volume of sand 
(2) at a distance of 200 m north of the jetty during the pe- 
riod 1995—2017. The positive values indicate shoreline accre- 
tion and the amount of accumulated sand, and the negative val- 
ues indicate shoreline erosion and the amount of eroded sand. 
The profile location is shown in Figure 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

was washed away. During the analyzed timespan, the spa-
tial position of the shoreline further to the north remained
stable or even migrated slightly out to sea. This shoreline
retreat has markedly changed the shore’s morphology. The
average width of the beach decreased from 60—75 m in 1910
to 35—45 m in 2000. Due to these narrow beaches, storms
could reach and erode the foredune ridges. In the sector
closest to the jetty, the foredune ridge has disappeared al-
together ( Figure 6 a). 

The last decade of the 20th century and the beginning of
the 21st century can be viewed as an exception. During this
timespan, the spatial position of the shoreline stabilized and
in some places even moved out to sea. This phenomenon
can be explained by the impact of the above-mentioned
shipwrecks on hydro-lithodynamic processes. In 1995 work
got underway to salvage the shipwrecks. The final wrecks
were removed in 2005 and precisely at that time the shore-
line retreat resumed and its intensity increased ( Figure 7 ,
Table 1 ). 

South of the jetties, in the sector closest (250—300 m)
to the jetties, the shoreline retreated throughout the 20th
century ( Figures 3 , 4 b, Table 1 ). In this sector, approxi-
mately 13.1 thousand m 

3 of land has washed away. Further
to the north, the shoreline has been migrating seaward
(with small fluctuations caused by extreme storms) since
the port was first built. On the southern side of the port
jetties, the changes to the beach width have not been
as significant: from 65—75 m in 1910 to 40—60 m in 2000
within a 250—300 m-long sector. Further to the south,
the beach width has remained almost unchanged ( Žilinskas
et al., 2001 ). The height of the foredune ridge has increased
along the entire sector, but its spatial position in the 250
m-long sector closest to the southern jetty has changed
( Figure 6 b). As the shoreline has retreated ( Figure 3 ) the
foredune ridge has eroded. Some of the sand has washed
away out to sea and some has been blown further to the
leeward side of the foredune. Beyond this shore sector
( Figures 3 , 4 b), where the dynamic trend of the shore-
line changes (the shoreline’s regression is replaced by
transgression), not only has the height of the foredune
ridge increased, but between 1910 and 2000 a new ridge
developed 40—50 m from the foredune ridge closer to the
sea. Its height in 2000 was 5—6 m ( Žilinskas et al., 2001 ). 
3.3. Reconstruction of the port jetties 
(2000—2017) 

In 2001—2002, the jetties were lengthened (the northern
one by 205 m and the southern one by 278 m), turning
them SW. The port gates were narrowed in order to slow
down the filling in of the entrance channel at the distal end
of the jetties. The direction of the fairway axis was also
changed ( Figure 3 ). The entrance channel was deepened to
15.5 m, and to 16.2 beyond the port gates ( Figure 5 ). The
width of the entrance channel reached 150 m in 2004. More-
over, the slopes of the channel were made twice as flat (1:6,
tg α = 0.166) as before (1:3, tg α = 0.333) in order to prevent
the rapid filling in of the entrance channel during storms. In
2001—2002, new sediment traps approximately 200 m long
and 125 m wide (on both sides of the channel) were dug
around 200 m from the ends of the lengthened jetties. 

Although relatively little time (15 years) has passed since
the jetties were reconstructed, it is evident ( Figure 4 c)
that the nearshore to the north of the deepened entrance
channel and beyond the northern jetty has also deepened.
A rather intensive accumulation of sediment has been ob-
served at the end of the northern jetty. This is related to
the ongoing filling in of the pits that were left after the ship-
wrecks were salvaged. Moreover, while the northern jetty
was being lengthened, the northern sediment trap was filled
in. After the jetties were lengthened, the retreat of the
shoreline (av. 2.5 m/yr) beyond the northern jetty intensi-
fied ( Figures 3 , 7 ; Table 1 ). The foredune ridge along a 450
m sector stretching from the jetty was completely washed
away. 

After the jetties were reconstructed, there was an in-
crease in the depth of seabed south of the deepened en-
trance channel, while on the adjacent nearshore an accu-
mulation of sediment was also observed ( Figure 4 c). The
shallowing of the nearshore affected the shoreline’s dy-
namic trend ( Figure 8 ). 

Since around 2004, the shoreline has been migrating sea-
ward (at a rate of approximately 1.5 m/yr) ( Table 1 ). These
changes could have been predetermined by a few factors:
mitigated wave impact after lengthening the jetty and turn-
ing it westward, a smaller nearshore slope angle and fill-
ing in the former sediment traps. Moreover, in 2013, over
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Table 2 Dynamics of the nearshore slope (up to a depth of 8 m) at both sides of Klaip ėda Port jetties in 1835—2017. 

Year Nearshore slope (tg α) 

The distance from jetty, m 1835 1910 1955 2000 2017 1835—2017 

Northern jetty 1250 — — — 0.1000 0.0109 —
1000 — — 0.0086 0.0094 0.0102 —
750 0.0054 0.0087 0.0089 0.0088 0.0097 0.0043 
500 0.0049 0.0087 0.0076 0.0081 0.0094 0.0045 
250 0.0054 0.0076 0.007 0.0086 0.0121 0.0067 
50 0.0057 0.008 0.0072 0.0104 0.0163 0.0106 

Southern jetty 50 0.0029 0.0065 0.0066 0.0082 0.0082 0.0053 
250 0.0038 0.006 0.0061 0.0074 0.0075 0.0037 
500 0.004 0.0059 0.0062 0.0074 0.0075 0.0035 
750 0.0046 0.0057 0.0061 0.0071 0.0074 0.0028 
1000 0.0047 0.0063 0.0062 0.0072 0.0073 0.0026 
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3 of sand was poured onto the beach along a 150
 sector. Presumably, the shoreline’s advance is a tempo- 
ary phenomenon related to the above-mentioned circum- 
tances. The 2018—2020 data show the shoreline retreating 
n the sector under consideration. 

On generalizing the above investigation results, it can 
e stated that between 1834 and 1902, and between 2000 
nd 2017, morphological changes to the coastal zone were 
aused by the construction and reconstruction of the port 
etties. Between 1902 and 2000, when the spatial positions 
f the jetties remained stable, there was a significant 
mpact on the morphological changes in the port environ- 
ent from deepening, widening and cleaning the entrance 
hannel. 

. Discussion 

he intensive expansion of ports on open littoral drift 
eashores that started in the 19th century is considered 
ne of the most dramatic human interventions in coastal 
rocesses (Port Engineering II., 1990). It was determined 
hat port jetties and breakwaters had a profound effect 
n the natural equilibrium of shore zones. An area of ac-
retion forms on the updrift side of port jetties and an
rea of erosion on their downdrift side ( Bakker, 1968 ;
ruun, 1995 ; Johnson, 1957 ; Komar, 1976 ; Kudale, 2010 ;
ohanty et al., 2012 ). These processes also are character-
stic of south-eastern Baltic ports: Władysławowo in Poland 
 Szmytkiewicz et al., 2000 ), Baltijsk in Russia’s Kaliningrad
egion ( Babakov and Chuburenko, 2019 ), and Liepaja and 
entspils in Latvia ( Eberhards and Lapinskis, 2008 ). 
Alongshore sediment transport from south to north dom- 

nates the Lithuanian shore ( Knaps, 1965 ; Krek et al., 2016 ;
strowski et al., 2014 ; Pupienis et al., 2017 ; Žilinskas
t al., 2018 ). This has been proven by investigations into
he impact of the hydrotechnical constructions to the north 
f the Port of Klaip ėda (there are no dredging works in their
nvironment). Intensive accretion has taken place on the 
pdrift (southern) side and erosion on the downdrift (north- 
rn) side of Palanga pier, which is located 22 km north of the
ort of Klaip ėda (built in 1878) ( Žilinskas et al., 2010 ) and
he unfinished Port of Šventoji (construction started in 1924) 
 Kriau či ūnien ė et al., 2013 ), which is located 34 km from the
ort of Klaip ėda. 
Shore zone erosion had already set in by the end of

he 19th century to the north of the finished northern
etty in the Port of Klaip ėda ( Figures 3—4 , Table 1 ). The
hanges in the coastal zone fully match the classic model of
oastal zone development when alongshore sediment trans- 
ort is disturbed by jetties ( Bruun, 1995 ; Johnson, 1957 ;
omar, 1976 ; Kudale, 2010 ). In the case of the Port of
laip ėda, the course and development of the processes tak-
ng place on the northern side of the jetties caused a bay
o be formed. Its development was evaluated by applying
 mathematical function, namely a parabolic bay equation 
 Pupienis et al., 2013 ). On the other hand, discriminating
etween the effects of dredging and downdrift on the down-
rift side of the port is quite a complicated task. 
Meanwhile, on the updrift side of the jetties, where

ccretion was expected to take place, sediment barely 
ccumulated on the nearshore after finishing the southern 
etty. Moreover, in the nearest shore sector the shoreline
id not migrate out to sea and even retreated inland
 Figures 3—4 , Table 1 ). Based on the investigation results
 section 3 ), we can assume that these changes were prede-
ermined by intensive cleaning of the entrance channel in
he 20th century. 
In contrast to the downdrift side of the jetties, erosion on

heir updrift side did not set in immediately after the end
f the southern jetty’s construction ( Table 1 ). During the
rst half of the 20th century, when the amount of sediment
redged from the entrance channel was 100 thousand m 

3 yr,
ome of the lost sediment was compensated for by along-
hore sediment transport. During the second half of the 20 th 

entury, when the amount of dredged sediment reached 330
housand m 

3 yr, the alongshore sediment transport was un-
ble to compensate for these losses. 
This time lag is natural: at first, while the entrance chan-

el was being deepened and widened, the sediment was 
eplenished from the adjacent nearshore zone; therefore, 
he changes to the nearshore were not immediate. These
rocesses are reflected by the slope angle dynamics across 
 Table 2 ) and along the nearshore ( Figure 9 ). 
Investigations into different underwater quarries on the 

orthern nearshore of the Black Sea have also shown that
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Figure 9 Nearshore depth dynamics at a distance of 400 m from the port gates in 1835—2017. Abscissa “0” on the fairway axis of 
entrance channel in 2001 ( Figure 3 ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the impact of dredging pits on the shore becomes evident
only 3—4 years after the beginning of dredging works. In
some cases, the impact on the shore only becomes appar-
ent after 8 years such as, for example, in the Saxon Spit
(the western part of the Crimean Peninsula) or 10 years
as in Yalta Bay (the southern part of the Crimean Penin-
sula) ( Šuiskyj et al., 1987 ). Presumably for this reason, M.
R. Philips (2008) , who investigated the nearshore in South
Wales (Port Eynon and Horton Beach for 6 years and Port Pe-
narth for 5 years), failed to establish any causality between
seabed dredging and beach erosion. 

Dredging the entrance channel causes changes in
the wave field. Due to the wave divergence in the
entrance channel, the wave height there decreases
( Environmental Impact..., 2019 ). However, outside the
entrance channel the wave refraction pattern changes
along with the decrease in depth. The refraction tends
to turn the waves away from the pit ( Demir et al., 2004 ,
Treloar, 1986 ). In the nearshore adjacent to the chan-
nel, due to the waves’ convergence, the wave height
increases. Bottom sediments driven by the waves settle to
the bottom of the channel under the influence of gravity
( Žilinskas, 1998 ). The bottom erosion of the nearshore
adjacent to the entrance channel is also affected by the
longshore sediment transport. The velocity of the longshore
current is significantly reduced due to the greater depth
of the entrance channel ( Environmental Impact..., 2019 ).
Therefore, sediments being transported along the shore
settle in the channel. The sediment deficit increases in the
coastal zone near the port, as the sediments dredged from
the entrance channel are dumped in the Baltic Sea’s deep
water zone ( Pupienis and Žilinskas, 2005 ). 

During storms, the wave field at greater nearshore
depths is subject to weaker transformations in the surf
zone. Therefore, waves that are less reduced in height
and that have more energy reach the shore ( Brampton and
Evans, 1998 ; Maa et al., 2001 ; Work, 2004 ). The wave set-
up and the width of washed out beaches during storms are
in direct dependence on the wave height ( Žilinskas, 1994—
1995 ). Therefore, the deepening of the nearshore causes
the shore to erode. Investigations into the Port of Klaip ėda
environment have shown that intensive deepening of the
entrance channel caused nearshore and shore erosion on
the updrift side of the jetty, even when a sufficient
sediment load was being transported by the alongshore
drift. 

A reconstruction of the Port of Klaip ėda’ entrance chan-
nel and jetties is planned to take place in 2020; there-
fore, negative changes to the coastal zone are expected
in the future, including a more rapid retreat of the shore-
line ( Environmental Impact..., 2019 ). Based on the results
of wave height modelling for westerly winds of different
speeds ( Environmental Impact ..., 2019 ; Jakimavi čius et al.,
2018 ), it is estimated that in the case of winds with a speed
of 15 m/s coming from a SW and W direction, there would
be significant increases in the wave height at the port gate
of 0.03 and 0.66 m, respectively. For winds coming from a
NW direction, the wave height would decrease by 0.51 m.
For winds with a speed of 20 m/s coming from a SW and W
direction, the wave height would be expected to increase
by 0.80 m and 1.67 m, respectively. For winds coming from
a NW direction, the wave height would decrease by 0.97
m. These estimated increases in wave height for SW and
W winds would lead to significant changes to the shoreline
that would be not be compensated for, even by the lower
wave heights for the NW winds. According to the results of
the wave height modelling ( Environmental Impact..., 2019 ),
the recurrence of winds with speeds over 10 m/s coming
from a SW and W direction could reach 23.6% and 23.2%,
respectively, i.e., they would be more frequent than winds
coming from a NW direction (11.2%). Based on the shore-
line modelling ( Environmental Impact..., 2019 ), after the
reconstruction of the Port of Klaip ėda’s jetties and entrance
channel, the shoreline could retreat along a 50 m section on
both sides of the jetties by 0.8 m/yr to the south and 1.3
m/yr to the north, respectively. A comparison of the mod-
elled 2007—2013 shoreline dynamics with those of 1910—
1990 showed the shoreline’s average rate of retreat would
increase to 0.11 m/yr to the south and 0.92 m/yr to the
north. The modelling results confirmed the hypothesis that
the erosion of the coastal zone near the Port of Klaip ėda is
related to the dredging of the entrance channel. 

One way of mitigating the coastal zone erosion on the
updrift side of the jetty would be nearshore and beach
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ourishment using sand dredged from the entrance chan- 
el ( Žilinskas, 1998 ). The previous nourishment of the
earshore at Giruliai ( Karali ūnas et al., 2020 ; Žilinskas
t al., 2003 ) and of the beach at Palanga ( Pupienis et al.,
014 ; Žilinskas et al., 2008 ) proved and ensured the sta-
ility of the coastal sections. Also, sand dredged from the
ntrance channel could be used to form a sandbar along 
he shore ( Žilinskas et al., 2010 ). However, as noted by
taniszewska et al. (2016) , to ensure coastal zone protec-
ion from erosion, the amount of sediment used for coastal 
ourishment should be significantly increased. 

. Conclusion 

ue to dredging works in coastal zones, lithodynamic 
ystems lose some sediment, thus causing sediment defi- 
iencies on the nearshore. Meanwhile, the energy potential 
f waves remains the same or even increases due to
eaker wave transformation in surf zones. Coastal erosion 
ntensifies. In other words, natural systems attempt to 
ompensate for sediment loss in their coastal zones and 
o restore a state of equilibrium. Investigations into the 
ort of Klaip ėda environment have shown that intensive 
eepening and cleaning of the entrance channel caused 
earshore and shore erosion on the updrift side of the port
etty, even when the sediment load transported by the 
longshore sediment drift is sufficient. 
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ali ūnas, V., 2020. Beach-Foredune Sediment Budget Response to
Sea Level Fluctuation. Curonian Spit, Lithuania. Water 12 (2),
583, 1—12, https://doi.org/10.3390/w12020583 . 
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riau či ūnien ė, J., Žilinskas, G., Pupienis, D., Jarmalavi čius, D.,
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Summary This study investigated the temporal variability in the basic physical properties of 
deep and intermediate waters in the West Spitsbergen Current region at 76 °30’N latitude from 

1997 to 2016. Emphasis was placed on quantifying the changes in temperature and salinity and 
determining the potential drivers of these changes. Hydrographic data were obtained during 
annual summer cruises aboard the r/v Oceania in the Nordic Seas. The increase in the water 
temperature, which was especially strong in the western part of the investigated section, was 
associated with considerable changes in the water layers salinity. The temperature and salinity 
of the intermediate water increased much faster (0.021 °C yr −1 and 0.0022 yr −1 , respectively) 
than those of the deep water (0.009 °C yr −1 and 0.0004 yr −1 , respectively). The warming rate in 
the upper 2000 m was also higher than the mean warming rate of the global ocean. The source 
of the deep water temperature and salinity increases was the deep water inflow from the Arctic 
Ocean into the Greenland Sea. In contrast, the increase in these properties in the intermediate 
water was associated with the advection of warmer and more saline Atlantic Water from the 
North Atlantic to the Nordic Seas. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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n recent years, oceanographers and climatologists have 
een increasingly focused on ocean warming and the 
cean’s importance as a buffer that stores excess energy
rapped on the Earth via the greenhouse effect. The global
cean has absorbed 93% of this additional heat since 1970
 Rhein et al., 2013 ), and the rate of change in the ocean
eat content (OHC) is a good indicator of radiation imbal-
nces at the top of the atmosphere ( Church et al., 2013 ).
ue to its enormous heat capacity, the global ocean is the
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 

https://doi.org/10.1016/j.oceano.2020.08.001
http://www.sciencedirect.com
http://www.journals.elsevier.com/oceanologia
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:merchel@iopan.gda.pl
https://doi.org/10.1016/j.oceano.2020.08.001
http://creativecommons.org/licenses/by-nc-nd/4.0/


502 M. Merchel, W. Walczowski/Oceanologia 62 (2020) 501—510 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

flywheel of the climate system, absorbing, storing and redis-
tributing heat over long time scales and large spatial scales.
The average global ocean temperatures are less variable
than land temperatures, which can change rapidly from year
to year ( Wijffels et al., 2016 ). 

Solar radiation is absorbed in the euphotic zone of the
ocean, and the absorbed heat is distributed over the mixed
layer depth (MLD). In most of the ocean, the MLD does not
exceed 100 m; in only the subpolar and polar zones in win-
ter does the MLD exceed 200 m. However, recent studies
have shown that heat accumulates not only in the ocean
surface layer but also in intermediate and deep waters
(e.g., Desbruyères et al., 2016 , 2017 ; Levitus et al., 2012 ;
Purkey and Johnson, 2010 ; Roemmich et al., 2015 ). Accord-
ing to Levitus et al. (2012) , from 2003 to 2010, the heat con-
tent in the upper 700 m increased more slowly than it did in
the previous decade, while the absorption of heat at depths
between 700 and 2000 m did not weaken during this pe-
riod. The 700—2000 m ocean layer absorbed approximately
one-third of the heat absorbed by the upper 2000 m of the
global ocean. This suggests that the ocean’s deeper layers
reduce the surface layer warming by absorbing the excess
heat accumulated in the surface layer. The warming of the
ocean between 700 and 2000 m depth from 2006 to 2015
accounted for 50% of the total increase in the ocean’s heat
content (from 0 to 2000 m) ( Desbruyères et al., 2016 ), which
is more than 20 percentage points higher than the long-term
estimate (1955—2010) made by Levitus et al. (2012) . 

A better understanding of the temporal changes occur-
ring in intermediate and deep waters is critical due to the
important role that these layers play in the global climate
system. Deep water formation processes are very important
for global thermohaline circulation forcing, and these pro-
cesses occur mainly at high latitudes. The Arctic Ocean and
the Nordic Seas compose one of the most important regions
for deep water formation in the world ocean. Thermoha-
line circulation plays two very important roles: it regulates
climate by distributing heat globally and it supports marine
life by providing well-oxygenated and nutrient-rich water
( Rahmstorf, 2002 ). 

Increases in the temperature and salinity of the inter-
mediate and deep waters in the Nordic Seas have been ob-
served and analyzed by, for example, Holliday et al. (2008) ,
Latarius and Quadfasel (2010 , 2016 ), Langehaug and
Falck (2012) , Rudels et al. (2012) , Somavilla et al. (2013) ,
von Appen et al. (2015) , Wang et al. (2015) ,
Walczowski et al. (2017) , Jeansson et al. (2017) ,
Lauvset et al. (2018) and Brakstad et al. (2019) . 

This study aims to analyze increases in temperature and
salinity observed in intermediate and deep waters in the
West Spitsbergen Current (WSC) region. The heat stored in
this area and transported by the WSC to the Arctic Ocean
may have a high influence on Arctic sea ice melting and cli-
mate change. We believe that the results described in this
work complement the current understanding of the inter-
mediate and deep water properties in this area. 

2. Study area 

The Nordic Seas, located north of the Greenland-Scotland
Ridge and south of the Fram Strait, include the Green-
land, Norwegian, and Iceland Seas ( Fig. 1 ). The Greenland-
Scotland Ridge separates the Nordic Seas from the North At-
lantic, and the Fram Strait, situated between Greenland and
Svalbard, is the only deep connection ( ∼ 2600 m) between
the Nordic Seas and the Arctic Ocean. The Nordic Seas are a
primary region for high-latitude water mass transformation,
where strong vertical mixing induced by heat loss to the at-
mosphere converts most of the incoming subtropical warm
and saline Atlantic Water (AW) into dense overflow water
(e.g., Latarius and Quadfasel, 2016 ). Atlantic Water inflows
to the Nordic Seas with the North Atlantic Current (NAC)
through the Greenland-Scotland Ridge; then, it continues as
the Norwegian Atlantic Current (NwAC) ( Hansen and Øster-
hus, 2000 ; Orvik and Niiler, 2002 ) and as two branches
of the West Spitsbergen Current (WSC) ( Piechura and Wal-
czowski, 1995 ). The eastern WSC branch transports AW
along the Barents Sea/Svalbard Shelf break into the Arc-
tic Ocean, while the western WSC branch transports AW
over the Mohn and Knipovich ridges, where it recirculates
westward and southward ( Piechura, Walczowski 1995 ). Ad-
ditionally, a significant portion of the AW that inflows into
the Fram Strait recirculates to the south ( Schauer et al.,
2004 ). The flows of the western branch of the WSC create
the border between the Arctic-origin water masses (Arctic
domain) to the west and the Atlantic-origin water masses
(Atlantic domain) to the east ( Swift and Aagaard, 1981 ;
Walczowski, 2013 ). The border between the Atlantic domain
and the Arctic domain is the Arctic front, whose location
is closely related to the bottom topography. The midocean
ridge system of the Mohn and Knipovich ridges creates a
natural barrier separating the waters of Atlantic and Arc-
tic origin. Located at latitudes of 70—73 °N, the Mohn Ridge
stretches towards the northeast. The northern extension of
the Mohn Ridge — the Knipovich Ridge — stretches north to-
wards the Fram Strait ( Raj et al., 2019 ). 

There are various definitions of Atlantic Water. In this re-
gion, it is often defined as water warmer than 0 °C and more
saline than 34.92 ( Walczowski, 2014 ). The maximal thick-
ness of the defined AW layer does not exceed 700 m in the
Atlantic domain and 500 m in the Arctic domain. The Arc-
tic Intermediate Water (AIW), located below the AW layer,
is formed within the convective gyres in the Arctic domain
of the Nordic Seas ( Blindheim, 1990 ; Jeansson et al., 2017 ;
Swift and Aagaard, 1981 ) as a result of the cooling of the
warm, saline AW and subsequent mixing with the colder,
fresher Polar Water found to the west of the Greenland
Sea Gyre ( Lauvset et al., 2018 ). Beneath the intermediate
layer, Norwegian Sea Deep Water (NSDW) occurs. NSDW is
formed by the mixing of Greenland Sea Deep Water (GSDW)
and deep water from the Arctic Ocean. NSDW is the dens-
est water mass in the Norwegian and Iceland seas but is also
found in the northern and eastern parts of the Greenland
Sea. Part of the AIW and NSDW advects from the Greenland
Sea northward to the West Spitsbergen Current region, grad-
ually changing its properties as a result of interactions with
other water masses ( Swift and Koltermann, 1988 ). 

Since the 1980s, the renewal of deep water in the
Greenland Sea has decreased considerably ( Schlosser et al.,
1991 ). Only the intermediate layer has been venti-
lated, contributing to the lower limb of the Atlantic
meridional overturning circulation ( Eldevik et al., 2009 ;
Karstensen et al., 2005 ). The relatively cold and fresh deep



M. Merchel, W. Walczowski/Oceanologia 62 (2020) 501—510 503 

Figure 1 Map of the Nordic Seas with bathymetry and circulation patterns. Red and yellow arrows indicate warm Atlantic Water 
inflow and cold and fresher outflow, respectively. Green arrows indicate cold, dense water circulation. The acronyms are the East 
Icelandic Current (EIC), the Jan Mayen Current (JMC), the North Atlantic Current (NAC), the North Icelandic Irminger Current (NIIC), 
the North Icelandic Jet (NIJ), the Norwegian Atlantic Current (NwAC), the Norwegian-Atlantic Slope Current (NwASC), and the West 
Spitsbergen Current (WSC). 

w  

v  

A
O  

w  

l  

v
E
t

3

I  

p
P
a  

(  

c
a
t  

a  

g  

t

a

i  

t
a  

s  

fi  

d  

d  

e  

A  

r  

1

9  

t  

p
0  

t  

s
S
S
a  

t

c
s  

v

ater in the Greenland Sea (GSDW) is modified by the ad-
ection of warmer and more saline deep water from the
rctic Ocean. Eurasian Basin Deep Water (EBDW) is Arctic 
cean deep water that is dense enough to mix with the deep
ater in the Greenland Sea and leaves the Arctic Ocean be-
ow 2000 m depth. Therefore, in the absence of deep con-
ection providing fresher and colder waters below 2000 m, 
BDW accumulates in the deep Greenland Sea, increasing 
he temperature and salinity ( Somavilla et al. 2013 ). 

. Data and methods 

n this work, we used data collected by the long-term AREX
rogram. For the last 30 years, the Institute of Oceanology, 
olish Academy of Sciences has performed annual cruises 
board the r/v Oceania to the Nordic Seas and Fram Strait
 Walczowski et al., 2017 ). Since 2000, the data have been
ollected in the same array in the same season (June—July) 
nd processed in the same way. The samples constituting 
he longest time series were collected from section N, situ-
ted along the 76 °30’N parallel between 4 °E and 14 °E lon-
itude ( Fig. 2 ); therefore, this section was selected for fur-
her analysis. 
Water masses are mainly defined based on temperature 

nd salinity (or density) criteria, so the temporal variability 
n their properties strongly depends on the adopted parame-
erizations. Therefore, in this study, the mean temperature 
nd salinity, as well as the heat content, were calculated for
elected depth layers. Water between 0 and 500 m was de-
ned as surface water, water between 500 and 1000 m was
efined as intermediate water, and water below 1000 m was
efined as deep water. The mean values of the water prop-
rties were calculated for the whole section as well for the
rctic Water and Atlantic Water domains, which are rep-
esented by stations N-8 (76 °30’N, 6 °E) and N-1 (76 °30’N,
0 °E), respectively. 
The CTD measurements were performed using an SBE 

11plus probe and covered the whole water column from
he surface to the seafloor. The accuracy of the tem-
erature, conductivity and pressure measurement was ±
.001 °C, ±0.0003 S/m and ±0.015% of full scale, respec-
ively, sufficient for the analysis of the temperature and
alinity changes in the intermediate and deep waters. 
tandard procedures provided by the manufacturer of the 
eaBird system (software modules SeaSave and SBEDat- 
Proc) were used for collection, processing and quality con-
rol of the hydrographic data. 
Interpolation, quantitative data analysis and statistical 

alculations were performed in MATLAB, while dedicated 
oftware (Ocean Data View ( Schlitzer, 2015 )) was used to
isualize the processed data. The mean water properties 
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Figure 2 CTD stations along section N sampled every summer during the AREX observational program carried out by IO PAN in the 
period 1997—2016. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

and heat content in each water layer were calculated from
temperature and salinity fields interpolated onto a regular
grid with the horizontal and vertical resolution of 0.1 degree
and 1 m, respectively. The data were interpolated using the
MATLAB griddata function, applying the linear interpolation
method. All the analyzed trends presented below are statis-
tically significant, with a p-value < 0.01. 

The heat content (H) was calculated for the surface, in-
termediate and deep water layers, as well as the entire wa-
ter column: 

H = 

∫ h 1 

h 2 
ρCpθdz. (1)

The average water density ( ρ), heat capacity ( Cp ) and
potential temperature ( Ө) of each layer were used; h1 and
h2 are the depth range over which the heat content was
computed. 

4. Results and discussion 

The distributions of potential temperature and salinity
along section N in the summer seasons of 1997 and 2016
are shown in Figure 3 . The intermediate and deep waters
were much warmer and more saline in 2016 than in 1997.
The average —0.80 °C isotherm depth was 1200 m in 1997
but 1700 m in 2016, a reduction of 500 m over 20 years.
The greatest increases in potential temperature and salin-
ity were observed in the western part of the section, in the
Arctic domain. 

The temporal changes in the water properties var-
ied with depth. The potential temperature trend reached
0.045 °C yr −1 in the surface layer ( Tab. 1 ) ( Fig. 4 ). The
temporal variability in the surface water temperature was
very high, with three pronounced maxima in 1999, 2006,
and 2014. The salinity trend reached 0.0051 yr −1 , with
clear maxima in 2006 and 2014 ( Fig. 5 ). The potential
temperature of the intermediate water increased more
slowly (0.021 °C yr −1 ) than that of the surface layer, but the
temporal variability was still evident. The slowest warm-
ing occurred in the deep water, with a stable linear in-
crease of 0.009 °C yr −1 without major interannual variations
( Fig. 4 ). The same patterns were observed for the salinity
of the intermediate water (0.0022 yr −1 ) and deep water
(0.0004 yr −1 ) ( Fig. 5 ). The observed trends along section
N confirm the positive temperature and salinity trends ob-
served in the eastern Nordic Seas ( Larsen et al., 2016 ;
Walczowski et al., 2017 ). 

The changes in water properties were not uniform along
the whole section. Hovmöller plots of potential tempera-
ture at stations N-8 (76 °39’N, 6 °E) and N-1 (76 °30’N, 10 °E)
show differences between these two stations ( Fig. 6 ). The
changes in the intermediate and deep water temperatures
in the Arctic domain occurred more quickly than those in
the Atlantic domain. At the station in the Arctic domain (N-
8), after 2009, the potential temperature of the deep and
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Figure 3 Distributions of potential temperature (left) and salinity (right) along section N in the summer seasons of 1997 (upper) 
and 2016 (lower). The bold line shows the —0.8 °C isotherm. 

Table 1 Trend analysis of temperature and salinity in the surface, intermediate and deep water layers from 1997 to 2016. 

Pressure 
[db] 

Temperature Salinity 

Slope R 2 p-value Slope R 2 p-value 

0—500 0.045 0.34 0.0075 0.0051 0.66 0 
500—1000 0.021 0.37 0.0046 0.0022 0.73 0 
1000—bottom 0.009 0.91 0 0.0040 0.44 0.0014 

Figure 4 Mean potential temperature of the surface, intermediate and deep waters across section N from 1997 to 2016. 



506 M. Merchel, W. Walczowski/Oceanologia 62 (2020) 501—510 

Figure 5 Mean salinity of the surface, intermediate and deep waters across section N from 1997 to 2016. 

Figure 6 Hovmöller plot of potential temperature at stations N-8 (upper) and N-1 (lower) from 1997 to 2016. The bold line shows 
the —0.8 °C isotherm. 
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Figure 7 Ө-S diagrams of intermediate (upper panels) and deep (lower panels) water along section N in 1997, 2007 and 
2016. Note the differing temperature and salinity scales between the two panels. The color scale indicates the eastern 
longitude. 
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ntermediate waters did not exceed —0.95 and —0.8 °C, re-
pectively. The bottom water potential temperature was —
.08 °C in 1997 and —0.87 °C in 2016 ( Fig. 6 ), reflecting an
ncrease of 0.21 °C in the last 20 years. In the Atlantic do-
ain (N-1), the potential temperature of the deep water 
id not exceed —0.95 °C after 2005, four years earlier than
his temperature was observed in the Arctic domain (N-8), 
hile the potential temperature of the intermediate water 
id not exceed —0.7 °C. The lowest potential temperature 
f deep water was —1.01 °C in 1997 and —0.87 °C in 2016
 Fig. 6 ). This means that the lowest potential temperature
t this station increased by 0.14 °C in the last 20 years and
as 0.07 °C less than that in the Arctic domain (N-8). 
The Ө- S diagrams presented in Figure 7 show the re-

ationship between the potential temperature and salinity 
long section N in the intermediate (500—1000 m) and deep 
 > 1000 m) waters in 1997, 2007, and 2016. The upper Ө-S
iagrams show the significant influence of sinking Atlantic 
ater on the intermediate water, especially in the east- 
rn part of the section. In 1997, the intermediate water
500—1000 m) was characterized by salinity below 35 and 
otential temperatures below ∼2 °C. In 2007, the maximum 

alinity was 35.05, and the potential temperature reached 
 °C, while in 2016, the maximum salinity was 35.1, and the
otential temperature was almost 4 °C. The lower Ө-S dia-
rams show that in 1997, the properties of the deep water
aried among the western, central and eastern parts of sec-
ion N. The western part (purple-blue dots) was the least
aline and the coldest, the central part (green dots) was
he warmest, and the eastern part (orange-red dots) was 
he most saline. In subsequent years, the deep water be-
ame more homogeneous as its potential temperature and 
alinity continuously increased. 
This 20-year time series of continuous, consistent 

ceanographic data provides a valuable basis for analysis. 
t reveals significant summer-to-summer changes in the ba- 
ic water properties in the West Spitsbergen Current region.
he greatest variability occurred in the surface layer and
ecreased with depth. There were positive trends in both
emperature and salinity in all layers. The rates of the an-
ual salinity and temperature increases also decreased with 
epth. All these trends were statistically significant. How- 
ver, this time series is still too short to determine the
auses of these changes or to separate natural variability
rom that resulting from progressive climate change. The 
ow in the surface layer of the investigated region is dom-
nated by the Atlantic meridional overturning circulation 
AMOC), and the changes are mostly advective in nature.
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The long-term changes in poleward oceanic fluxes are asso-
ciated with the Atlantic multidecadal oscillation, which has
a period of 60-80 years ( Delworth and Mann, 2000 ). 

The intermediate and deep waters of the studied re-
gion mostly inflow from the central part of the Green-
land Sea ( Swift and Koltermann, 1988 ). Therefore, the in-
creases in temperature and salinity in the deep and in-
termediate waters along section N are closely related to
the changes observed in the central part of the Greenland
Sea ( Brakstad et al., 2019 ; Latarius and Quadfasel, 2016 ;
Lauvset et al., 2018 ). This is most clearly observed in the
western part of the area (Arctic domain), which is located
in the north-eastern part of the Greenland Sea. The wa-
ter supply to this area from the west is unimpeded over
the entire water column. The flow of water to the east-
ern part (Atlantic domain), which is located in the northern
part of the Norwegian Sea, is to some extent blocked by the
Knipovich Ridge. Therefore, mostly in this area, the pattern
of changes in the 500—1000 m layer is similar to that in the
surface layer. Nevertheless, connections with the inflow of
AW to the Nordic Seas are also important for the intermedi-
ate and deep layers in the western part of the studied re-
gion. Holliday et al. (2008) found that the freshening trend
in the upper ocean of the northeastern North Atlantic and
Nordic Seas in the 1960s—1990s had reversed and that since
that period, temperature and salinity have rapidly increased
in the Atlantic Water inflow to the Nordic Seas. After 2000,
stronger ventilation was observed in this area, which is as-
sociated with the advection of warmer and more saline sur-
face water flowing from the North Atlantic ( Lauvset et al.,
2018 ). The advection of Atlantic origin water resulted in
stronger ventilation in the Greenland Sea ( Brakstad et al.,
2019 ; Lauvset et al., 2018 ). However, convection still
reached only intermediate depths, enabling ventilation and
refreshing the water in the intermediate layer. This con-
tributed to much greater increases in temperature and
salinity in this layer than in the deep layer ( Brakstad et al.,
2019 ; Latarius and Quadfasel, 2016 ; Lauvset et al., 2018 ). 

The source of warming in the deep Greenland Sea is
the inflow of deep water from the Arctic Ocean. The rel-
atively warm and salty Eurasian Basin Deep Water flows
into the colder and less saline Greenland Sea Deep Water
( Aagaard et al., 1985 ). This inflow is possible due to the ces-
sation of deep convection in the central part of the Green-
land Sea in the 1980s, which provided cold and deep saline
water below 2000 m ( Schlosser et al., 1991 ). The rate of
deep water warming is not the same for the entire Nordic
Seas region. Deep water in the central Greenland Sea warms
rapidly because it has direct contact with deep water flow-
ing from the Arctic Ocean. The deep waters of the Norwe-
gian and Iceland Seas are warming at a slower rate because
they are products of the mixing of their own ambient waters
with GSDW and Arctic outflow water ( González-Pola et al.,
2018 ; Rudels et al., 2012 ). According to Somavilla et al.
(2013) , in the absence of deep convection, deep water from
the Arctic Ocean will flow into the deep parts of the Green-
land Sea, making them warmer and more saline until they
reach the properties of the deep water from the Arctic
Ocean. The rate of EBDW import from the Arctic Ocean
into the central Greenland Sea increased from 0.12 Sv be-
fore the 1980s ( Bönisch and Schlosser, 1995 ) to ∼0.44 Sv in
1993—2009 ( Somavilla et al., 2013 ). Assuming that the cur-
rent trend will remain unchanged, the GSDW will have the
same properties as the Arctic Ocean deep water in approx-
imately 2025 ( Langehaug and Falck, 2012 ; Somavilla et al.,
2013 ). 

As mentioned above, one cannot say with certainty
whether the causes of these changes are natural or
anthropogenic. Indisputably, we are observing an in-
crease in temperature in the WSC region and subsequent
changes in the regional ecosystem ( D ąbrowska et al., 2020 ;
Stempniewicz et al., 2007 ; W ęsławski et al., 2011 ). In the
context of global warming, the temperature increase in
all layers is an important and concerning phenomenon.
The increasing concentrations of greenhouse gases in the
atmosphere warm the Earth’s climate system. The ocean
contains over 50 times more carbon dioxide (the main
greenhouse gas) than the atmosphere, and cold deep wa-
ters serve as its main reservoir ( Stewart, 2008 ). Warming of
the deep ocean layer could release large amounts of carbon
dioxide into the atmosphere, intensifying the greenhouse
effect. Moreover, the thermal expansion of water (the
steric effect) leads to increased sea levels and, in addition
to the loss of glacial mass, accounts for approximately 75%
of global sea level rise since the 1970s. From 1993 to 2010,
the average global sea-level rise was estimated at ∼2.8 mm
yr −1 , of which oceanic thermal expansion accounted for
∼1.1 mm yr −1 ( Stocker et al., 2013 ). 

The progressive increase in the OHC may suggest that,
in addition to natural variability, climate change caused by
the greenhouse effect is an important driver of the ob-
served warming. The world ocean accounts for approxi-
mately 93% of the warming of the Earth system that has
occurred since 1955 ( Levitus et al., 2012 ). For the years
1955—2010, the heat content of the world ocean in the 0—
2000 m layer increased by 24.0 10 22 J, corresponding to a
rate of 0.39 W m 

−2 per unit area of the world ocean and
a volume mean warming of 0.09 °C. This has resulted in
a temperature increase of 0.006 °C yr −1 . Over the decade
(2007—2016) of continuous observations, the mean surface-
to-bottom ocean warming was 0.0022 °C yr −1 . This temper-
ature change is equivalent to a heat uptake of 0.71 W m 

−2

over the surface of Earth, approximately 1 W m 

−2 per unit
area of the world ocean. The global ocean is warming at all
depths, with warming maxima at the surface, 1000 m, and
4200 m ( Desbruyères et al., 2017 ). 

The warming we observed in the West Spitsbergen Cur-
rent is occurring much faster than the global ocean warm-
ing. The temperature in the 0—2000 m layer is increasing at
a rate of 0.023 °C yr −1 , which is equivalent to 5.98 W m 

−2 of
heat uptake, almost 6 times more than the mean oceanic
heat uptake given by Desbruyères et al. (2017) . Of course,
this heat was not absorbed from the sun in the studied
region and is mainly the effect of ocean heat convergence.
However, these data show that the investigated region is a
very effective heat sink and that the warming rate is much
higher than the mean warming rate for the whole ocean.
The intermediate water stores 22% of the heat surplus,
and the deep water stores 29%. This confirms that deep
and intermediate waters, in addition to surface water, are
significant heat sinks. The surplus of heat stored in the West
Spitsbergen Current region and transported by the WSC to
the Arctic Ocean may have an important influence on Arctic
sea ice melting and climate change. 
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. Conclusion 

n this study, we analyzed potential temperature and salin- 
ty increases in intermediate and deep waters in the West 
pitsbergen Current region from 1997 to 2016. This area is 
ivided into two parts by the Arctic front ( ∼7 °E): the Arc-
ic domain in the west and the Atlantic domain in the east.
he increase in the potential temperature of the water was 
specially intense in the Arctic domain and was associated 
ith considerable changes in the water layers salinity. 
The potential temperature and salinity of the inter- 

ediate water increased much faster (0.021 °C yr −1 and 
.0022 yr −1 , respectively) than those of the deep water
0.009 °C yr −1 and 0.0004 yr −1 , respectively). The interme-
iate and deep waters in the study area flow from the cen-
ral part of the Greenland Sea; therefore, the increases in 
he temperature and salinity of these waters are related to
he changes observed in the central Greenland Sea. This is 
ost clearly observed in the western part of the area (Arc-
ic domain), where the direct water supply from the central
reenland Sea is not inhibited by the Knipovich Ridge, un-
ike in the eastern part (Atlantic domain). 

The increases in salinity and temperature in the interme- 
iate water have also been associated with the advection 
f anomalously warm and saline Atlantic Water in recent 
ears, which enters the region from the North Atlantic. This 
as contributed to deeper convection in the Greenland Sea, 
entilating the intermediate water and increasing both the 
emperature and salinity of this layer. The temperature and 
alinity increases in the intermediate water were more sub- 
tantial, with considerably higher interannual fluctuations, 
han the variability in the deep water physical properties. 
he source of the increases in temperature and salinity in 
he deep water is the inflow of relatively warm and salty
urasian Basin Deep Water from the Arctic Ocean to the
elatively cold and fresh Greenland Sea Deep Water in the
reenland Sea. 
A temperature increase of 0.46 °C in the 2000 m wa-

er column causes a mean increase in the heat content
f 3770 MJ m 

−2 and requires an additional 5.98 W m 

−2 of
tmosphere-ocean heat flux per 20 years, almost 6 times 
ore than the mean oceanic heat uptake. 
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Impact of climate change on zooplankton communities, seabird
populations and arctic terrestrial ecosystem—a scenario. Deep
Sea Res. Pt. II 54 (23—26), 2934—2945, https://doi.org/10.
1016/j.dsr2.2007.08.012 . 

Stewart, R., H., 2008. Introduction to physical oceanog-
raphy, https://www.uv.es/hegigui/Kasper/por%20Robert%20H%
20Stewart.pdf . 

Stocker, T.F. , Qin, D. , Plattner, G.-K. , Tignor, M.M.B. , Allen, S.K. ,
Boschung, J. , Nauels, A. , Xia, Y. , Bex, V. , Midgley, P.M. , 2013.
Climate Change 2013: The Physical Science Basis. In: Contribu-
tion of Working Group I to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change. Cambridge Univ.
Press, Cambridge, UK, New York, USA, 1535 pp . 

Swift, J.H., Aagaard, K., 1981. Seasonal transitions and water mass
formation in the Iceland and Greenland seas. Deep Sea Res. Pt.
A. 28 (10), 1107—1129, https://doi.org/10.1016/0198-0149(81)
90050-9 . 

Swift, J.H., Koltermann, K.P., 1988. The origin of Norwegian Sea
deep water. J. Geophys. Res.-Oceans 93 (C4), 3563—3569, https:
//doi.org/10.1029/JC093iC04p03563 . 

von Appen, W.J., Schauer, U., Somavilla, R., Bauerfeind, E.,
Beszczynska-Möller, A., 2015. Exchange of warming deep wa-
ters across Fram Strait. Deep Sea Res. Pt. I 103, 86—100, https:
//doi.org/10.1016/j.dsr.2015.06.003 . 

Walczowski, W., 2013. Frontal structures in the West Spitsbergen
Current margins. Ocean Sci. 9 (6), 957—975, https://doi.org/
10.5194/os- 9- 957- 2013 . 

Walczowski, W. , 2014. Atlantic Water in the Nordic Seas. Springer,
Heidelberg, New York, London, 300 pp . 

Walczowski, W., Beszczynska-Möller, A., Wieczorek, P., Merchel, M.,
Grynczel, A., 2017. Oceanographic observations in the Nordic
Sea and Fram Strait in 2016 under the IO PAN long-term moni-
toring program AREX. Oceanologia 59 (2), 187—194, https://doi.
org/10.1016/j.oceano.2016.12.003 . 

Wang, X., Zhao, J., Li, T., Zhong, W., Jiao, Y., 2015. Deep wa-
ters warming in the Nordic seas from 1972 to 2013. Acta
Oceanologica Sinica 34 (3), 18—24, https://doi.org/10.1007/
s13131- 015- 0613- z . 
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Summary Under warming climates, heat waves (HWs) have occurred in increasing intensity 
in Europe. Also, public interest towards HWs has considerably increased over the last decades. 
The paper discusses the manifestations of the summer 2014 HW and simultaneously occurring 
coastal upwelling (CU) events in the Gulf of Finland. Caused by an anticyclonic weather pat- 
tern and persisting easterly winds, CUs evolved along the southern coast of the Gulf in four 
episodes from June to August. Based on data from coastal weather stations, 115 days-long 
measurements with a Recording Doppler Current Profiler (RDCP) oceanographic complex and 
sea surface temperature (SST) satellite images, the partly opposing impacts of these events 
are analysed. Occurring on the background of a marine HW (up to 26 °C), the CU-forced SST 
variations reached about 20 degrees. At the 10 m deep RDCP mooring location, a drop from 

21.5 to 2.9 °C occurred within 60 hours. Salinity varied between 3.6 and 6.2 and an along- 
shore coastal jet was observed; the statistically preferred westerly current frequently flowed 
against the wind. Locally, the cooling effect of the CUs occasionally mitigated the overheating 
effects by the HWs both in the sea and on the marine-land boundary. However, in the elon- 
gated channel-like Gulf of Finland, upwelling at one coast is usually paired with downwelling 
at the opposite coast, and simultaneously or subsequently occurring HWs and CUs effectively 
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contribute to heat transfer from the atmosphere to the water mass. Rising extremes of HWs 
and rapid variations by CUs may put the ecosystems under increasing stress. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

In the Earth system, contemporary climate change primar-
ily manifests as ‘global warming’, which nevertheless is a
spatially varying and complex phenomenon ( IPCC, 2014 ).
Other important interrelated effects are spatio-temporal
changes in atmospheric circulation patterns and in wind
characteristics, occurring from global to local scales (e.g.
Easterling et al., 2000 ). All these forcings mingle and act
on the marine environment causing changes in thermic con-
ditions, hydrodynamics, and ultimately via various links, in
biota (e.g. Hoegh-Guldberg and Bruno, 2010 ; Kotta et al.,
2018 ). 

This study addresses the combined effects of atmo-
spheric heat waves and coastal wind-driven upwelling. The
study focusses on the year 2014, when in the region of the
Baltic Sea, a major summer heat wave (HW) was registered,
and in addition, intense coastal upwelling (CU) with a cool-
ing effect along certain, extensive coastline stretches oc-
curred as well. 

Based on reports from several scientific agencies around
the world, the World Meteorological Organization (WMO)
declared 2014 the hottest year on record, then. Globally,
the average atmospheric air temperature (AT) was 0.68 °C
above the 1951—1980 baseline average, which, in turn,
was about 0.3—0.4 °C higher than the 1880—1920 average
( Lenssen et al., 2019 ). In fact, the record-setting temper-
ature anomalies have continued after 2014. Currently, ac-
cording to the datasets by the NOAA and NASA, the year
2016 is considered the hottest on record, followed by 2019
and 2015 ( Cole and Jacobs, 2020 ). Due to larger inertia in
the oceanic system, the six highest global ocean heat con-
tents have occurred in: 2019, 2018, 2017, 2015, 2016, and
2014 ( Cheng et al., 2020 ). However, Central Europe and the
Baltic Sea region has warmed in an even relatively faster
pace. For instance, in recent years, the positive anoma-
lies in the Baltic region ATs have been higher by 0.5—1.0 °C
than the global average ( Rutgersson et al., 2015 ). The to-
tal warming trend in the whole Baltic Sea water mass has
been 1.07 °C for 35 years (1982—2016), while in the upper
layer (in sea surface temperature, SST), the increase has
been 1.75 °C or 0.05 °C/year ( Liblik and Lips, 2019 ). While
the main AT rise in the Baltic Sea region has occurred in
late winter and spring, the SST increase has been faster in
summer months ( Liblik and Lips, 2019 ). This can partially be
related to the increased frequency and magnitudes of sum-
mer HWs, which in turn, cause an increase in marine heat
waves (MHWs) ( Hobday et al., 2018 ; Oliver et al., 2019 ). 

Over time, many different HW definitions have been pro-
posed, which vary regarding the target area or study pur-
pose (e.g. Perkins and Alexander, 2013 ). A HW is usually
understood as a period of excessively hot weather lasting
from several days to weeks and is measured relative to the
weather norms in the area and for the season. Currently,
the WMO defines a heat wave as 5 or more consecutive days
of prolonged heat in which the daily maximum tempera-
ture is higher than the average maximum temperature by
5 °C or more ( Rafferty, 2020 ), which concurs with one of the
earliest definitions proposed by Frich et al. (2002) . How-
ever, some nations have come up with their own, slightly
different threshold and duration criteria and more defini-
tions and indices describing different aspects of the HW
exist in scientific literature (e.g. Keevallik and Vint, 2015 ;
Russo et al., 2014 ). There is no clear definition of HWs es-
tablished in Estonia. For instance, while HWs are sometimes
considered as periods with daily maxima over 25 °C, a grada-
tion of dangerous events includes the ones when the daily
maximum exceeds 30 °C in two, three, or five consecutive
days ( EWS, 2020 ; Õispuu, 2019 ). 

Under warming climates, HWs have occurred in increas-
ing frequencies and magnitudes in Europe ( Russo et al.,
2015 ; Schär et al., 2004 ). The spread and locations of HWs
vary greatly. Quite naturally, the most dangerous events are
those occurring in densely populated urban areas and in low
latitudes. In that sense, the deadliest ones (more than ten
thousand casualties per event) probably occurred in France
(in 2003) and in Moscow (2010) ( Smid et al., 2019 ). Lying in
relative high latitudes, the less populous Baltic Sea region
usually suffers from far less HW casualties. Nevertheless,
such kind of extreme events may still pose unexpected ad-
verse societal, economic and environmental consequences
on high latitudes as well. For instance, exceptionally large
cyanobacteria blooms, poisoning water both for human and
animal use, have been reported in years with summer
HWs in the Baltic Sea (e.g. Kononen and Nõmmann, 1992 ),
and possible further increase in such record-breaking al-
gal blooms have been projected by Meier et al. (2019) .
Effect of HWs (and MHWs) on the Baltic Sea environment
have been studied e.g. by Paalme et al. (2020) and by
Takolander et al. (2017) . Sea surface warming trends and
impacts of HW events in a wider scale have been demon-
strated e.g. by Panch et al. (2013) , Shaltout (2019) , and
Wernberg et al. (2013) . 

Coastal upwelling studies in the Baltic Sea form a
much larger pool, including scores of scientific articles
(e.g. Delpeche-Ellmann et al., 2017 ; Gidhagen, 1987 ;
Kowalewski and Ostrowski, 2005 ; Lehmann et al., 2012 ;
Lips et al., 2009 ; Myrberg and Andrejev, 2003 ; Uiboupin and
Laanemets, 2009 ). The CUs in the Baltic Sea can oc-
cur site-specifically under suitable meteorological condi-
tions, and in principle, in whatever season. For instance,
‘warm’ CUs exist in winter (e.g. Kowalewska-Kalkowska and
Kowalewski, 2019 ; Suursaar, 2010 ). However, summer CUs
are still more typical and possibly more influential with
much stronger SST imprint. In case of summer CU, persis-
tent alongshore winds (coastline on its left) bring dense,

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Bathymetric map of the Gulf of Finland ( Schlitzer, 2020 ). Red rectangles mark weather stations by the EWS (Estonian 
Weather Service), the triangle marks the RDCP (Recording Doppler Current Profiler) mooring location near Letipea Peninsula. 
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ooler, and usually nutrient-rich water towards the sea sur- 
ace (e.g. Jiang and Wang, 2018 ), replacing the warmer and
ess saline surface water. 
Although occurring sometimes simultaneously in cer- 

ain sea areas, the combined, and possibly opposing ef- 
ects of HWs and CUs are far less studied so far. Recently,
aalme et al. (2020) studied the effects of HWs and CUs on
ittoral benthic communities in the Gulf of Finland based on 
018 data. However, under warming climate, study of HWs 
nd their impacts in various conditions and environments 
s increasingly topical. The aim of this article is to (1) docu-
ent and analyse the manifestation of the 2014 HW event in
he Gulf of Finland (NE Baltic Sea), (2) present and analyse 4
onths long in situ oceanographic measurements capturing 
n extensive CU along the southern coast of the Gulf of Fin-
and in same summer, and (3) discuss the combined effect
f simultaneously and/or subsequently occurring HW and CU 

vents on the marine environment and coastal climate. 

. Material and methods 

.1. Study area and the meteorology 

he Gulf of Finland is a longitudinally elongated fjord-like 
ub-basin of the Baltic Sea ( Figure 1 ), located on the rela-
ively high latitudes (59—60.5 °N) in the temperate climate 
one of prevailing westerlies ( Kont et al., 2011 ). It has an
rea of 29 571 km 

2 , water volume of 1103 km 

3 , and an aver-
ge depth of 37 m with maximum values reaching 123 m in
he westernmost part of the Gulf ( Alenius et al., 1998 ). It re-
eives a relatively large (114 km 

3 /yr) freshwater input from
ivers (mainly via the Neva, Narva, and Kymijoki) and the
ypical surface salinity varies between 1 and 7 PSU length-
ise and, in the deeper western part, between 6 and 12
nits vertically ( Alenius et al., 1998 ). 
Our study focuses mainly on the south-eastern part of the

ulf of Finland, where the broad Narva Bay defines a roughly
00 km long, relatively straight coastal section between the 
arva River mouth and Kunda-Letipea area on the southern
hore ( Figure 1 ). Owing to its elongated shape, upwelling
an occur along both coasts. The relatively straight southern
oast has a more suitable coastal slope for upwelling evolve-
ent ( Delpeche-Ellmann et al., 2018 ). On the other hand,
ue to statistically prevailing westerlies ( Soomere et al.,
008 ), the occurrence of upwelling is higher on the northern
hore ( Lehmann et al., 2012 ; Myrberg and Andrejev, 2003 ). 
Meteorological description of this study is based on data

rom the Estonian Weather Service ( EWS, 2020 ; formerly
he EMHI). The closest station to our oceanographic in-
trument mooring location near the Letipea Peninsula is 
t Kunda (59 °31 ′ 17 ′ ′ N; 26 °32 ′ 29 ′ ′ E; 8 km from the RDCP),
here we used hourly average wind speed and direction
ata, as well as air temperature and water temperature
ata (measured at nearby Kunda Port). The wind data were
sed to analyse upwelling-favouring forcing conditions, AT 
ata for defining HW periods, and water temperature data
or describing effects of HWs and MHWs on the marine en-
ironment. From Narva-Jõesuu (59 °28 ′ 06 ′ ′ N; 28 °02 ′ 33 ′ ′ E; 77
m from the RDCP) we only used water temperature data.
rom Väike-Maarja station, (59 °08 ′ 29 ′ ′ N; 26 °13 ′ 51 ′ ′ E), 45 km
nland from Kunda Port ( Figure 1 ), we used air tempera-
ure data to analyse the temperature differences between 
he coast and an inland location. Since 2003, all the sta-
ions are equipped with MILOS-520 automated weather com- 
lexes (see: Keevallik et al., 2007 ). 
In order to consider climatic background conditions in Es-

onia, we also used various web-based annual overviews by
he EWS (e.g. Kallis et al., 2015 ), as well as its statistics on
limate normals ( EWS, 2020 ). 

.2. In situ oceanographic measurements 

tudies on hydrodynamic conditions near the Letipea Penin- 
ula and in the Narva Bay have been carried out several
imes since 2006. It turned out that along the straight coast-
ine section, illustrious upwelling events can be occasion- 
lly recorded and analysed ( Suursaar and Aps, 2007 ). Using
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Figure 2 Variations in air temperature at Kunda weather sta- 
tion (10-day averages in 2014) compared with 1981—2010 long- 
term average (EWS data). The window defines the 4-months 
study period in summer 2014. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

bottom-mounted current profilers, CTD-probes and other
devices, more than a years’ worth of recordings on vari-
ous hydro-physical and chemical parameters have been ob-
tained in that location over 2006—2010 ( Suursaar, 2010 ,
2013 ). This article stems from nearly 4-month long measure-
ments at the same location in 2014 ( Figure 2 ), which have
never been analysed and published before. 

In 2014, the measurements were carried out using the
oceanographic measuring complex called Recording Doppler
Current profiler (RDCP-600) by AADI Aanderaa (currently
YSI, a Xylem brand). The upward-looking instrument was
deployed on the seabed (about 2 km off the coast at
59 °33 ′ 30 ′ ′ N; 26 °40 ′ 10 ′ ′ E; Figure 1 ) by divers from a speed
boat of the Estonian Marine Institute and it started au-
tonomous recording on 6 June 2014 at 12.00 UTC. The in-
strument depth was about 10—11 m (it changed a bit along
with water level variations) and the recording interval was
set to 60 min. The instrument was retrieved on 29 Septem-
ber 10.00 UTC, producing 2758 hourly records (114.9 days). 

The recorded parameters were, firstly, three velocity
components (u, v, z) on a multitude of depth cells. The ver-
tical column set-up for flow measurements included a 2 m
cell size with no overlap. Due to relatively shallow water,
we used 3 depth intervals (3—5, 5—7 and 7—9 m). Beginning
with the seabed, there was a 2 m blank distance between
the instrument and the lowest measurable cell. Within the
1—3 uppermost metres, depending on sea-level variations
and wave height, the flow measurements were somewhat
“contaminated” and thus discarded on the grounds of high
standard deviations. 

In addition to Doppler effect-based current measure-
ments, the RDCP-600 was equipped with temperature, oxy-
gen, pressure, turbidity and conductivity (i.e. salinity) sen-
sors, which sampled hourly the near-bottom layer (0.4 m
from the seabed) in contact with the instrument (see also
Suursaar, 2010 ). The high accuracy quartz-based pressure
sensor (resolution 0.001% of full scale) enabled measure-
ment of wave parameters, such as significant and maximum
wave heights (H s , H max ), as well as various derivations of
wave periods (not discussed in this article). The raw data
were stored on a multimedia card, processed upon retrieval
by the special software by AADI, and thereafter, using pack-
ages such as Statistica. Cumulated water (and air) flow com-
ponents (u-, v-) were computed for the Kunda location, tem-
poral variations in observed parameters studied, and regres-
sion and spectral analysis performed. 

2.3. SST images 

In order to describe SST spatial patterns in the Gulf of
Finland during HW and CU periods in 2014, satellite im-
ages processed in the Finnish Environment Institute (SYKE)
were used. Based on raw data from several NASA, NOAA
and EU Copernicus program instruments, SYKE Geoinformat-
ics systems and Geoinformatics research units have pro-
duced downloadable remote sensing products (e.g. SST, tur-
bidity, CDOM and Chl a ). For 2014, SST images based on
NOAA AVHRR (NOAA) satellite observations (mediated by
the Finnish Meteorological Institute) were downloaded from
SYKE TARKKA open web service ( http://syke.fi/tarkka/en ).
In principle, the images are available on a nearly daily basis.
However, their usefulness varies due to cloudiness. 

Over the 4-month period (June—September), 93 images
were reviewed and visually assessed. Our preliminary as-
sortment yielded 8 particularly good SST-images for our
study area (i.e. the Gulf of Finland and particularly its
southern half). Additionally, 7 images were satisfactory
(i.e., partially usable), while the remaining 78 were not that
usable ( Figure 3 a). Still, both the HW and CU periods, as
well as post-upwelling conditions, can be successfully illus-
trated by the SST images. 

3. Results and discussion 

3.1. Year 2014 case: air and water temperature 

The summer 2014 HW, also sometimes called the “2014
Swedish heat wave” ( Russo et al., 2015 ), was caused by a
large and stable atmospheric high pressure aloft which re-
mained over north-eastern Europe for several weeks, block-
ing westerlies and cyclonic activity along the polar front in
this region. According to synoptic maps by EWS and SMHI,
the high-pressure area covered the entire of Scandinavia
and the Baltic Sea. It extended up to Svalbard and Novaya
Zemlya in the North and down to Belarus and Ukraine in the
South-East. Several heat records were broken in Sweden, as
well as in Finland and elsewhere. According to the ranking of
European record-breaking HWs in the period of 1950—2015
by Russo et al. (2015) , the exceptionally long Scandinavian
July—August 2014 event went to the top ten list of the 65-
year period. The HW in 2014 also caused a MHW in the Baltic
Sea and an overall warming of the Baltic Sea water mass.
The annual mean SSTs of the entire Baltic Sea was 9 °C in
2014, which was the warmest at the time and 1.14 °C higher
than the average in 1990—2018 ( Siegel and Gerth, 2019 );
this anomaly was only surpassed in 2018 (which was 1.19 °C
higher). 

According to the 2014 yearbook by the EWS ( EWS, 2020 ;
Kallis et al., 2015 ), the summer was unusually warm also
in Estonia ( Figure 2 ). In retrospect (1951—2018), the most
influential HWs in Estonia have occurred, starting with the
most influential, in 2010, 2018, 2014, and 2003 (the order
may slightly vary depending on criteria). This list partly re-
flects the warming trend, including the 2 degrees increase

http://syke.fi/tarkka/en
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Figure 3 (a) Availability of SST images during the 4-month period; dark green — particularly good image, light green — satisfactory 
image, pink — limited coverage, white — no image. Letters A—D mark the chosen images on Fig. 4 . (b) Water temperatures at Narva- 
Jõesuu and Kunda weather stations (EWS afternoon data) in 2014, Kunda long-term normal, MHW — marine heat wave events, CU —
Kunda station based coastal upwelling events ( Table 1 ). (c) Variations in water temperature measured hourly near Letipea Peninsula 
at 10 m depth. (d) Air temperatures measured hourly at Kunda weather station compared with long-term normal; HW — heat wave 
events based on Kunda weather data. 
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n maximum air temperatures over the same 68-year pe- 
iod ( Õispuu, 2019 ). At Kunda station, July was on average
 °C warmer than the norm (16.3 vs . 19.3 °C) and August was
.4 °C warmer (15.4 vs. 17.8 °C). As a result, the whole year
as 1.3 °C warmer than the norm (1.4 °C warmer in entire Es-
onia). Some clear HW events can be identified in the study
rea ( Figure 3 ). 
Considering the simple criteria (daily average ex- 

eedance by at least 5 degrees over a long-term normal on
t least 5 consecutive days), there were 2 proper heat waves
t Kunda location (HW2 and HW3, Figure 3 ) and one remark-
ble event which barely did not qualify (HW1). Daily maxima 
n this coastal town exceeded 30 °C in four days. According
o the EWS Kunda data, the HW1 event occurred on 4—6
une. It lasted at least 3 consecutive days (actually nearly 4
ays), however, the daily average normal was exceeded by
bout 10 degrees on two consecutive days. HW2 occurred
n 25—31 July (7 days) and HW3 on 3—7 August (5 days).
he maximum value (32 °C) was measured on 31 July. There
ere some other relatively warm periods around 13 July, 11
ugust, and 8 September, which were either shorter or not
o extreme to be considered as HWs ( Figure 3 d). However, in
ther weather stations, the HW periods and durations could
ave been slightly different. 
Following a similar criterion, marine heat waves (MHWs) 

ccurred in Kunda (at port, 1 m depth) on 10—15.06 (MHW1,
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Figure 4 SST images (modified from SYKE TARKKA) during upwelling along the Estonian coast (a, 11.07), MHW (marine heat wave 
events) covering the entire Gulf (b, 31.07), upwelling at the Finnish coast (c, 20.08), mixing and cooling (d, 27.09). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6 days) and on 24—30.06 (MHW2, 7 days plus 3 more days af-
ter a short recession). In Narva-Jõesuu, MHW1 occurred on
4—16.06 (13 days) and MHW2 on 16.07—15.08 (31 consec-
utive days). MHWs at Kunda were occasionally interrupted
by CU events ( Figure 3 b). In contact with the RDCP at 10
m depth, the summer water temperatures were obviously
somewhat smaller and upwelling-influenced water temper-
ature drops were much more extensive than at near-surface
( Figure 3 c). However, even there, the RDCP yielded remark-
ably high water temperature anomalies (defined here as ex-
ceeding by 5 degrees the 1 m depth normal; 10 m depth nor-
mal is unknown) on 2—3 August (up to 21.5 °C on 2 August)
and on 5 consecutive days on 13—17 August (max 21.5 °C on
13 August). 

The highest measured water temperature at Kunda port
was 23.3 °C (on 27 July). At Narva-Jõesuu, it reached 26.5 °C
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Figure 5 Variations in hourly wind u-component and cumulated u-component at Kunda station (u is nearly shore-parallel at 
Letipea Peninsula) positive direction of the vector is East; a); RDCP-measured flow u-component at 3—5 m depth and cumulated 
u-components at 7—9, 5—7, and 3—5 m layers (b); variations in salinity and instrument depth (sea level; c). Blue bar on (c) indicates 
upwelling impacts, including elevated salinity at 10 m depth and westerly-directed current. 

Table 1 CU event durations and minimum water temper- 
atures (WT, °C) at Kunda station (1 m) and RDCP mooring 
at Letipea Peninsula (10 m); see also Figure 3 . 

Kunda WT Letipea WT 

CU1 03.06—07.06 4.7 (03.06)—12.06 2.6 
CU2 26.06—29.06 8.1 26.06—01.07 2.9 
CU3 10.07—17.07 4.9 09.07—01.08 2.7 
CU4 05.08—07.08 14.5 04.08—12.08 2.9 
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n 30 July and stayed at 26.2 °C for three consecutive days
n 3—5 August ( Figure 3 b). In contrast, the water tempera-
ure at Kunda dropped down to 4.7 °C during CU1, 8.1 °C in
U2, 4.9 °C in CU3, and 14.5 °C in CU4 ( Table 1 ), which marks
early 20 °C SST variations. 
According to SST images, CU can cover the entirety of

stonia’s 360 km-long northern coast from Hiiumaa Island 
n the West to Narva-Jõesuu in the East and extending for
bout 100 more km-s along the Russian coast ( Figure 4 a;
iboupin and Laanemets, 2009 ). The cross-shore extent of
he affected sea area can be up to 25 km, filaments ex-
luded. While CU occurs on one side of the Gulf of Finland,
HW can occur in rest of the basin ( Fig. 4 a, c). Under un-
avouring wind conditions for CUs on either coast, MHW can
over the entire Gulf. For instance, on 31 July, even the
coldest’ patches had SST around 20 °C, while 90% of the
ulf’s area had SSTs between 23 and 24 (or more) degrees
 Figure 4 b). CU duration varies depending on coastal loca-
ion. The periods CU1-CU4 were identified based on Kunda
ST ( Figure 3 b). However, the upwelling process is visible
rom RDCP data over a much longer period because it man-
fests in deeper layers before it reaches the sea surface.
t also lasts longer ( Figure 3 c). Out of 115 measurement
ays, CU impact was visible on about 50 days at the 10 m
epth and on 20—25 days on the sea surface near Kunda
 Table 1 ). 
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Figure 6 Contrasting variations in water temperature and salinity indicating upwelling at 10 m depth (a, b); Diurnal variations 
in air temperature at Kunda, also impacting (via daily switching breeze) water temperature (smaller oscillations besides large 
upwelling-caused variations), salinity and local sea level (c, d). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

While the summer of 2014 was among the most extreme
ever recorded regarding water temperatures and MHWs
( Siegel and Gerth, 2019 ), CUs are rather common, occurring
along the northern coast of Estonia roughly every other year
( Uiboupin and Laanemets, 2009 ). In terms of extent and
duration, the summer 2014 CUs probably were not among
the largest. For instance, the year 2003 event and the 2006
event (e.g. Suursaar and Aps, 2007 ) were more extensive.
However, in terms of water temperature variation, 2014 was
remarkable due to opposing effects of CU and MHW, occur-
ring on the background of very high water temperatures.
For instance, at Kunda station, a 17.1 °C SST drop occurred
within 50 hours. At the RDCP, an 18.6 °C drop (from 21.5 to
2.9 °C) occurred in two and half days (60 hours), including
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Figure 7 Plots of wind and flow u-component values at two depths (a — sub-surface, b — near-bottom) indicating preferred 
West-directed current occurring even in moderate West wind conditions. Plots of air versus water temperatures (c) and water 
temperatures versus salinity (d) indicating differently behaving data subsets under upwelling and non-upwelling conditions. Zone C 
(on c) marks CU, zone A mostly marks post-upwelling MHW (marine heat wave events) in August, and zone B pre-upwelling periods 
in June and cooling period in September. 
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 24 h drop of 15.7 °C. The total range was over 20 °C both
emporally ( Figure 3 ) and spatially (considering maximum 

STs over 26 °C; Figures 3 b, 4 ). 

.2. Upwelling development and its effects on 

ater column properties 

t is a well-known fact that mesoscale CU is triggered by
he alongshore wind component, causing Coriolis force as- 
isted Ekman transport of surface water away from the 
hore, which is replaced by water that wells up from be-
ow (e.g. Gill and Clarke, 1974 ). It is also described that
avourable alongshore winds should last for at least a few 

ays until certain cumulative wind impulse is reached (e.g. 
aapala, 1994 ) and upwelled water surfaces, thus becom- 
ng ‘visible’. In fact, bottom-mounted instruments can show 

ear-instantaneous changes in virtually every measured pa- 
ameter ( Figures. 5—6 ) and CUs are manifested over longer
eriods than on the surface ( Table 1 ). Based on Figure 5 ,
U favouring conditions occur on the southern coast of the
ulf of Finland when the alongshore wind component (u- 
omponent) is mostly negative (West-directed) and cumu- 
ated u-wind decreases ( Figure 5 a); current u-component 
s negative and cumulated u- decreases, especially in sub- 
urface layers ( Figure 5 b); salinity is relatively high or in-
reasing and water level decreases ( Figure 5 c). 
As a result of up-flow of more saline and cooler inter-
ediate or deep layer water of the Gulf, water tempera-
ures and salinity graphs form distinct negatively correlated 
atterns ( Figure 6 ab, 7d). Besides dramatic (up to 20 °C)
uctuations in water temperature, salinity varied between 
.6 and 6.2 ( Figures 5 c, 6 ), which is rather remarkable for
his brackish water location. The correlation coefficient be- 
ween water temperature and salinity was —0.82 over the
ntire 115-day period. 
A curious feature of the Letipea coastal section is that

nder statistically prevailing westerly winds both above the 
ulf (e.g. at Kalbådagrund; Westerlund et al., 2018 ) and
t Kunda ( Suursaar, 2013 ), just a relatively weak easterly
s required to cause a west-directed rapid alongshore 
urrent — an upwelling-related coastal jet ( Figure 5 ).
ven more, water easily flows against the wind at Letipea
 Figure 7 ab). Over the 115-day study period in 2014, the
ind u-component was positive in 56.9% cases. At the same
ime, only 23.5% of sub-surface current u-components were 
ccordingly positive ( Figure 7 ). The same feature has been
escribed in previous moorings as well ( Suursaar, 2010 ).
he finding also fits with the simulation results with eddy-
esolving models ( Andrejev et al., 2004 ; Soomere et al.,
008 ), showing a topographically modified, quasi- 
ermanent clockwise gyre, yielding a resultant westward 
urrent along the coast between Narva-Jõesuu and Kunda. 
ccording to modelling study by Westerlund et al. (2019) ,
his 6—10 cm/s resultant flow occurred at Letipea through-
ut all seasons, being just somewhat weaker only in au-
umn. Based on our 293 + 115 days of in situ measurements
from previous mooring plus this study), the W current oc-
urred on 73% of cases on the sub-surface layer (resulted u =



520 Ü. Suursaar/Oceanologia 62 (2020) 511—524 

Figure 8 Normalized spectra (total energy = 100%) calculated from hourly meteorological data from Kunda station (AT — air 
temperature, Wv and Wu — wind v- and u- component, respectively) and from hourly RDCP data measured at 10 m depth near 
Letipea Ps. (WT — water temperature, Cu, Cv — current u- and v-component at the lowermost cell, SAL — salinity, DEP- instrument 
depth, O2 — water oxygen content). Vertical lines mark diurnal (12, 24 h) periods, 12.5 and 25 h are specifically indicated, when 
the main peaks occur on these periods instead of strictly diurnal harmonics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

—9 cm/s), while in the near-bottom layer, W and E currents
were practically balanced. While E-directed current was
vertically rather homogeneous, the W-current, especially
during CU, was stratified with higher values in upper layers
(up to 61 cm/s at 3—5 m depth and 67 cm/s at the discarded
1—3 m depth range). Low values or even backflows occurred
in deeper layers. This also appears on cumulated u-current
graphs ( Figure 5 b), which diverge faster from each other
during CU periods. Despite occasional west-storms, we have
never registered a faster E current than 46 cm/s at Letipea,
while the maximum W current 76 cm/s has been recorded in
relatively modest (3—5 m/s, gusts up to 8 m/s) E-wind con-
ditions, clearly indicating an upwelling-related coastal jet
( Suursaar, 2010 ). 
3.3. Combined effects of HWs and CUs on local 
and basin-wide scales 

Several simultaneous processes with sometimes opposing
effects occur in the sea. Firstly, impacts of HW and CU oc-
casionally mingle on the local scale ( Figures 3 , 6 ). Instead
of being around 20 °C, water temperature may drop against
seasonal norms down to 4—5 °C in the surface layer and
to 3—4 °C at the 10—11 m depth. This can happen even in
the hottest days when the air temperatures reach 25—32 °C.
These HW and CU-caused deformations in water tempera-
tures are well visible in Figure 3 c. Therefore, the connec-
tion between air and water temperatures is not straightfor-
ward, especially when CU is involved ( Figures 6 c, 7 c). 
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Figure 9 Scheme of HW — heat wave events (a) and wind- 
driven upwelling-downwelling pairing in the Gulf of Finland (b). 
(a): HW causes MHW (marine heat wave events) in the sur- 
face layer (SL), while the heat transfers into intermediate (IL) 
and bottom layers (BL) with gradually increasing salinity are 
restricted by thermocline (TCl) and pycnoclines (PCl). Coastal 
breeze mediates heat transfers between sea and land, also 
causing diurnal sea level variations (SLV) at the coast. (b): At 
the Estonian coast, easterly wind causes alongshore coastal 
jet (CJ), rise of pycnoclines, upwelling, and local SL lowering. 
Westerly would basically turn the scheme around (upwelling 
along Finnish coast and downwelling at Estonian coast); con- 
trolled by topography, Coriolis force and friction, the current 
patterns may be more complex basin-wise. Differing from the 
steady state (a), the simultaneous occurrence of HW and CU 

(or CUs slowly switching between opposing coasts) enable more 
effective heat transfer to the water mass (b). 
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terrain. 
In addition to these mesoscale (in temporal scale —
ays-weeks) processes, clear diurnal variations are visible 
n air and water temperatures, but also in salinity and depth
 Figure 6 cd). The main driving force behind these variations
s daily variation in air temperature, which, under stable 
nticyclonic weather and HW conditions may reach 10 
egrees or more (e.g. 16 vs. 32 °C on 31.07, 19 vs. 30 °C
n 07.08) even at coastal locations. Such periodic diurnal 
ariations also cause variations in atmospheric pressure and 
ocal winds, known as (daily) sea and (nightly) land breeze.
pectra calculated from hourly records with similar 115- 
ays extent ( Figure 8 ) clearly show prominent peaks and its
armonics (24 h, 12 h) in air temperature (AT, see Figure 8
or the following abbreviations). The same periods, though 
ess prominent, also occur on WT. Further on, the 24 h peak
t Wv shows the presence of cross-shore winds (breeze), 
hile in Wu the diurnal peak was missing. Wv in turn evokes
ariations in alongshore current (Cu) and depth. However, 
hese peaks did not occur strictly on diurnal periods but
ere somewhat modified by inertial and tidal periods, 
hich yielded peaks at 12.5 h and 25 h, instead. Slopes of
he spectra and the share of long-period ( > 100 h) variations
 Figure 8 ) described atmospheric synoptic processes, in- 
luding the variations due to CU and HW. The share of such
otions was relatively large in wind data (Wu, -v), Cu and
epth, but also in WT and salinity (due to strong CU-related
ariations). The gentle slope in Cv is due to the lack of
reedom in cross-shore water movements in the nearshore 
ocation. 
Besides the contrasting impacts on water column prop- 

rties discussed above, the combined effects of CU and HW
ay also include some other aspects. Firstly, there is an im-
ortant impact of CUs and HWs on basin-wide mixing and 
ater column warming. Up- and downwelling are the ma- 
or agents of mixing in the Gulf of Finland. Average prop-
rties of the water masses across the gulf may be substan-
ially modified by sequences of upwellings and downwellings 
 Delpeche-Ellmann et al., 2017 ; Soomere et al., 2008 ;
alpsepp, 2008 ). In a stratified sea, heat transport from the
urface to deeper layers is a slow process ( Figure 9 a) un-
ess aided by vertical mixing due to surface and internal
aves, shear entrainment, turbulence and upwelling (e.g. 
lken et al., 2015 ; Strange and Fernando, 2001 ). Moreover,
n elongated channel-like basins like the Gulf of Finland, 
pwelling at one coast is usually paired with downwelling 
t opposite coast ( Figure 9 b). Obviously, heat transport dur-
ng HW is faster and more effective in such up/downwelling 
onditions rather than without it — in calm anticyclonic con- 
itions or under non-persistent wind conditions ( Figure 9 ). 
Delayed heat transfer from the surface into deep layers 

s confirmed by the fact that, over the last decades, water
emperature in the upper layer has increased faster in the
altic Sea than the whole water mass ( Liblik and Lips, 2019 ).
his also means that thermal contrasts during CUs tend to
ncrease over time. 

Another impact to consider is the influence of low water
emperatures due to CU on local cooling of air temperature
bove land. The heat exchange between the sea and land is
artially maintained by the cross-shore breeze ( Figure 9 ).
he landward penetration of the daily sea breeze usually 
eaches 10—50 km in temperate zones while nightly land 
reeze may reach ca 10 km seaward ( Miller et al., 2003 ).
tatistically, Kunda is slightly warmer than the 45 km inland
äike-Maarja station (5.7 vs. 4.9 °C according to the EWS
tatistics). This is because Väike-Maarja is located 120 m
igher than Kunda and considering environmental lapse 
ate, one can expect ca 0.8 °C lower temperatures there.
ccording to the comparison of air temperature differences 
etween Kunda and Väike-Maarja stations, the cooling 
ffect during the CU events compared to the rest of the
tudied period ( Figure 10 ) was 0.9 °C in terms of average
emperatures and 1.5 °C in daily maxima. More specifically, 
uring the studied HW, Kunda was 1.2 °C warmer than
äike-Maarja, while during HW and CU combined, the 
unda location was only 0.3 °C warmer. In some CU days,
nstead of being 1 °C warmer, the maxima at Kunda were
p to 5 degrees lower than in Väike-Maarja ( Figure 10 ).
uch influence of cool nearshore currents is also known 
n a grander scale. For instance, cold Benguela current-
ffected Namib coast is climatologically ca. 3—5 degrees 
ooler than areas less than 100 km inland ( Lancaster et al.,
984 ). The influence is similar in the case of the cold
umboldt current near the Chilean coast, however, without 
 very clear thermal pattern due to mountainous inland
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Figure 10 Temporal variations in air temperature differences between Kunda (coastal) and Väike-Maarja (inland) stations, show- 
ing cooling effect (i.e. larger negative differences) of CU events on Kunda’s daily average (Av.) and maximum (Max.) air tempera- 
tures. 

Figure 11 Salinity variations at Letipea according to RDCP measurements performed in different moorings (see also 
Suursaar, 2010 ; 2013 ) plotted against days in year. Always corresponding to CU events, the abrupt changes for 1—3 units mask 
the feeble seasonality in statistical norm (e.g. Alenius et al., 1998 ). Slightly higher maxima in 2006 partly occur as a result of 
slightly deeper mooring in that year (ca 11.5 m vs. ca 10.5 m). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, the possible ecological effects of HW and CU
on biota increasingly deserve attention. Generally, ad-
verse effects of MHWs on biota are relatively well-known
( Meier et al., 2019 ; Oliver et al., 2019 ; Panch et al., 2013 ).
It is reasonable to assume that under global warming, HWs
and MHWs are becoming more frequent and intense in dif-
ferent environments worldwide — at least relative to lo-
cal climatic normals, but also in absolute terms. On a lo-
cal scale, CUs may occasionally mitigate such overheat-
ing effects by cooling down the water mass ( Figures 3 ,
9 ). However, CUs also serves as a nutrient pump, lift-
ing up nutrient-rich water from the deep to surface, pro-
moting thus productivity and triggering algal blooms (e.g.
Jiang and Wang, 2018 ; Kononen and Nõmmann, 1992 ).
Moreover, although introducing some variability, CUs can-
not stop the overall basin-wide warming trends. Continua-
tion of water temperature rise and intensification of MHWs
in combination with CUs, causing abrupt changes in wa-
ter temperature (e.g. Figure 3 ), salinity (e.g. Figure 11 )
and other interrelated parameters, put ecosystems un-
der additional stress by challenging the established tol-
erance limits of species or entire communities ( Paalme
et al., 2020 ; Takolander et al., 2017 ; Wernberg et al., 2013 ).
 

4. Conclusions 

(1) Summer 2014 HW (also called 2014 Swedish heat wave)
manifested in the Gulf of Finland area by extraordinary
high air and water temperatures. Air temperatures
reached 32 °C on 31 July and the daily normals were ex-
ceeded by 5 °C at Kunda weather station (North Estonia)
in several episodes lasting for 3, 5, and 7 consecutive
days. At Narva-Jõesuu station, water temperatures
stayed between 20 and 26.5 °C during 44 consecutive
days in July and August while at Kunda coastal station
the MHWs were frequently interrupted by upwellings.
Both HW and CU effects were captured by the RDCP
measurements at Letipea Peninsula, lasting for 115 days
from 6 June to 29 September 2014. 

(2) Caused by a stable anticyclonic weather pattern and
persisting E-winds, CUs evolved along the southern coast
of the Gulf in four episodes (3—7.06, 26—29.06, 10—
17.07, 5—7.08). Occurring on the background of a MHW,
the maximum water temperature dropped by up to 17 °C
within a few days. At the 10 m deep RDCP mooring lo-
cation, an 18.6 °C drop (from 21.5 to 2.9 °C) occurred
within 60 hours on 3—5 August. In addition to up to
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20 °C variations in water temperatures, the CUs were 
also accompanied by salinity fluctuations between 3.6 
and 6.2, and relatively fast West-directed alongshore 
current (coastal jet). The CU-related West current was 
especially favoured in upper layers and it was the statis-
tically preferred current mood, which frequently flowed 
against the wind. 

3) In terms of local climate, the cooling effect of the
CUs occasionally mitigated the overheating effects by 
HWs both in the sea and above the land (via breezes
operating at the marine-land boundary). However, CUs 
cannot stop the overall basin-wide warming trends. In 
elongated channel-like basins like the Gulf of Finland, 
being major mixing agents, upwelling at one coast is 
usually paired with downwelling at the opposite coast. 
The simultaneous or subsequent occurrence of HWs and 
CUs effectively contributes to heat transfer from the 
atmosphere to the deeper water mass. Because heating 
of the water mass in the process of global warming be-
gins from the sea surface and lags behind in the deeper
layers, also thermal contrasts during CUs may increase 
in the future. Hence, rising extremes of HWs and rapid
variations by CUs may increasingly put ecosystems 
under stress and trigger undesirable changes. 
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Summary This paper discusses changes in the dissolved oxygen concentration (DOC) in the 
southern Baltic Sea. The oxygenation of the whole water column was estimated. Monthly mean 
DOCs, as well as a detailed description of the annual surface layer dissolved oxygen (DO) cycle, 
are presented. The DO cycle at the surface is characterized by two maxima in March/April and 
November, and by two minima in July/August and December. The DO decline time after the 
major Baltic inflow (MBI) in 2014 was estimated at about 10 months for the Bornholm Deep 
and Słupsk Furrow. Whereas the Bornholm Basin was relatively well oxygenated, low oxygen 
concentrations ( < 4 mg l −1 ) were measured in the deep layer of the Gda ńsk Deep throughout 
the inflow period. In addition, the cod spermatozoa activation layer together with the neutral 
egg buoyancy layer for the Bornholm Basin and Słupsk Furrow are discussed on the basis of the 
measured DOCs and the variability in hydrographic conditions. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

issolved oxygen concentration (DOC) is an important prop- 
rty of sea water, affecting the structure and intensity of
arine life. In the surface layer, the primary source of dis-
olved oxygen is air-sea exchange: this leads to near sat-
ration of this layer. Oxygen in the marine environment is
lso derived from photosynthesis — primary production de- 
ends strongly on light availability and water temperature 
 Wo źniak et al., 1989 ). Whereas the water in the upper layer
s well oxygenated, the instantaneous DOC is subject to sea-
onal fluctuations. This results from the different solubility 
f oxygen at different temperatures and the seasonal inten-
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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sity of photosynthesis. One of the main processes responsi-
ble for the decline in the amount of oxygen is consumption
by bacteria during the decomposition and mineralization of
organic matter ( Walker, 1980 ). In addition, oxygen is used
by marine organisms during respiration, while chemical re-
actions involving oxygen, such as the oxidation of methane
or ammonia, play an important role in its depletion. 

The extent of oxygenation of sea water is also affected
by its excessive eutrophication (Carlson, 1997). Enrichment
of water with nutrients, especially phosphorus, nitrogen and
carbon in the surface layer, results in elevated biological
production ( Jarvie et al., 2018 ). The very rapid growth of
phytoplankton causes algal blooms and reduces water trans-
parency. The accumulation of algae on such a massive scale
increases the mortality not only of these organisms but of
marine fauna as well. The descending transport of decom-
posing organic detritus to the sea bed increases oxygen con-
sumption in the deep layers, and exhaustion of oxygen re-
sources in the bottom layer leads to the disappearance of
deep-sea fauna, including relict species. In addition, some
fish cease spawning, as a result of which valuable species
vanish. 

The Baltic Sea is currently one of the largest dead zones
in the world ( Conley et al., 2009 ; Diaz and Rosenberg, 2008 ).
Indeed, the extents of hypoxia and anoxia zones have been
expanding in the Baltic Proper, the Gulf of Finland and
the Gulf of Riga ( Hansson and Andersson, 2016 ). The cov-
erage of these zones increased from ca 5% between 1960
and 1995 up to ca 17% from 2000 to 2016. According to
Meier et al. (2006) , the decade-long stagnation periods
without Major Baltic Inflows (MBIs), with decreasing oxy-
gen and increasing hydrogen sulphide levels, may have been
caused by large freshwater inputs and anomalously high
zonal wind speeds. According to Mohrholz (2018) , the main
driver of the temporal and spatial spread of suboxic and
anoxic conditions is most probably the increased eutrophi-
cation during the last century. 

The varied bathymetry of the Baltic Sea severely ham-
pers water exchange between its basins. Vertical water ex-
change is also limited: wind-driven and convective mixing
are restricted by the pycnocline. The main processes ensur-
ing water exchange in the deep layer of the Baltic Sea are
the MBIs from the North Sea ( Feistel et al., 2006 ; Fischer and
Matthäus, 1996 ; Lass and Matthäus, 1996; Lehmann et al.,
2004 ; Matthäus and Frank, 1992 ; Reissmann et al., 2009 ).
Since 1983, an MBI has occurred once every 10 years
(Dahlin et al., 1993; Jakobsen, 1995; Liljebladh and Stige-
brandt, 1996; Matthäus and Lass, 1995; Mohrholz et al.,
2015 ; Piechura and Beszczy ńska-Möller, 2004 ; Rak, 2016 ).
However, the only pathway along which inflowing highly
saline and oxygen-rich water can enter the central and
northern Baltic is the area of the Słupsk Furrow. There-
fore, this region in the southern Baltic is extremely im-
portant as regards the hydrology and biology of the entire
Baltic. 

Depending on the type of forcing, one distinguishes
between barotropic and baroclinic inflows. Barotropic in-
flows are forced by the difference in sea levels be-
tween the Baltic and the North Sea ( Feistel et al.,
2003 ; Fischer and Matthäus, 1996 ; Franck et al., 1987 ;
Matthäus and Franck, 1992 ). One factor promoting the
generation of major inflows is the decrease in river dis-
charges ( Schinke and Matthäus, 1998 ). Appearing mainly
in autumn and winter, waters from barotropic inflows are
rich in oxygen and salt. The weaker, baroclinic inflows are
forced by the baroclinic pressure gradient ( Feistel et al.,
2003 ; Fischer and Matthäus, 1996 ; Franck et al., 1987 ;
Matthäus and Franck, 1992 ) and usually occur in late sum-
mer. Those waters are also rich in oxygen, though less so
than waters from barotropic inflows. Winter and spring in-
flows increase salinity and oxygen content, while reduc-
ing temperature in the bottom layers. Summer and au-
tumn inflows increase salinity and temperature, but oxygen
levels are lower. The main inflows were characterized by
Matthäus and Franck (1992) , who pointed out that inflows
of medium or greater intensity occur much less frequently
than weak intensity inflows. 

Forming at the base of the surface layer, the dicother-
mal layer is specific to the Baltic Sea and to other season-
ally ice-covered seas. It appears in spring, when the sur-
face layer is warmed from above while the temperature of
the layer beneath is still near freezing. On the other hand,
the deep, bottom layer remains at ca 3—6 °C, but because
of its higher salinity is much denser than the layer above
it. The dicothermal layer persists throughout the summer,
ultimately disappearing only as a result of autumn convec-
tion. Because of the nature of its formation, this layer is
also known as ‘old winter water’ or the Cold Intermediate
Layer (CIL). 

All the above factors influence the complex spatial struc-
ture of DO in the Baltic Sea, which has a marked ef-
fect on marine life. Oxygen loss is increasingly being rec-
ognized as a major threat to marine ecosystems, alter-
ing habitat conditions in many parts of the global ocean
( Oschlies, 2018 ). Hypoxia with a combination of reduced
prey availability along with increased parasite burdens have
contributed to a worsening Baltic cod ( Gadus morhua ) pop-
ulation status ( Casini et al., 2016 ; Eero et al., 2015 ). Cod
in the Baltic are assessed and managed as two distinct
stocks. The eastern cod stock lives to the east of the is-
land of Bornholm while the western stock inhabits the
area from west of Bornholm to the Sound and the Danish
Belts ( Bagge et al., 1994 ). The differences between the
two populations have been established by tagging, pheno-
typic and genetic programmes ( Berner and Borrmann, 1985 ;
Müller, 2002 ; Nielsen et al., 2005 ; Nielsen et al., 2003 ;
Otterlind, 1985 ). However, the tagging programme indi-
cates that the eastern and western stocks co-occur in the
Arkona Basin ( Aro, 1989 ; Nielsen et al., 2013 ). The east-
ern Baltic stock is about five times larger than the western
one ( Eero et al., 2015 ). Identification of the cod’s spawn-
ing areas is based on ichthyoplankton surveys. However, two
major problems crop up with this approach to identifica-
tion. Firstly, the natural buoyancy layer may change as a re-
sult of salinity changes in the area. Quantitative sampling
is therefore demanding, because it is impossible to sam-
ple close to the seabed, near the greatest concentration
of eggs. Secondly, the distribution of eggs and early lar-
vae can change or switch their spawning origin owing to the
highly variable environmental conditions. Eastern Baltic cod
utilize the deep basins (Bornholm Basin, Gda ńsk Deep and
Gotland Basin) as spawning habitats ( Köster et al., 2001 ),
but the most important spawning ground in the Baltic is in
the Bornholm Basin ( Bagge et al., 1994 ). Low salinity can
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imit the fertilization of fish eggs by inhibiting the activa-
ion of spermatozoa ( Hüssy, 2011 ). The minimum salinity re-
uired by Baltic cod differs between stocks, from S ≥11—12 
SU in the eastern Baltic to S > 15—16 PSU in the western
altic (Nissling et al., 1994; Nissling and Westin, 1997 ). At
ower salinities, the eggs will sink and fail to hatch (West-
rnhagen, 1970). Because of the low oxygen content at the
epth where the eggs sink, the cod cannot reproduce. Su- 
erimposed on this primary driver, oxygen content and tem- 
erature have a significant effect on egg/larva development 
nd survival. The whole spawning season for all stocks lasts 
or 6—7 months. However, peak spawning is limited to no 
onger than two months, with a pronounced trend towards 
rogressively later spawning along a gradient from north- 
est to east ( Bleil et al., 2009; Vitale et al., 2008 ). The
od in the Kattegat are the first to start spawning, peaking
n January/February ( Vitale et al., 2005 ). In the Bornholm
asin, cod spawning peaks in July/August ( Bleil et al., 2009 ;
ieland et al., 2000 ). Generally, small fish are rather sta-
ionary, whereas adult cod migrations are associated with 
pawning ( Rose et al., 2018 ). 
The aim of this study was to describe the recent vari-

bility of DO in southern Baltic sea water. The locations of
he study area were chosen because of their significance for
he hydrography of the entire Baltic, especially under the 
nfluence of MBIs. MBIs transport large amounts of DOC into
he Baltic: as Mohrholz et al. (2015) pointed out, the to-
al amount of oxygen transported into the Baltic during MBI 
014 was estimated at 2.04 × 10 6 t. It takes approximately
0 years for the Baltic Sea waters to be fully exchanged
Stigebrandt, 2001). However, no direct calculations about 
he time scale of the impact of MBI on DO have been per-
ormed to date. We therefore investigated this impact in 
he deepest regions of the Bornholm Basin, Słupsk Furrow 

nd Gda ńsk Deep. The two MBIs in 1976 were responsible
or the greatest landings of cod ever recorded in the Baltic
 Matthäus et al., 2008 ). Accordingly, the link between MBIs
nd cod reproduction is unquestionable. Therefore, based 
n the findings of this work as well as on the critical values
f physicochemical parameters for cod egg fertilization and 
urvival, we assessed the cod fertilization layer as well as 
he egg neutral buoyancy layer in the basins surveyed. Fi-
ally, we examined the changes in those layers under the
nfluence of MBIs. 

. Methodology 

.1. Study area 

ith a total surface area of 420 000 km 

2 , the Baltic is one
f the largest brackish water bodies in the world. However,
his large sea is relatively isolated from the ocean. The only
onnection with the North Sea is through the Sound and 
he Belt Seas. Bringing oxygen and salt, saline waters en-
er the Baltic mainly during winter storms, thereby improv- 
ng oxygen conditions in the Baltic deeps. The freshwater 
nput to the Baltic from rivers corresponds to about one for-
ieth of the total water volume per year ( Bergström et al.,
001 ). This complex hydrological situation creates a charac- 
eristic brackish water gradient: whereas the surface salin- 
ty is about 15—18 PSU in the Sound, it falls to 7—8 in the
altic Proper and to 0—3 in the Gulf of Finland. The up-
er fresher and deep saline waters are separated by a halo-
line. Simultaneously, the strong halocline coincides with 
he pycnocline, which limits the vertical range of wind mix-
ng and convection ( Feistel et al., 2006 ; Lehmann et al.,
004 ; Matthäus and Franck, 1992 ; Matthäus and Lass, 1995;
eissmann et al., 2009 ). 
This paper focuses on three areas in the southern Baltic

ea: the Bornholm Basin (BB), the Słupsk Furrow with the
łupsk Sill (SF), and the Gda ńsk Deep (GD). These areas are
istinguished by the 70 m isobath ( Figure 1 ). They are also
elimited by longitude: BB — 15 ° and 16.35 °; SF — 16.76 °
nd 17.95 °; GD — 18.37 ° and 19.28 °. 
Situated to the north-east of the island of Bornholm,

he Bornholm Basin is connected to the Arkona Basin via
he Bornholm Gate. Oxygen-rich, inflowing waters can move 
hrough the Bornholm Gate towards the Bornholm Deep. The
hallow Rønne, Odra and Orla banks restrict the advection
f saline water on the southern side. On the eastern side,
he route for MBIs flowing in from the Bornholm Basin is to-
ards the Słupsk Furrow. These areas are separated by a 50
 deep threshold known as the Słupsk Sill. 
An elongated, parallel-sided basin with an asymmetrical 

ross-sectional shape, the Słupsk Furrow has a total length
f ca 115 km and a width of 25 km. The greatest depth of the
urrow is about 90 m. The Słupsk Furrow is limited by two
hresholds: the Western and Eastern Słupsk Sills. The Słupsk 
urrow is a highly dynamic area and, because it provides a
ransit for inflow waters, is decisive for the hydrography of
he entire Baltic Sea. 
The Gulf of Gda ńsk and the Gda ńsk Deep form the Gda ńsk

asin, the greatest depth of 115 m being in the central part.
he Gda ńsk Basin is separated from the Słupsk Furrow and
otland Basin by an 85 m deep diagonal sill. Both models
nd measurements indicate that the Gda ńsk Deep does not
ctively participate in the inflow of waters to the deep ar-
as of the Baltic Sea, but acts as a buffer ( Elken, 1996 ;
ankowski and Livingstone, 2003 ). 

.2. Field Data 

he hydrographic data used in this paper were obtained by
he Institute of Oceanology, Polish Academy of Sciences (IO
AN) and the Institute of Oceanology, P.P. Shirshov Russian 
cademy of Sciences (IO RAN). 
IO PAN used towed CTD (Conductivity, Temperature, 

epth) and Oxygen probes to acquire high-resolution tran- 
ect records along the main profile in the southern Baltic
 Rak and Wieczorek, 2012 ). This transect runs along the
ain axis of the deep basins in the southern Baltic, from
he Bornholm Basin through the Słupsk Furrow to the Gda ńsk
eep ( Figure 1 ). The data were collected during regular
ruises of r/v Oceania in 2013—2017 ( Table 1 ). A total of
5 transects with over 12 000 casts were recorded. The spa-
ial resolution of measurements was ca 200—500 m in the
orizontal and 3 cm (30 measurements per metre) in the
ertical. 
IO RAN used a moored Aqualog System ( Ostrovskii, 2013 )

ocated at 55 o 12.7’N 16 o 41.2’E to gather data on the east-
rn slope of the Słupsk Sill ( Figure 1 ). The mooring was
edeployed during three expeditions in order to maintain 
ontinuity of measurements. The record started on 12 May 
016 and ended on 13 May 2017. This long-term, continuous
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Figure 1 Location of measurements in the southern Baltic Sea. The solid black line represents the main course taken by r/v 
Oceania , and the star shows the position of the Aqualog. The red lines indicate the routes taken by MBIs. 

Table 1 Specification of measurement methods. 

Platform Data measurement 
period (dd.mm.yyyy) 

Sensors used Data acquisition 
type CTD DO 

r/v Oceania 03 04.01.2015, 02—03.01.2017; SBE 49 FastCAT JFE Advantech Rhinko probe Towed probe 
24—26.02.2015; 
01—03.03.2013; 
22—26.04.2013; 
22—24.05.2016, 11—14.05.2017; 
12—13.09.2016; 
09—13.10.2013, 09—12.10.2014, 

01—04.10.2015; 
26—29.11. 2014, 26—27.11.2015, 

22—25.11.2016; 
09—12.12. 2013; 

Argo float 06.02.2018—18.07.2018; SBE 41 AANDERAA OPTODE 4330 Autonomous floats 
Aqualog 12.05.2016—13.05.2017; SBE 19plus SBE 43F sensor Moored system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

vertical profiling system gathered hydrographic information
about CTD and DO from the water column from 15 m below
the sea surface to 68 m depth (3 m above the seabed). The
temporal resolution of this system was about 2 hours, the
time taken by Aqualog to move down to the end of the wire
and back up to its original position. 

The third type of data came from the autonomous pro-
filing Argo float ( Argo, 2018 ). This was set up by IO PAN in
the Bornholm Basin on 6 February 2018. For the next five
months, the float measured CTD and DO in the southern
Baltic. The deployment position and trajectory are shown
in Figure 2 . The autonomous float spent most of the time
drifting at the parking depth about 60 m. The float per-
formed a full profile from bottom to surface every 2 days,
while at the surface it transmitted data via satellites and
determined the geographic position of the unit. The vertical
resolution of the transmitted data was 1 m. The first mea-
surements by the Argo floats in the Baltic were performed
by Finnish oceanographers in the Bothnian Sea ( Haavisto
et al., 2018 ) and in the Gotland Deep ( Siiriä et al., 2019 ).
The IO PAN experiments proved the usefulness of Argo floats
for the monitoring in the Southern Baltic. 

The raw data collected from r/v Oceania was averaged
into 0.5 m vertical layers, the data collected from Aqualog
into 1 m layers. For the analysis, the data was gridded
in Matlab into fixed vertical and horizontal layers. Data
averaged into 1 m layers were used for the seasonal analysis
of the DO cycle. To study the variability of the CIL, the
halocline and thermocline depths were determined by the
maximum temperature and salinity gradient in the water
column. The spermatozoa activation layer and natural
buoyancy layers were determined on the basis of critical
values for salinity and DO ( Hüssy, 2011 ). The spermatozoa
activation layer was established for salinities of 11 PSU
or higher with a minimum DOC of 5 mg l −1 . The natural
buyoyancy layer was located for a salinity of 14.5 + 1.2 PSU
and a DOC of 2 mg l −1 . The critical DOC for egg survival
during incubation is 2 mg l −1 . 
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Figure 2 Deployment position and trajectory of the Argo float 
in the southern Baltic Sea. The float was launched in the Born- 
holm Basin in February 2018. 

3

3

T
G  

a  

h  

l  

l
g
d
i  

m  

w  

t  

B
s  

t  

D  

l  

o  

t  

w  

l  

s  

m  

t
 

e  

e  

b  

s
s  

D  

t  

t  

i  

s
t  

p  

t  

s  

m  

o  

v  

±  

i
c  

i  

t  

b  

g
l  

t  

t
 

(  

f
O
t
o  

i  

t  

F
G

. Results 

.1. Spatial variations in DO stratification 

he highest DOCs in the Bornholm Basin, Słupsk Furrow and 
da ńsk Deep are found in the surface layer ( Figure 3 ): they
re no greater than 14.5 mg l −1 . The upper layer is relatively
omogeneous with a standard deviation of DO up to 2 mg
 

−1 . DO variation in the upper layer (ca 55 m thick) is due to
arge fluctuations of water temperature, which affect oxy- 
en solubility, and to the seasonality of oxygen production 
uring photosynthesis. The oxygen content in the oxycline 
s ca 8 mg l −1 less, and the thickness of this layer is deter-
ined by the position of the upper boundary of the halocline
ith respect to the seabed. The range of changes as well as
he content of dissolved oxygen in the deep waters of the
altic Proper depend directly on the advection of dense, 
aline waters from the North Sea. Both the DOC in the bot-
om layer and its variability decrease with distance from the
igure 3 The average, long-term oxygen content with associated
da ńsk Deep. 
anish Straits. The oxygen content in the 25 m-thick deep
ayer of the Bornholm Basin is ca 4 ± 3 mg l −1 ( Table 1 ); the
xygenation of this layer takes extreme values, from rela-
ively well oxygenated to anoxic. The Słupsk Furrow is fairly
ell oxygenated for most of the time, but periodically, the
ess well oxygenated waters contain ca 2.6 mg l −1 of dis-
olved oxygen. In the Gda ńsk Deep, poor oxygenation ( < 4
g l −1 ) is the rule: there, the average oxygen content within
he ca 20 m-thick bottom layer is 2 ± 1 mg l −1 . 
The annual changes in DOCs are presented as monthly av-

rages along the main axis of the deep basins in the south-
rn Baltic Sea ( Figure 4 ). Because of the insufficient num-
er of surveys, the transects from June to August are not
hown. Generally, the vertical DO distribution reflects the 
alinity pattern (dashed blue line). Therefore, two layers of
O, separated by the steep oxycline, can normally be dis-
inguished. In the upper layer, DO also seasonally reflects
emperature changes (solid red line): owing to the greater
mpact of the CIL on the oxygen content, a three-layered
tructure of DO then becomes recognizable. From January 
o May there is almost homogeneous oxygenation of the up-
er layer. As the oxygen content decreases with increasing
emperature, the lowest annual oxygen content in the mea-
ured time series was in September and October, as the sum-
er months are missing from the dataset. Moreover, when
xygenation of the upper layer is at a minimum, greater
ertical gradients of DO are noticeable at a depth of 50
10 m. The lower temperature of the dicothermal layer

n the surrounding water causes differences in the oxygen 
ontent. The least oxygenation of the CIL can be expected
n the vicinity of the Danish Straits and increases with dis-
ance towards the deeps of the Baltic Sea. After Novem-
er, with increasing DOC, the upper layer becomes homo-
eneous. The maximum oxygen concentration in the upper 
ayer in March/April reaches ca 14 mg l −1 . Further oxygena-
ion of the upper layer and the penetration of oxygen into
he deeper layer closes the annual cycle. 
The dense waters of the Baltic Sea below the halocline

50—60 m) are isolated from the sources of oxygen: there-
ore, anaerobic conditions often prevail in the deep basins. 
nly the advection of dense, well-oxygenated water can 
ransport oxygen efficiently into the deepest basins. Some 
f the results presented here were obtained during the 2015
nflow, which affected the conditions in the deep layer of
he Bornholm Basin. From January to March, DOC in this re-
 standard deviation in the Bornholm Basin, Słupsk Furrow and 
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Figure 4 Monthly distributions of dissolved oxygen along the main transect in 2013—2017. Based on data from 2 cruises in January, 
1 each in February, March and April, 2 in May, 1 in September, 3 in October, 3 in November and 1 in December. Temperature (solid 
red line), salinity (dashed blue line). 

Figure 5 The Aqualog system measurements 12 May 2016—13 May 2017. Thermocline (red line), halocline (blue line). 

 

 

 

 

 

 

 

 

 

 

 

 

 

gion was thus very high, > 8 mg l −1 ( Figure 4 ). As shown in
the previous section, the average for the Bornholm Basin is
ca 5 mg l −1 . 

3.2. DO and CIL transformation 

The transformation of the CIL with respect to DOC in the
southern Baltic is shown in Figures 5 and 6 . Although the
CIL forms in winter, it is most noticeable in summer, when
the remnants of cold winter water become covered by
warmer surface water. The thermocline, the upper limit of
the CIL, starts to form in May/June and persists until late
November/December. The CIL slowly erodes by mixing with
warmer, overlying waters. Therefore, the maximum value
of the temperature gradient slowly falls at a rate of ca 10 m
depth per month, reaching the halocline in winter. Winter
storms align the temperature in the upper layer and thus
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Figure 6 Argo float measurements from 6 February to 18 July 2018. Thermocline (red line), halocline (blue line). 

Figure 7 Seasonal DO in the 0—20 m layer (upper plot) and in 
the CIL (lower plot) in the southern Baltic Sea. The results for 
2013—2018 were obtained during cruises of r/v Oceania , from 

the Aqualog mooring system and from Argo float data. 

c  

t  

w
b
t

 

p  

C  

i
o
u  

f
t
i  

a
 

t  

a
i  

t  

m  

D
A  

l  

t  

Figure 8 Dynamics of DO decline after MBI 2014, measured 
in 2015 (average DO below 70 m depth in the Bornholm Basin, 
Słupsk Furrow and Gda ńsk Deep). The shaded areas indicate 
standard deviations. 
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lose the annual CIL cycle. The halocline, the lower limit of
he CIL, lies at about 55 m depth. The upward and down-
ard movement of the halocline is associated with near- 
ottom advection, so variation in the vertical can reach up 
o 15 m. 
The seasonal changes in DO in the southern Baltic are

resented as the average for the 0—20 m layer and for the
IL ( Figure 7 ). Surface water oxygenation (upper plot) peaks
n March/April. Having achieved this spring maximum, the 
xygen in the water column is then systematically consumed 
ntil the first oxygenation minimum is reached in July. With
alling temperatures, the oxygen content again rises con- 
inually to the second maximum in November, after which 
t again drops to a minimum in December, thus closing the
nnual DO cycle in the southern Baltic. 
At the depth of the CIL (lower plot), the oxygen con-

ent differs from that in the surface layer. The differences
rise during the warmest months, when the first minimum 

s reached at the surface. The difference in DOC between
he surface layer and CIL can be as high as 4 mg l −1 in sum-
er. In the CIL, moreover, there is a constant decrease in
OC with only one maximum (May) and minimum (October). 
s a result of mixing and diffusion at the upper and lower
imits of the CIL, a decrease in DOC can be expected. DO is
ransported from the edge of the CIL (ca 10 m depth) to the
pper and lower layers. The CIL thus acts as a reservoir of
xygen for the less oxygenated layers. 

.3. Influence of inflows on deep layer 
xygenation 

he average DOC and its standard deviation were calcu-
ated in order to estimate the changes in DO after MBI 2014.
igure 8 shows the temporal evolution of DO in the layer
elow 70 m depth for three areas in the Baltic Proper. The
ighest values (ca 9.5 mg l −1 ) were recorded in Jan-
ary/February 2015 in the Bornholm Basin. The monthly DO
ecrease in this region was ca 1 mg l −1 . Thus, just 10 months
rom the beginning of the inflow, anoxic conditions returned
o the layer below the halocline. In the Słupsk Furrow, the
ecrease in DO was slightly slower: this depletion took 11
onths, and the lowest oxygen concentration in this region
as ca 4 mg l −1 . However, during the entire inflow period,
ow DO water was not expelled from the deep layer of the
da ńsk Deep. In the intermediate layer (the upper value of
TD in the figure), at a depth of ca 70 m, the oxygen content
ncreased slightly to ca 4.8 mg l −1 . 

Figure 9 compares the temperature and salinity of MBI
014 (recorded in January and May 2015) with the corre-
ponding values for the weak inflows in November 2014 and
016. Overall, MBIs are characterized by a higher density
nd lower temperature than baroclinic inflows. However, 
he temperatures of the inflows depend on the season in
hich they occur. During MBIs, higher DOCs are measured
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Figure 9 Comparison of the TS diagrams for MBI 2014 recorded in January and May 2015 with the weak inflows recorded in 
November 2014 and 2016. The figures represent the Bornholm Basin (a), Słupsk Furrow (b) and Gda ńsk Deep (c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

in the deepest layers in Bornholm Deep and Słupsk Furrow
( Figure 10 ). 

During November 2014 and 2016, intrusions of warm
waters below the halocline were recorded in the Born-
holm Basin. Having passed the Słupsk Sill, they sank to the
sea bed. The sinking was accompanied by increased mix-
ing, so the lower limits of the transition layers (thermo-
cline/oxycline) reached 75 m depth in the Słupsk Furrow
( Figure 10 ). In the Gda ńsk Deep the upper limit of the oxy-
cline lay at 47—57 m, the lower one at 74—83 m. 

3.4. Cod spermatozoa activation and natural 
buoyancy layers 

A very interesting aspect is the possible effect of DO on the
eggs of Baltic cod. Based on the mean salinity and mean DO
data from 2013—2017 along the main axis in the southern
Baltic, we were able to distinguish the Baltic cod’s egg fer-
tilization ( Figure 11 ) and neutral egg buoyancy layers. The
spermatozoa activation layer lay at 52—73 m depth in the
Bornholm Basin and 62—81 m in the Słupsk Furrow. Condi-
tions in the Gda ńsk Deep were not appropriate for sperma-
tozoa activation. 

After fertilization, the egg enters the optimum depth de-
termined by its neutral buoyancy. The neutral egg buoyancy
layer in the Bornholm Basin lies within the range of the sper-
matozoa activation layer. However, in the Słupsk Furrow,
a fertilized egg can sink to reach the optimum buoyancy
depth. 

The spermatozoa activation and neutral egg buoyancy
layers overlap in the Bornholm Deep throughout the mea-
surement period ( Figure 12 ). In the Słupsk Furrow, these
layers are sometimes separated: eggs can be fertilized in
the transition layer but will sink to the deeper layers. If
the oxygen conditions are suitable, cod eggs will survive in
the deep water of the Słupsk Furrow. For most of the time,
however, conditions in the Gda ńsk Deep do not ensure cod
egg survival there. Stronger advection can bring saline, oxy-
genated waters to this region, which will guarantee the ex-
istence of the spermatozoa activation and neutral buoyancy
layers. After MBI 2014, these layers were separated in the
Gda ńsk Deep. 

4. Discussion 

This paper characterizes oxygen variability in the three
basins of the Baltic Proper: the Bornholm Basin, Słupsk Fur-
row and Gda ńsk Deep. It describes the average DO in those
basins and the monthly distributions of DOC along the main
transect. This paper estimates the time scale of the DO
change after an MBI. Finally, the spermatozoa activation
layer as well as the natural buoyancy layer of the Baltic
cod has been determined. The analysis is based on mea-
surements of CTD and DO performed during regular cruises
of r/v Oceania across the Baltic in 2013—2017, the moored
Aqualog system (2016—2017) and the autonomous Argo float
deployed in 2018. This is the first time that changes in DO
have been estimated for an Baltic inflow period. This re-
search is also the first attempt to estimate the depth that
meets the conditions required for the survival of cod eggs in
the early stages of their existence. 
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Figure 10 Comparison of DO during MBI 2014 recorded in January and May 2015 with the weak inflows recorded in November 2014 
and 2016. The figures represent the Bornholm Basin (a), Słupsk Furrow (b) and Gda ńsk Deep (c). 

Figure 11 Cod spermatozoa activation layer (dark blue lines) and the neutral egg buoyancy layer (light blue lines) along the main 
axis in the southern Baltic Sea. 
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.1. DO variability in the southern Baltic Sea 

teep spatial gradients and DO stratification occur in the 
eeper layers of the Baltic Sea. The stratification of DO in
he southern Baltic reflects the salinity distribution. One 
an therefore recognize a two-layered structure: an upper 
euphotic) zone and a lower one, separated by the oxycline. 
owever, the DO distribution partly reflects the tempera- 
ure pattern, just as it reflects the salinity field, so a sea-
onally three-layered DO structure occurs. 
The highest oxygen content is in the layer in contact with
he atmosphere, where photosynthesis also takes place. As 
his layer is relatively homogeneous to the depth of the
xycline, a seasonal DO cycle is distinguishable in the sur-
ace layer of the southern Baltic. This cycle has two max-
ma and two minima. The first DO maximum, occurring in
pring, is related to the increased rate of photosynthesis at
his time ( Renk, 1974 ; Wo źniak, 1989). There are variants
hen the first maximum appears in March or April. The sec-
nd maximum falls in November. The first minimum falls in
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Figure 12 OS diagrams for the Bornholm Basin (a), Słupsk Furrow (b) and Gda ńsk Deep (c). The red dots represent the MBI, May 
2015. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

July/August, and the second in December, closing the an-
nual cycle of oxygenation changes of the surface layer. 

The CIL has a great impact on the DO structure in the
southern Baltic. Owing to the greater solubility of oxygen in
colder waters, the CIL is a reservoir of oxygen for the less
oxygenated upper and lower layers. Furthermore, steady
decreases of oxygen are recorded in the CIL from May to
October. The smallest thickness of the CIL can be expected
in the vicinity of the Danish Straits. Moving from the Straits
towards the deeps of the Baltic, the thickness of the CIL in-
creases. Therefore, a greater DO content in this layer can
be expected in the Gda ńsk Basin than in the Bornholm Deep.

4.2. DO variability in the near-bottom layer 

Below the halocline, where dense waters are separated
from the direct source of oxygen, one of the main pro-
cesses capable of transporting oxygen into the Baltic deep
waters is advection. Therefore, one can expect the great-
est oxygenation of the deep layer to be in the vicinity of the
Danish Straits. The oxygenation of the near-bottom layer in
the Bornholm Basin takes extreme values, from relatively
well oxygenated during inflow periods to anaerobic during
stagnation periods. Monitoring data ( Mohrholz, 2018 ) indi-
cate, however, that during stagnation periods before and
after MBI 2014, oxygen in the Bornholm Deep increased
several times. With increasing distance from the Straits,
oxygenation of the deep waters decreases. In the Gda ńsk
Deep, where advection is severely limited by the Słupsk Sill,
oxygen-deficient conditions ( < 4 mg l −1 ) are permanent. 

4.3. Water oxygenation during inflows 

The greatest volume of oxygen pushed into the Baltic’s
deepest basins originates from barotropic inflows. With a
total saline water volume of 198 km 

3 , MBI 2014 transported
2.04 × 10 6 t of oxygen into the Baltic ( Mohrholz et al.,
2015 ). Two months after the inflow, DOC in the Bornholm
Basin was ca 9 mg l −1 , while in the Słupsk Furrow it was ca
7 mg l −1 . However, 9 months after the start of the inflow,
anaerobic conditions (2 mg l −1 ) returned to the deep layer
of the Bornholm Basin and 10 months later to the Słupsk Fur-
row ( < 4 mg l −1 ). Moreover, despite the large volume of MBI
2014, oxygen-deficient conditions persisted in the Gda ńsk
Deep. 

The very high rate of oxygen consumption in the anaer-
obic layers in the Baltic Proper after MBI 2014 can be
explained by biological production, which used up the
newly supplied oxygen. Oxygen is also consumed dur-
ing the decomposition of dead organisms. With declin-
ing oxygen, phosphorus is released from the sediments
( Stigebrandt and Kalén, 2013 ) and transported to the upper
layers ( Viktorsson et al., 2012 ), thus stimulating biological
production and consequently intensifying oxygen consump-
tion in the bottom layer. 

The advection of dense MBI waters in the Baltic prop-
agates them over the seabed. The inflow volume of ca
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3 and mixing processes enhanced the oxygenation of 
he bottom layer. An exceptional feature of the last inflow 

as the mixing of three water masses in the Bornholm
asin: the MBI waters, the warm intrusion and the waters 
reviously occupying the Bornholm Deep. The MBIs in De- 
ember 2002 ( Meier et al., 2004 ) and 2014 ( Rak, 2016 ) were
reconditioned by weaker inflows. Those inflows moved 
ome way towards the Słupsk Sill and partially mixed with
noxic deep waters in the Bornholm Deep. The inflow in the
ornholm Deep therefore took the form of intrusions as a 
esult of being pushed upwards by the MBI. Thus, in January
nd February 2015, a warm, poorly oxygenated layer was 
ecorded above the deep, well-oxygenated water in the 
ornholm Basin. 
The advection of weaker inflows propagates in the form 

f an intrusion, raising the oxycline and halocline in the
ornholm Basin; the movement of inflow waters over the 
łupsk Sill was thus possible. This warm, relatively well- 
xygenated intrusion passed the Słupsk Sill and sank. The 
inking was accompanied by increased mixing, so the lower 
imit of the transition layer (oxycline) extended to 75 m 

epth in the Słupsk Furrow. 
Advection of DO during an MBI leads from the deep layer

f the Bornholm Basin to the Słupsk Furrow. During weaker 
nflows, DO advection extends from the intermediate layer 
n the Bornholm Basin. 

.4. Baltic cod spermatozoa activation and natural 
uoyancy layers 

issolved oxygen and the requisite salinity in the sea are im-
ortant requirements for survival. For the Baltic cod, oxy- 
en is necessary from the early stages of its life. In order to
egin spawning, the physical properties of the water have 
o match the cod’s requirements. In the Bornholm Basin the
ritical salinity for spermatozoa activation is S > 11—12 PSU 

 Nissling and Westin, 1997 ). Neutral egg buoyancy is main-
ained at ca 14.5 ±1.2 PSU. During incubation, cod eggs can
urvive when DOC > 2 mg l −1 ( Rohlf, 1999 ; Wieland et al.,
994 ). However, at DOC < 5 mg l −1 the cod stock begins
o decline ( Köster et al., 2005 ). In the Bornholm Basin the
aters enabling spermatozoa activation lie in a 21 m-thick 
ayer at an average depth of ca 62 m, while in the Słupsk
urrow they are in a 19 m-thick layer at an average depth
f 71 m. The differences between the lower limit of the
permatozoa activation layer in the Bornholm Basin and the 
łupsk Furrow results from the deep layer DO conditions. 
fter fertilization, the egg enters the optimum depth de- 
ermined by its neutral buoyancy. In the Bornholm Basin the
eutral buoyancy layer (65 ±5 m) lies within the spermato-
oa activation layer. However, in the Słupsk Furrow, fertil- 
zed eggs can be found at depths from 75 m to the seabed,
hereby only the upper limit is within the range of sper-
atozoa activation. Therefore, fertilized eggs can sink to 
each the optimum depth. Based on average values of salin- 
ty and DO, no cod spermatozoa activation layer and no egg
eutral buoyancy layer exist in the Gda ńsk Deep. However,
nflows from the North Sea can guarantee the existence of
hose layers. 
Recapitulating, cod eggs can survive in the layer where 

hey were fertilized in the Bornholm Basin. In the Słupsk 
urrow, the eggs can leave the fertilization layer and sink to
he bottom, because the neutral buoyancy layer only partly
verlaps the spermatozoa activation layer. After fertiliza- 
ion, eggs can survive in the bottom layer of the Slupsk Fur-
ow. During stagnation, there are no conditions which can
uarantee egg survival in the Gda ńsk Deep. Only during in-
ow periods do the fertilization layer and neutral buoyancy 
ayer reappear. 

Fertilized eggs from the Bornholm Deep can be trans-
orted to the Słupsk Furrow by deep currents. Owing to
he position of the neutral buoyancy layer at the inter-
ediate layer depth, movement above the sill is limited
y the upward movement of the halocline. One factor
hich can shift the halocline upwards is the strong advec-
ion of saline, well-oxygenated waters from the North Sea
 Mohrholz et al., 2015 ). Unlike weak inflows, MBIs refresh
he deep layer of the Bornholm Basin, allowing cod to fer-
ilize their eggs in the whole water layer from the halocline
o the seabed. On the other hand, weaker inflows increase
he transition layer thickness and have a great impact on
he upward movement of the halocline. 

. Conclusions 

. At the surface layer the DO seasonal cycle has two max-
ima and two minima. The first maximum appears in March
or April, the second in November. The first minimum ap-
pears in July/August, the second in December. 

. The CIL is a reservoir of oxygen for the less oxygenated
upper and lower layers. A steady decrease in DO can
therefore be expected from May to October. 

. The DOC at the bottom of the Bornholm Basin varies be-
tween well oxygenated to anaerobic. 

. Oxygen deficient conditions with DO < 4 mg l -1 at the
bottom of the Gda ńsk Deep are permanent. 

. Nine months after MBI 2014, anaerobic conditions re- 
turned to the deep layer of the Bornholm Basin, but
oxygen-deficient conditions persisted in the Gda ńsk 
Deep. 

. Cod eggs can survive in the layer where they were fertil-
ized in the Bornholm Basin. The eggs can leave the fertil-
ization layer and sink to the bottom in the Słupsk Furrow.
There are no conditions which can guarantee egg survival
during the stagnation period in the Gda ńsk Deep. 

. Only advection of water from the North Sea can guar-
antee the existence of the cod spermatozoa activation 
layer and the egg neutral buoyancy layer in the Gda ńsk
Deep. 
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iechura, J. , Beszczy ńska-Möller, A. , 2004. Inflow waters in the
deep regions of the southern Baltic Sea — transport and trans-
formations. Oceanologia 46 (1), 113—141 . 

ak, D., 2016. The inflow in the Baltic Proper as recorded in
January—February 2015. Oceanologia 58 (3), 241—247, https: 
//doi.org/10.1016/j.oceano.2016.04.001 . 

ak, D., Wieczorek, P., 2012. Variability of temperature and salinity
over the last decade in selected regions of the southern Baltic
Sea. Oceanologia 54 (3), 339—354, https://doi.org/10.5697/oc. 
54-3.339 . 

eissmann, J., Burchard, H., Feistel, R., Hagen, E., Lass, H.U.,
Mohrholz, V., Nausch, G., Umlauf, L., Wieczorek, W., 2009. 
State-of-the-art review on vertical mixing in the Baltic Sea and
consequences for eutrophication. Prog. Oceanogr. 82, 47—80, 
https://doi.org/10.1016/j.pocean.2007.10.004 . 
enk, H. , 1974. Primary production and chlorophyll content of the
Baltic Sea. Part III. Primary production in the Baltic, Hydrobiolo-
gia 21, 191 pp . 

ohlf, N. , 1999. Verhaltensänderungen der Larven des Ostsee-
dorsches (Gadus morhua callarias) während der Dottersack- 
phase. Berichte aus dem Institut für Meereskunde, 312 pp . 

ose, A.G. , Marteinsdottir, G. , Godø, O. , 2018. Atlantic Cod: A
Bio-Ecology . Chapter 7. Wiley and Sons Ltd., 287—336 . 

chinke, H. , Matthäus, W. , 1998. On the causes of major Baltic
inflows — an analysis of long time series. Cont. Shelf Res. 18,
67—97 . 

iiriä, S., Roiha, P., Tuomi, L., Purokoski, T., Haavisto, N., Ale-
nius, P., 2019. Applying area-locked, shallow water Argo floats
in Baltic Sea monitoring. J. Oper. Oceanogr. 12 (1), 58—72,
https://doi.org/10.1080/1755876X.2018.1544783 . 

tigebrandt, A., Kalén, O., 2013. Improving oxygen conditions in
the deeper parts of Bornholm Sea by pumped injection of win-
ter water. Ambio 42 (5), 587—595, https://doi.org/10.1007/ 
s13280- 012- 0356- 4 . 

iktorsson L., Almroth-Rosell E., Tengberg A., Vankevich R., Neelov
I., Isaev A., Kravtsov V., Hall POJ. Benthic phosphorus dynamics
in the Gulf of Finland, Baltic Sea. Aquat. Geochem. 18, 543—
564, https://doi.org/10.1007/s10498- 011- 9155- y . 

itale, F., Börjesson, P., Svedäng, H., Casini, M., 2008. The spatial
distribution of cod (Gadus morhua L.) spawning grounds in the
Kattegat, eastern North Sea. Fish. Res. 90, 36—44, https://doi.
org/10.1016/j.fishres.2007.09.02 . 

itale, F., Cardinale, M., Svedäng, H., 2005. Evaluation of the tem-
poral development of the ovaries in Gadus morhua from the
Sound and Kattegat, North Sea. J. Fish Biol. 67 (3), 669—683,
https://doi.org/10.1111/j.0022-1112.2005.00767.x . 

alker, J.C.G. , 1980. The oxygen cycle in the natural environment
and the biogeochemical cycles. Springer-Verlag, Berlin, 87—104 . 

ieland, K., Jarre-Teichmann, A., Horbowa, K., 2000. Changes
in the timing of spawning of Baltic cod: possible causes and
implications for recruitment. ICES J. Mar. Sci. 57, 452—464,
https://doi.org/10.1006/jmsc.1999.0522 . 

ieland, K. , Waller, U. , Schnack, D. , 1994. Development of Baltic
cod eggs at different levels of temperature and oxygen content.
Dana 10, 163—177 . 
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Summary Phytoplankton community structure was studied from 2002 to 2016 in the Vistula 
Lagoon (southern Baltic Sea) in the context of the 2010 shift in its population, as well as the rea- 
son for this shift and its environmental impact. This evident shift was indicated by Multidimen- 
sional Scaling at the Bray Curtis similarity level of 31%. Before 2010, the primary components of 
phytoplankton were Cyanobacteria (up to 98% of the biomass, October 2007) and Chlorophyta 
(40%, July 2002). After 2010, the contribution of Cyanobacteria considerably decreased, and 
the proportions of other phyla increased. The total phytoplankton biomass positively correlated 
with phosphorus, and Cyanobacteria biomass with silica. Evident changes were also observed in 
the seasonal dynamics of phytoplankton. Before 2010, the highest values of biomass occurred in 
autumn, and were related to high biomass of Cyanobacteria. Higher biomass has been recently 
reached in spring, during the dominance of Ochrophyta associated with Chlorophyta, Charo- 
phyta, and Cryptophyta. Generalised additive models showed a significant decreasing trend of 
the total phytoplankton biomass, Cyanobacteria, Chlorophyta, and flagellates, suggesting a de- 
crease in eutrophication. This trend is concurrent with a considerable increase in the ratio of 
zooplankton to phytoplankton biomass since 2010. The increased ratio, however, did not result 
from elevated zooplankton biomass, but from the drop in phytoplankton biomass. Therefore, 
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the most probable reason for the decrease in phytoplankton biomass was the simultaneous de- 
crease in the concentration of all nutrients. The potential additional impact of filtration by a 
new alien bivalve Rangia cuneata G. B. Sowerby I, 1832 is also discussed. 
© 2020 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

agoons are coastal marine ecosystems under a strong di- 
ect influence of land and rivers. Consequently, they are 
haracterised by high productivity ( Newton et al., 2014 ; 
iaroli et al., 2008 ). The trophic status of lagoons shows
onsiderable temporal inertia due to nutrient loads origi- 
ating from both auto- and allochthonous matter accumu- 
ated over several years in sediments ( Schernewski et al.,
011 ; Verdonschot et al., 2013 ). The gradual release of nu-
rients from sediments to the water column occurs under 
orsening oxygen conditions ( Zilius et al., 2015 ), as well as
hrough resuspension ( Sondergaard et al., 1992 ). The latter
henomenon is common in lagoons due to the shallow depth
f the water bodies and their high exposure to wind action.
hytoplankton is the primary beneficiary of a higher than 
he average level of nutrients ( Eyto et al., 2018 ). The role
f phytoplankton as a primary producer in lagoons is usu- 
lly considerably greater than that of macrophytes, which 
redestines the systems to remain in a phytoplankton- 
ominated regime ( Kornijów, 2018 ). This process bears con- 
equences for the habitat conditions (worse light condi- 
ions, strong supply of organic matter to sediments, and pe-
iodical oxygen deficits), as well as for ecosystem services 
enefitting the human economy ( Newton et al., 2014 ). The
000s seem to have had the particular anthropogenic impact 
n the Vistula Lagoon (VL). Firstly, the economic transfor- 
ation that commenced in the early 1990s ( Eriksson et al.,
007 ) resulted in a considerable decrease in the nutrient
oad in the lagoon during the 2000s. It can be assumed
o have caused a gradual decrease in the phytoplankton 
iomass and a transformation of its taxonomic composi- 
ion as the bottom-up effect. At the same time, the food-
eb structure changed in the lagoon. In addition to the
umerous alien species of invertebrates and fish already 
resent in the lagoon ( Grabowski et al., 2006 ; Jablonska-
arna et al., 2013 ), a new efficient bivalve filter-feeder
ppeared ( Rudinskaya and Gusev, 2012 ; Warzocha et al.,
016 ). 
Research on the phytoplankton of the Polish section 

f the lagoon has been occasionally conducted since 
he early 1950s ( Kruk et al., 2016 ; Margo ński and Hor-
owa, 2003 ; Margo ński et al., 2003 ; Nawrocka and Ko-
os, 2011 ; Piwosz et al., 2016 ; Pli ński, 1972 ; Pli ński and
imm, 1978 ; Szarejko-Łukaszewicz, 1957 ). Previous re- 
earch had been usually based on relatively short and 
on-continuous data series. The research shows that for 
ore than half a century, the phytoplankton of the lagoon 
as been characterised by the dominance of blue-green 
lgae (Cyanobacteria). Cyanobacterial blooms involved 
he appearance of species constituting potential produc- 
rs of cyanobacterial toxins ( Mazur-Marzec et al., 2010 ; 
ybicka, 2005 ). These blooms occurring from May to Oc- 
ober formed one vast peak lasting almost throughout 
he vegetation season, suggesting a disturbance of the 
ypical order of seasonal phytoplankton succession in 
he waters of the temperate zone, usually consisting of
pring, late spring, summer, and autumn peaks ( Gasi ˜ unaitè
t al., 2005 ; Pli ński and Simm, 1978 ; Wasmund et al.,
998 ; Witek et al.,1993 ). Whereas seasonal changes in the
hytoplankton of the lagoon have been quite thoroughly 
nvestigated, publications concerning the long-term trans- 
ormations occurring in the community are scarce. This 
ublication shows changes in the phytoplankton structure 
n the Vistula Lagoon in the period 2002—2016, both in the
easonal and long-term aspect, as well as the verification of
he hypotheses regarding causes of such changes and their
ffect for the environment. First, we hypothesised that the
bserved decrease in the concentration of nutrients in the
agoon should lead to changes in the seasonal development
f phytoplankton, limiting the development of Cyanobacte- 
ia in the summer period and to a progressing decrease in
ts biomass in a long-term cycle (bottom-up effect). 
Moreover, we verified whether the underlying causes 

ere related to the pressure of filter-feeding zooplankton 
n the phytoplankton community as a top-down effect. 
Finally, we assumed that water quality would consider- 

bly improve in terms of the concentrations of chlorophyll a
nd Cyanobacteria biomass. 

. Material and Methods 

.1. Study area 

he Vistula Lagoon (VL), second largest coastal lagoon in
he southern Baltic Sea ( Witek et al., 2010 ), extends over
pproximately 90 km along the Polish and Russian coast of
he Gulf of Gda ńsk ( Figure 1 ). Its width ranges from 8 to
9 km, and its depth reaches up to 5.1 m, averaging 2.4 m.
o the north, the lagoon is separated from the open sea by
he Vistula Spit, a shallow belt of sandy land with a width of
—2 km and length of approximately 50 km. This estuarine
ystem is exposed to strong land (inflow of fresh waters via
ivers) and marine (intrusion of salt waters from the Baltic
ea via the Strait of Baltiysk) impacts. The annual freshwa-
er influx is approximately 4 km 

3 , and the water retention
ime is approximately 4 months ( Witek et al., 2010 ). Salin-
ty decreases from 6.5 psu at the Baltiysk Strait to < 1 psu
t the mouths of the larger rivers. 
In comparison to the water surface area (838 km 

2 ) of the
agoon, its drainage area (23,871 km 

2 ) is exceptionally large
 Łomniewski, 1958 ). More than half of the area is under agri-
ultural use, and approximately 25% is covered by forests.
he total number of residents in the lagoon’s catchment
lightly exceeds one million. The industry is not extensive. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Location of sampling stations in the Polish part of the Vistula Lagoon. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

monisation of the database involved the unification of the 
The water level in the lagoon is subject to considerable
fluctuations with an amplitude of up to 1.2 m, particularly
in the period of autumn-winter storms ( Chubarenko et al.,
2012 ). Wave-induced mixing results in a continuous resus-
pension and homogeneous temperature distribution in the
lagoon during the ice-free period ( Chubarenko et al., 2017 ).
The lagoon is under the influence of both maritime and con-
tinental climates, with air temperature reaching high an-
nual amplitudes from —31 °C to 36 °C. During winter, VL may
become covered by ice. Depending on the year, the ice may
remain from several days to several months. 

2.2. Physico-chemical parameters 

Water temperature and salinity were measured in situ by
means of a CTD probe. Transparency was measured with
a Secchi disc as the Secchi disc depth (SDD). Physical pa-
rameters were measured simultaneously with phytoplank-
ton sampling. Concentrations of nutrients (N-NO 3 , N-NO 2 ,
N-NH 4 , total nitrogen (N tot ), P-PO 4 , total phosphorus (P tot ),
and dissolved silicate DSi) were determined using methods
applied for the Baltic Sea to meet the objectives of the HEL-
COM monitoring programme ( HELCOM, 2013 ). According to
the HELCOM guidelines, the determination of nutrients is
based on colorimetric methods (c.f. Grasshoff et al., 1983 ;
Kirkwood, 1996 ). N/P ratio was calculated as N tot to P tot 
ratio. 

2.3. Phytoplankton 

2.3.1. Chlorophyll a 

Chlorophyll a (Chl a ) concentrations were analysed in
accordance with the HELCOM recommendations for the
fluorometric method ( Edler, 1979 ; Evans et al., 1987 ;
HELCOM 1988 , 2015 ; Strickland and Parsons, 1968 ). Al-
though all measurements were performed using the same
method as that applied in the monitoring programme, the
data for the period 2007—2017 were a raw database, and
those for the period 2002—2006 were obtained from the
study by Kobos and Nawrocka (2018) . 

2.3.2. Species composition, abundance, and biomass 
The data shown in this study come from the analysis of 443
samples collected monthly from April to November during
the period 2002—2016 with one gap in 2004, when phy-
toplankton monitoring was not conducted. In some years
(2011, 2014—2015), samples were also collected in winter
( Supplement Table 1 ). 

The research was conducted at 13 stations rela-
tively evenly distributed in the Polish part of the lagoon
( Figure 1 ). 

Surface water was collected by means of a 5—10 litre
bathometer or another plastic container, and 250 ml sam-
ples were immediately fixed with acidic Lugol’s solu-
tion to a final concentration of 0.5%. Subsamples of 2,
10, or 20 ml were analysed using an inverted micro-
scope following the method of Utermöhl ( Edler and El-
brächter, 2010 ; Utermöhl, 1958 ). Individual phytoplankton
cells were counted in accordance with the HELCOM recom-
mendations ( HELCOM, 1988 , 2006 ). The wet weight biomass
and carbon content in the phytoplankton cells were calcu-
lated in accordance with Olenina et al. (2006) . Phytoplank-
ton organisms were identified to the lowest possible taxo-
nomic rank. Their names and classification complied with
the accepted binomial nomenclature of the World Register
of Marine Species (version 2016). 

Flagellates and Others were differentiated as artificial
groups aggregating cells impossible to identify, divided into
size classes. 

As the samples were collected over a period of almost
20 years (a period of numerous changes in the phytoplank-
ton taxonomy due to the development of molecular biology
techniques), and analysed in various research centres, har-
monisation of the data was necessary at the initial stage
( Derolez et al., 2020 ; Munitz et al., 2020 ). This process re-
sulted in a unified database for further analysis. The har-
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ames of taxa often occurring as synonyms of the same 
pecies. Then the organisms were aggregated to higher tax- 
nomic units, phyla, classes, orders, and genera. The calcu- 
ation of annual average values was always preceded by the
alculation of the monthly average. 

.4. Zooplankton 

ooplankton data were needed for the determination of the 
otential impact of zooplankton on phytoplankton. Water 
ampling and quantitative and qualitative laboratory analy- 
is of the samples were conducted in accordance with the
ELCOM COMBINE methodology applied in the monitoring of 
he Baltic Sea ( HELCOM, 2017 ; Hernroth, 1985 ). 
Zooplankton in the mezo-size fraction, i.e. 0.2—20 mm, 

as sampled at the same time and place as phytoplankton,
y means of single vertical tows performed with the Hydro-
ios (Germany) limnological standard plankton net (25 cm 

n diameter and a mesh size of 100 μm). The samples were
reserved in ∼4% formaldehyde solution buffered to pH 8—
.2 with disodium tetraborate (borax). 
To highlight certain mechanisms of food-web interac- 

ions, the ratio between zooplankton and phytoplankton 
iomass (Bzoo/Bphyto) was calculated. This ratio is consid- 
red sensitive to changes in the top-down control through 
ascading trophic interactions ( Carpenter et al., 1985 ) from
sh to zooplankton and from zooplankton to phytoplankton 
 Gyllstrom et al., 2005 ; Hessen et al., 2003 ; Jeppesen et al.,
000 ). The ratio was calculated based on the analysis of
amples collected at station KW during the period 2003—
016. Average annual biomasses of phytoplankton and zoo- 
lankton were used. The total zooplankton biomass covered 
opepoda, Cladocera, Rotifera , and others that comprised 
eroplankton organisms. 

.5. Statistical analysis 

he statistical significance of the differences in the tax- 
nomic structure of phytoplankton was determined with 
he application of a one-way ANOSIM test. Multidimensional 
caling (MDS) and cluster analyses were performed for the 
isualisation of the similarity of the structure of phytoplank- 
on communities in years and seasons (months). Both the 
NOSIM test and the MDS procedure were based on the Bray-
urtis distance matrix calculated based on the biomass of 
ndividual phylum (log(x + 1) transformed data). The analy- 
is was performed in the PRIMER 6 Version 6.1.15 package. 
At least 10-year time series for the biomass of phyto-

lankton phyla were analysed for six selected months by 
eans of generalised additive models (GAMs) ( gam function, 
 package “mgcv”, Wood, 2014 ). GAMs were run separately
or each response variable vs. year. The possible autocorre- 
ation between years was modelled with AR1 (autocorrela- 
ion structure with lag 1). Curves estimated with GAMs and 
5% confidence limits were plotted on the data to visualise 
he direction of statistically significant long-term changes 
i.e. decreasing, increasing, or non-linear trends). The total 
hytoplankton biomass and biomass of each phylum served 
s variables in the first stage of GAMs analysis. At the second
tage, the biomass of each genus (or aggregation at class or
rder level) within the phylum was analysed. 
The Pearson rank correlation (r) was used to evaluate the
elations between environmental variables and phytoplank- 
on biomass (at the level of total biomass, phylum, and
enus) as well as between phytoplankton and zooplankton 
iomass. The Pearson correlation and statistical signifi- 
ance of correlations were determined ( cor and cor.test ,
unctions, R package “stats”). 
The statistical significance of temporal changes in the 

hysico-chemical parameters was confirmed or rejected af- 
er the verification of whether the coefficient of the slope of
he regression line was significantly different from 0. Such 
nalysis permits trend detection. A test probability value of
 < 0.05 was considered for rejecting the hypothesis of the
ack of a trend ( lm function, R package “stats”). 

. Results 

.1. Physical and chemical water properties 

.1.1. Temperature 

he mean water temperature recorded during the grow- 
ng season (March—November) of the period 2002—2016 was 
5.6 °C ( Figure 2 ) . Statistically, no evident trends occurred
ver the analysed years. There were, however, slight differ-
nces in the two periods. Before 2010, the mean tempera-
ure was 16.3 °C, with the highest values in July and June.
fter 2010, the warmest months were August and July, and
he mean temperature dropped to 14.7 °C ( Figure 2 ). 

.1.2. Salinity 
he mean water salinity measured at station KW, located in
he centre of the Polish part of VL and providing the longest
ime series of data, was 3.6 psu throughout the study pe-
iod, and showed minor fluctuations ( Figure 2 ). Linear re-
ression showed a slight although not statistically significant 
ncreasing trend (p > 0.05) in time. Moreover, the compar-
son of the years before and after 2010 showed the same
ean values for both differentiated periods and multiannual 
eans. In November, the salinity was the highest (5.5 psu),
nd slightly higher during the second period. 

.1.3. Transparency 
he mean water transparency (SDD) recorded during the pe-
iod 2002—2016 was 0.57 m. During the first period, 2002—
009, values of SDD readings were relatively uniform and al-
ays lower than the multiannual value. Later, considerable 
uctuations occurred with a strongly increasing tendency in 
he years 2013—2016 ( Figure 3 , top panel). The increasing
rend of water transparency in time, in terms of maximum,
verage, as well as the minimum values, was statistically
ignificant (p < 0.05). 
During the first period, the lowest average values oc-

urred in early spring and in autumn ( Figure 3 , middle
anel), while during the second period ( Figure 3 , bottom
anel), they occurred in summer from May to July as well as
n late autumn (November). Then, very high maximum val-
es of up to 2 m were recorded. These values were at least
wice as high as the maximum values during the first period.
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Figure 2 Temperature and salinity in VL. Multiannual changes during the study period (top panel) and seasonal changes during 
the two differentiated periods (middle and bottom panels). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.4. Nutrients 
The course of the mean annual concentrations of total ni-
trogen showed considerable fluctuations ( Figure 4 a), with
the highest values (up to 328 μmol L −1 ) between 2007 and
2009 and in 2013. The comparison of both periods revealed
a decrease in the monthly mean N tot concentrations be-
low the multiannual average (127 μmol L −1 ) during the pe-
riod 2010—2016, and in the mean value for that period
(112 μmol L −1 ) compared to the multiannual average. More-
over, in the case of P tot ( Figure 4 b) and Si ( Figure 4 c) concen-
trations, the comparison of data from before 2010 with data
after 2010 showed a decrease in nutrient concentrations in
recent years. It is worth emphasising that over the multian-
nual course of changes, a statistically significant downward
trend occurred in P tot concentration (p < 0.05), whereas for
N tot , Si, and N tot /P tot , the value of p > 0.05 for linear regres-
sion indicated no trends. 

Until 2006, the ratio between total nitrogen and phos-
phorus remained at an even level close to or slightly above
the Redfield ratio. Between 2007 and 2016, the N/P ratio
showed fluctuations analogous to those of the total nitrogen
concentrations, with maximum values in 2009 and 2013, and
values approximately equal to the initial values in 2012 and
2015 ( Figure 4 d). 
 

The mean annual silicon concentrations were maintained
at a level approximately equal to the multiannual mean
value for the entire study period (96 μmol L −1 ). Silicon con-
centrations only decreased in recent years (2014—2016), in
2015 by almost 50% in comparison to the multiannual aver-
age ( Figure 4 c). 

3.1.5. Abiotic variables as drivers of phytoplankton 

biomass 
The Pearson rank correlation (r) demonstrated positive cor-
relations between the total phytoplankton biomass and (i)
phosphorus (P-PO4 and P tot ) concentration, (ii) suspension,
and (iii) Chl a concentration. In contrast, the total biomass
was negatively correlated with transparency. A considerably
higher correlation of transparency with suspension than
with the total phytoplankton biomass or Chl a concentra-
tion deserves particular attention. A positive correlation
occurred between transparency and Mesodinium rubrum
Lohmann, 1908 (Ciliophora), and a negative correlation was
determined between transparency and Cyanobacteria and
Chlorophyta. 

No significant correlations were determined between
the phytoplankton biomass and water temperature, the
concentration of total nitrogen and its different forms, or
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Figure 3 Transparency (SDD) versus phytoplankton biomass in VL. Multiannual changes during the study period (top panel) and 
seasonal changes during the two differentiated periods (middle and bottom panels). 
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he N/P ratio (with the exception of Chlorophyta which 
as positively correlated with N tot ). Silica was positively 
orrelated with Cyanobacteria biomass, including genera 
uch as Snowella Elenkin, 1938 and Woronichinia Elenkin, 
933, as well as genera belonging to Chlorophyta, namely, 
lanctonema Schmidle, 1903 and Ankistrodesmus Corda, 
838. The highest number of genera was correlated with to-
al phosphorus and phosphate phosphorus ( Ankistrodesmus, 
phanotheceae/Anatheceae, Gleocapsopsis Geitler ex 
omárek, 1993 , Lemmermanniella Geitler, 1942 , Mono- 
aphidium, Komárková-Legnerová, 1969, Planctonema, 
nowella , and Woronichinia and biomass of Cyanobacteria, 
hlorophyceae and Oscillatoriales ). Cyanobacteria showed 
 positive correlation with salinity, including those from 

enera Snowella and Woronichinia , and a negative corre-
ation was found for Ochrophyta ( Nitzschia A.H. Hassall,
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Figure 4 Total nitrogen (a), phosphorus (b), and silicon (c) concentrations and N/P ratio (d) in VL. Multiannual changes throughout 
the study period (top panel) and seasonal changes during the two differentiated periods (middle and bottom panels). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1845), and a representative of Chlorophyta genus Desmod-
esmus (R. Chodat) S.S. An, T. Friedl & E. Hegewald, 1999
( Supplement Table 2 ). 

3.2. Phytoplankton 

3.2.1. Chlorophyll a (Chl a ) 
Although mean Chl a concentrations (range: 21—70 mg m 

−3 )
showed no significant differences (p > 0.05) throughout the
period (2002—2017), considerable differences were ob-
served in the maximum concentrations between the years
( Figure 5 ). Maximum Chl a concentrations reached values
of more than 100 mg m 

−3 , particularly during the period
2002—2008 (up to 520 mg m 

−3 in 2002). The amplitude of
the fluctuations considerably decreased after 2009, not
exceeding 100 mg m 

−3 (except for 2013). The described
changes, however, were of periodical character, with no
statistically significant trend (p > 0.05). 

3.2.2. Species composition and dominance structure 

A total of 170 taxa were identified before 2010, and ap-
proximately twice more (323) during the period 2010—2016.
During the period 2002—2009, no Myzozoa such as Prorocen-
trum cordatum (Ostenfeld) J.D. Dodge, 1975 , Heterocapsa
triquetra (Ehrenberg) F. Stein, 1883, or Oblea rotunda
(Lebour) Balech ex Sournia, 1973 were observed in VL.
Among Ochrophyta, no genera such as Chaetoceros C.G.
Ehrenberg, 1844 , Diploneis (C.G. Ehrenberg) P.T. Cleve,
1894 , Achnanthes Bory, 1822, or Dinobryon Ehrenberg, 1834
were documented, either. 

Phytoplankton in VL was dominated by picoplanktonic
(diameter < 2 μm) Cyanobacteria-forming colonies be-
longing to genera Anatheceae (Aphanotheceae C. Nägeli,
1849 ), Cyanodictyon (Komárek & Anagnostidis) Komárek,
Kastovsky & Jezberová, 2011 , Lemmermanniella, Woroni-
chinia, Aphanocapsa C. Nägeli, 1849 , and Merismopedia
Meyen, 1839, particularly during summer and autumn.
During the period 2002—2009, the abundance of coccal
Cyanobacteria reached 1.7 ·10 10 cells L −1 . At the same
time, the mean abundance of nano- and microplanktonic
Cyanobacteria was 6 ·10 8 cells L −1 , and the abundance of
other components of phytoplankton ranged between 6 ·10 5 
and 7 ·10 8 cells L −1 . During the period 2010—2016, the
abundance of picoplanktonic Cyanobacteria decreased by
an order of magnitude (10 9 cells L −1 ), but still exceeded
the abundance of the remaining phytoplankton components
(nano- and microplanktonic Cyanobacteria abundance was
1.7 ·10 6 cells L −1 , and the abundances of the remaining com-
ponents were between 5 ·10 5 and 7 ·10 8 cells L −1 ). 

The dominant taxa were recognised as those with
biomass exceeding 30% of the total phytoplankton biomass
in a sample ( Supplement Table 3 ) . Among such established
dominants, only six dominated throughout the study period
(2002—2016), namely: Dolichospermum (Ralfs ex Bornet &
Flahault) P. Wacklin, L. Hoffmann & J. Komárek, 2009 with
coiled trichomes, Microcystis aeruginosa (Kützing) Kützing,
1846 , Microcystis Lemmermann, 1907 , Snowella spp., Aph-
anizomenon spp., and Cyclotella (F.T. Kützing) A. de Brébis-
son, 1838. During the initial period of the study (2002—
2009), along with these taxa, dominants included 9 others,
whereas after 2010, the presence of 29 other periodically
dominant taxa was recorded ( Supplement Table 3 ). 

3.2.3. Long-term changes in the taxonomic composition 

and phytoplankton biomass 
Statistical analyses aimed at the assessment of the effect of
station location on the distribution of phytoplankton in the
Polish part of VL showed no significant differences. There-
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Figure 4 Continued. 

Figure 5 Multiannual changes in Chl a concentrations. 
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ore, the spatial distribution of phytoplankton will not be 
ubject to further analysis. In contrast, a significant effect 
f time (year) on phytoplankton biomass was determined 
one-way ANOSIM, p = 0.001). It was revealed in a significant
ecrease in the total biomass and evident reorganisation of 
he taxonomic structure of the phytoplankton community 
 Figure 6 ). 
For better visualisation of the observed changes in phy-
oplankton biomass during the period 2002—2016, the MDS 
nalysis with phytoplankton biomass at the level of genus 
as applied. The analysis revealed two groups of data (Bray
urtis similarity at 31%), marked in Figure 7 . One of the
roups covers data from years 2002—2009, and the other
rom the period 2010—2016. Therefore, all further analy- 
es were conducted with consideration of the division into
hese two time periods. 
Before 2010, the primary components of the phytoplank- 

on community were Cyanobacteria, accounting for 53—98% 

f the total phytoplankton biomass, and Chlorophyta, with 
 contribution of 14—40%. Other phytoplankton groups only 
ccasionally reached a higher share of the total biomass, 
.g., diatoms in 2002 and cryptophytes in 2007 (15% and 20%
f the total biomass, respectively). The highest total phy-
oplankton biomass of 6 ·10 4 μg L −1 was observed in 2006
nd 2008. Ten times lower total biomass was observed in
010. In 2011 and 2012, the maximum values of phytoplank-
on biomass did not exceed 2 ·10 4 μg L −1 . Subsequently,
ntil the end of 2015, they did not exceed 4 ·10 4 μg L −1 .
he lowest biomass was recorded in 2016, not exceeding
 ·10 3 μg L −1 . 
The taxonomic reorganisation of the phytoplankton com- 
unity resulted in an equalisation of the contribution of
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Figure 6 Multiannual changes in phytoplankton biomass (top panel) and its structure shown as percentages of the main groups 
(bottom panel) during the period 2002—2016. 

Figure 7 Multidimensional scaling (MDS) for phytoplankton 
biomass (at genus level) at station KW during the period 2002—
2016. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

particular phyla to the total phytoplankton biomass after
2010 ( Figure 6 , bottom panel). The most important changes
included (i) the reduction of the proportion of Cyanobacte-
ria biomass almost by half; (ii) an increase in the propor-
tion of Ochrophyta, Charophyta, and Chlorophyta; (iii) the
appearance of the mixotrophic ciliate Mesodinium rubrum
with a proportion in certain events in autumn 2014 reaching
98% in the eastern part of VL, but with an average share of

21%. 
3.2.4. Seasonal changes in phytoplankton biomass 
Phytoplankton biomass underwent statistically significant
monthly changes (one way ANOSIM, p = 0.001). MDS anal-
ysis covered phytoplankton biomass at the genus level. It
showed that all monthly data from the period 2002—2009
were mixed without grouping into seasons ( Figure 8 ). In
contrast, during the period 2010—2016, data from summer
months formed one group, while those from spring months
formed a second group. The results from autumn months
were less pronounced. September data were combined with
summer data, October data with spring data, and Novem-
ber data remained separate. The division of data was not
as strong as that in the case of years (Bray Curtis similarity
> 50%), but it pointed to at least three seasons in the annual
vegetation cycle in comparison with the period 2002—2009,
when the data were mixed with no pattern. The analysis of
phytoplankton biomass at the phylum level during the pe-
riod 2002—2009, however, showed seasonal succession con-
sisting of two stages ( Figure 9 ). The stage lasting from March
to April was followed by the stage from May to November. In
early spring, there was a small peak of biomass of the com-
plex primarily consisting of cryptomonads and Chlorophyta,
diatoms, euglenids, and flagellates, with a small share of
cyanobacteria. At the second stage of succession, phyto-
plankton biomass dominated by Cyanobacteria gradually in-
creased, culminating in October. 

During the period 2010—2016, phytoplankton succession
showed three stages of development ( Figure 9 ) . The first
spring stage lasted from March to May with a maximum in
April. At that time, the community was primarily composed
of diatoms and representatives of Charophyta, Chlorophyta,
Cryptophyta, Myzozoa, and inconsiderable quantities of
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Figure 8 Multidimensional scaling (MDS) for phytoplankton 
biomass (at genus level) in two periods: 2002—2009 (top panel) 
and 2010—2016 (bottom panel). 
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Figure 9 Seasonal changes in monthly biomass of the main 
taxonomic groups in VL during the periods 2002—2009 and 
2010—2016. The values are means for all the analysed stations. 
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yanobacteria. The summer stage of the succession lasted 
rom June to August, with a maximum in June, and was dom-
nated by Cyanobacteria, primarily accompanied by Chloro- 
hyta and Ochrophyta. During the autumn stage, lasting 
rom September to November, the taxonomic composition 
as similar to that in summer, with an additional consider-
ble share of Mesodinium rubrum (Ciliophora). The biomass 
eaked in October, although its mean value was 5 times 
ower than during the period 2002—2009. 
The above observations were also confirmed by the 

esults of the GAMs analysis used for the detection of
ong-term trends in phytoplankton biomass and structure 
 Figure 10 , Supplement Table 4 ). GAMs indicated a decreas-
ng trend of the total phytoplankton biomass in August, 
eptember, and October ( Figure 10 a), and a similarly de-
reasing trend for Cyanobacteria ( Figure 6 b ). This group was
he most important component of phytoplankton biomass 
20—63% depending on the season). 
Chlorophyta (with a share of total phytoplankton biomass 
anging from 14 to 23% depending on the season) and flag-
llates (1—8%) also showed a decreasing trend. In the case
f Chlorophyta, it was recorded in July and October ( Figure
0 d, Supplement Table 4 ), and for flagellates ( Figure 10 c)
lso in April. In both cases, in autumn, the trend was non-
inear, with a significant decrease during the period 2002—
008 followed by stabilisation until 2016. 
At the same time, ciliate Mesodinium rubrum (0.1—8% 

f the total phytoplankton biomass in different seasons), 
ryptophyta (1—14%), and Myzozoa (1—6%) showed an in- 
reasing tendency. Whereas in the case of M. rubrum this
rend was evident in spring and autumn, in the case of Cryp-
ophyta and Myzozoa a regular trend occurred in Septem-
er and October ( Figure 10 e—f, Supplement Table 4 ). The
AMs analysis was also used to detect the long-term trends
n Cyanobacteria and Chlorophyta biomass and taxonomic 
tructure, i.e. the most important components of the phy-
oplankton community in VL ( Supplement Table 5 and Table
 ). Decreasing trends occurred in the months from August
o October for the following genera dominant in the total
iomass of Cyanobacteria: Woronichinia, Snowella, Cyan- 
dictyon , and Aphanotheceae (Anatheceae) , as well as for
he order of Oscillatoriales, primarily represented by Plank- 
olyngbya capillaris (Hindák) Anagnostidis & Komárek, 1988 
contorta (Lemmermann) Anagnostidis & Komárek, 1988 
 Supplement Table 3 and Table 5 ). No significant trends
ccurred in the biomass of potentially toxic diazotrophic 
yanobacteria causing blooms in June—July—August from 

enera Aphanizomenon and Dolichospermum (with the ex- 
eption of Aphanizomenon in August, when an increasing 
rend occurred). 
The decreasing trends occurred during months from July 

o October for the following genera: Tetraëdron Kützing, 



548 J. Kownacka et al./Oceanologia 62 (2020) 538—555 

Figure 10 Significant long-term trends in total phytoplankton biomass (a) and biomass of Cyanobacteria (b), flagellates (c), 
Chlorophyta (d), Myzozoa and Cryptophyta (e), and Mesodinium rubrum (f) in VL. For variables with a statistically significant trend 
(p < 0.05), a GAM curve (solid line) is plotted with a 95% confidence interval (dashed line). Annual averages are plotted as filled 
squares. 
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Figure 11 Comparison of monthly mean phyto- and zooplankton biomass at station KW in the differentiated periods (top and 
middle panels). Zooplankton to phytoplankton biomass ratio (B zoo /B phyto ) in subsequent years (bottom panel). n.d. = no data. 
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845 , Scenedesmus Meyen, 1829 , Acutodesmus (Hege- 
ald) Tsarenko, 2001, and Monoraphidium belonging to 
hylum Chlorophyta . Among them, only Tetraëdron was 
ncluded in the dominant taxa ( Supplement Table 3 ). In
pril, a decreasing trend was determined for the dominant 
enus Desmodesmus. In summer months, however, this 
enus showed an increasing trend similar to those of Dic-
yosphaerium Nägeli, 1849 and Tetrastrum Chodat, 1895. 
mong the genera dominant in phylum Chlorophyta, Pedi- 
strum Meyen, 1829 and Oocystis Nägeli ex A. Braun, 1855
howed no trend, and Crucigenia Morren, 1830 exhibited an
ncreasing or decreasing trend depending on the month. 
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3.2.5. Ratio between zoo- and phytoplankton biomass 
Throughout the study period, zooplankton biomass ranged
between 4 μg L −1 in June 2005 and 64 000 μg L −1 in August
2016. The highest biomass was always observed in August. In
spite of the evident seasonal variability of zooplankton, no
significant variability was determined between years. Dur-
ing the period 2003—2009 in March, June, and September,
zooplankton biomass was usually lower than in the years
2010—2016. In April, August, October, and November, the
opposite dependency was observed ( Figure 11 , top and mid-
dle panels). The mean values of zooplankton biomass in the
first and second period were very approximate, and reached
874 and 882 μgL −1 , respectively. During both study periods,
i.e. 2002—2009 and 2010—2016, considerable differences
occurred in the structure of the phytoplankton community
(Subchapters " Long-term changes in the taxonomic compo-
sition and phytoplankton biomass " and " Seasonal changes
in phytoplankton biomass "), but no substantial changes
were observed in the development of the zooplankton com-
munity. These observations suggest that changes in the
B zoo /B phyto ratio were associated with changes in phyto-
plankton biomass rather than zooplankton ( Figure 11 , bot-
tom panel). 

During the period 2003—2009, the B zoo /B phyto ratio grad-
ually increased from 0.02 to 0.19. In 2010, it decreased to
a value of 0.08, and from 2011, its further increase was ob-
served until it reached a maximum value of 0.86 in 2016. 

The Pearson rank correlation (r), used to evaluate the
relations between zooplankton and phytoplankton biomass,
demonstrated that total phytoplankton biomass was not
correlated with the total zooplankton biomass or with any
of the identified groups of zooplankton ( Supplement Table
7 ). A correlation was determined for the total zooplank-
ton biomass, including superorder Cladocera , with colony-
forming coccal cyanobacteria from genera Aphanocapsa,
Cyanodictyon, and Lemmermanniella, and the Chlorophyta
Monoraphidium. Rotifera was correlated with phytoplank-
ton phylum Euglenozoa and genus Coelastrum Nägeli, 1849
(Chlorophyta), whereas Copepoda was correlated with a
very rarely occurring genera Anabaenopsis V.V.Miller, 1923
and Phacotus Perty, 1852. 

4. Discussion 

4.1. Abiotic and biotic variables as the potential 
drivers of the long-term changes in the structure 

of the phytoplankton community 

A rapid improvement in water quality in the Polish part of
VL since 2010 is suggested by SDD measurements showing an
outstanding increase in water transparency. SDD measure-
ments reveal not only the effect of plankton on water trans-
parency, but also the effect of suspension originating from
periodical intensive resuspension. Therefore, these are not
the mean annual SDD measurements as such, but rather the
amplitude of their values that are useful for the assess-
ment of the trophic status of a water body ( Kornijów, 2018 ;
Margo ński and Horbowa, 2003 ; Margo ński et al., 2003 ). This
interpretation is confirmed by results of the present study
indicating a higher negative correlation of SDD with the to-
tal suspension (coefficient —0.71) than with the total phyto-
plankton biomass (coefficient —0.25) or Chl a concentration
(coefficient —0.34). 

Margo ński and Horbowa (2003) observed significant
changes in SDD measurements in the Polish part of VL be-
tween the 1950s and 1990s. The range of the recorded SDD
was much broader (0.2—1.7 m) and the mean values higher
during the 1950s than 1990s (0.1—1.1 m). An analogous sit-
uation occurred in the compared periods 2002—2009 and
2010—2016. The former period shows a continuation of the
situation from the 1990s, with a characteristic low ampli-
tude of the measurement values and highest transparency in
April (maximum up to 1 m). The latter period (2010—2016)
reflects the situation from the 1950s, with two peaks of
the maximum transparency: a smaller one (approximately
1.5 m) in spring, and a higher one (even up to 2 m) in au-
tumn. 

Considerable differences between the two analysed peri-
ods also occurred in the taxonomic composition and biomass
of phytoplankton, as well as Chl a concentration. The ques-
tion arises as to what the cause of the observed changes in
phytoplankton after 2010 could have been. Potential causes
include abiotic factors (temperature and nutrients) as well
as trophic interactions occurring in food webs. 

The mean water temperature in the study period 2002—
2016 (15.6 °C) was 2.1 °C higher than the mean value in 1953
( Szarejko-Łukaszewicz, 1957 ). This finding corresponds with
the observations of Dailidien ė et al. (2011) , who estimated
the warming trend of the mean surface water tempera-
ture in the lagoons of the southern and eastern Baltic Sea
at 0.03 °C year −1 (during period 1961—2008). An increase in
temperatures, however, proved not to be significantly cor-
related with the phytoplankton biomass. Moreover, an in-
crease in temperature occurred gradually; hence, this fac-
tor cannot be attributed to the considerable changes in phy-
toplankton observed at the turn of 2009 and 2010. 

Changes in nutrient concentrations involved a gradual
decrease in phosphorus, whereas changes in nitrogen fluc-
tuated with no evident trend. In 2010, very low con-
centrations of both elements overlapped, including the
mean as well as maximum values. Moreover, according to
Burska et al. (2018) , a significant decrease in the concentra-
tions of not only total N and P but also their inorganic undis-
solved forms occurred during this period. Furthermore, the
maximum concentrations of Si in 2010 proved the lowest in
comparison to previous years. Therefore, the changes can
be presumed to have been at least one of the causes of a
decrease in the phytoplankton biomass in the Polish part of
VL. This conclusion is confirmed by a statistically significant
correlation between the total phytoplankton biomass and its
different components, primarily showing a decreasing trend
(Cyanobacteria, Chlorophyceae, Woronichinia, Snowella,
Oscillatoriales, Aphanotheceae/Anatheceae ) and phospho-
rus concentrations (as P-PO 4 and P tot ), and to a lower degree
also with Si and N tot concentrations. This confirms our first
hypothesis that one of the causes of the changes observed in
the phytoplankton community could have been a decrease
in the concentration of nutrients. 

Among biotic factors controlling the development of phy-
toplankton from the top of the trophic pyramid (top-down
effect), the greatest role is traditionally ascribed to grazing
by filter-feeders, including zooplankton ( Jeppesen et al.,
1994 ; Moss, 1994 ). The comparison of phyto- and zooplank-
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on biomass presented in this study, however, suggest no 
ignificant role of zooplankton as a factor controlling phyto- 
lankton development. The determined positive correlation 
f Cladocera biomass with colony-forming coccal cyanobac- 
eria points only to the promotion of the growth of colo-
ial cyanobacteria through the selective eating of compet- 
tive phytoplankton by selective filter-feeder cladocerans 
 Haney, 1987 ). It is, however, necessary to find a factor
hat would limit rather than promote the development of 
yanobacteria with the strongest decreasing trend. 
The feeding pressure exerted by zooplankton on phyto- 

lankton can be determined based on the B zoo /B phyto ratio.
he values of the coefficient provided for the Baltic la-
oons refer to relatively short periods ( Dmitrieva and Se- 
enova, 2011 ; Kornijów et al., 2020 ; Krylova, 1985 ). They
till correspond with the values measured by us for the same
ears of research. 
The study results indicate a considerable increase in the 

 zoo /B phyto ratio beginning in 2010. A more thorough analysis 
f both components of the indicator, however, shows that 
he increased B zoo /B phyto ratio observed in recent years did 
ot result from the elevated biomass of zooplankton. The 
ooplankton biomass was very similar in subsequent years 
f both compared periods. In contrast, the phytoplankton 
iomass during the second period was considerably lower 
han during the preceding period. Therefore, our second hy- 
othesis regarding the limiting effect of zooplankton on the 
evelopment of phytoplankton in the second study period 
as not supported. 
Other efficient filter-feeders consuming phytoplank- 

on may include e.g. bivalves ( Derolez et al., 2020 ,
trayer et al., 1999 ). Until 2010, these organisms were rep-
esented only by Dreissena polymorpha Pallas, 1771 in VL. 
heir abundance, however, shows strong decreasing tenden- 
ies, and their current occurrence is scarce, patchy and lim-
ted to near-shore hard substrates ( Rychter and Jabło ńska- 
arna, 2018 ). Therefore, it is difficult to attribute the effect
n phytoplankton and suspension at the scale of the entire
cosystem to the bivalve. 
The opposite conclusions can be drawn for another bi- 

alve clam Rangia cuneata G.B. Sowerby I. 1832, a non-
ntentionally introduced alien species originating from the 
ulf of Mexico. R. cuneata probably arrived in VL in the
ears of 2007—2008, and was first observed in the Russian 
art of VL in 2010 ( Rudinskaya and Gusev, 2012 ). The clams
robably appeared in the Polish part of the lagoon in 2008
r 2009, because the first reports concerning their presence 
riginate from 2012 when it was already 30—40 mm in length
 Warzocha et al., 2016 ). 
During the period 2012—2016, the clam spread over the 

olish part of VL, where it became the dominant compo-
ent of the benthos. Its biomass periodically reached up to
750 g/m 

2 ( Kornijów et al., 2018 ; Warzocha et al., 2016 ).
uch high biomass had not been previously reported for any 
enthic invertebrate in VL. 
The literature provides examples of the strong control- 

ing effect of R. cuneata on phytoplankton, resulting in an 
mprovement of water transparency and recovery of sub- 
erged vegetation at the biomass several times lower than 

n VL (e.g., Cerco and Noel, 2010 in oligohaline and tidal
resh regions of the Chesapeake Bay; Wong et al., 2010 in
he coastal lakes of south-eastern Louisiana). 
The appearance of R. cuneata in VL coincided with a
ecrease in the phytoplankton biomass and considerable 
tructural changes in the community, particularly in the 
ase of Cyanobacteria. These changes could have been both
irectly caused by the clam through filtration, and indi-
ectly through the utilisation of phosphorus compounds de- 
osited in bottom sediments ( Tenore et al., 1968 ). In addi-
ion to detritus, sand, organic matter, remnants of vascular 
lants, and bacteria derived directly from the sediments, 
everal dozen species of phytoplankton ( Hopkins et al.,
973 ; Olsen, 1976 ), including cyanobacteria as well as di-
toms ( Rudinskaya and Gusev, 2012 ) have been identified in
he stomachs of R. cuneata . 
It is worth mentioning, however, that after the ap-

earance of the R. cuneata population, changes in the
hytoplankton of the Russian part of the lagoon were
ifferent. They involved a considerable decrease in the 
ontribution of Chlorophyta and diatoms in the total phyto-
lankton biomass ( Semenova and Dmitrieva, 2013 ). At the
ame time the contribution of Cyanobacteria in the total
hytoplankton biomass considerably increased, resulting in 
 competitive advantage when the biomass of Chlorophyta 
ecreased. 
Next to a drop in nutrient concentration, the sudden ap-

earance and rapid development of the R. cuneata popula-
ion at the end of the first decade of the 21st century could
ave likely been an additional cause of a decrease in the
hytoplankton biomass at the turn of 2009 and 2010. After
ll, both factors (nutrients and R. cuneata ) could have per-
itted a new balance between phytoplankton and filtering 

nvertebrates, including zooplankton. As a result, the cur- 
ent values of the B zoo /B phyto ratio are a promising predictor
or the efficient control of phytoplankton by zooplankton, 
specially that it is accompanied by a gradual decrease in
utrient load. 

.2. Impact on the environment quality 

he phenomena described above, observed in the envi- 
onment of VL (a decrease in nutrient concentration, and
articularly P tot ; increase in water transparency; decrease 
n phytoplankton biomass, and increase in the B zoo /B phyto 
atio), point to the improvement of its ecological state
ince 2010, i.e. from the moment of appearance of Rangia
uneata . Other consequences of the changes also deserve
ttention, such as a decrease in Cyanobacteria biomass and
ecrease in Chl a maximum concentration. 
According to Wasmund et al. (1998) , nitrogen-fixing 

yanobacteria can be considered as “blooms” at a biomass 
oncentration of approximately 200 μg L −1 . Current calcu-
ations revealed that even after 2010, the average biomass 
f nitrogen-fixing Cyanobacteria is still much higher than 
00 μg L −1 (1016 μg L −1 ), although it decreased 3.6 times
n comparison to those from the period 2002—2009. Statis-
ical analyses showed no significant trends in the biomass of
otentially toxic diazotrophic cyanobacteria causing blooms 
rom genus Dolichospermum, but an increasing trend oc- 
urred in August for Aphanizomenon . The shift in the occur-
ence of blooms in months is very interesting. Before 2010,
iazotrophic Cyanobacteria occurred from June to Novem- 
er with a maximum in September, but after 2010, they
tarted blooming earlier, from May to September, with a
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maximum in June and August. This phenomenon is proba-
bly related to the filtration activity of R. cuneata during
the summer season, or to the ongoing climate change in
the Northern Hemisphere. Both experimental results and
models have indicated that cyanobacteria respond more
strongly to the climate change than do diatoms or Chloro-
phyta ( De Senerpont Domis et al., 2007 ; Moore et al.,
2008 ). 

In addition to nitrogen-fixing Cyanobacteria, a signifi-
cant seven-fold decrease in biomass after 2010 occurred
in orders Chroococcales and Synechococcales. These orders
were abundant in VL year round, with particular intensity
between March and November. Within the aforementioned
orders, decreasing trends in months from August to October
were observed in the following genera dominant in the to-
tal cyanobacterial biomass: Woronichinia, Snowella, Cyan-
odictyon , and Aphanotheceae (Anatheceae). Genus Woroni-
chinia and morphologically similar genus Snowella are char-
acteristic of standing-water ecosystems. The Woronichinia
compacta (Lemmermann) Komárek & Hindák, 1988 complex
was predominant in the Polish part of VL, and is known as
a dominant species in eutrophic ecosystems, including lakes
( Nowicka-Krawczyk and Żelazna-Wieczorek, 2017 ) and the
Curonian Lagoon connected to the Baltic Sea ( Krevs et al.,
2007 ). According to Sagert et al. (2008) , W. compacta oc-
curring along the German coast of the Baltic Sea can be
considered a species indicating an increase in eutrophica-
tion. Therefore, a considerable decrease in the biomass of
the species in the Polish part of VL confirms a decrease in
the level of eutrophication in the water body. A decrease in
the biomass of Woronichinia could have also had a positive
effect on zooplankton invertebrates. Representatives of the
genus often blooming in the plankton of meso-eutrophic to
eutrophic water bodies have been found to be able to pro-
duce toxins (microginin FR3) active towards invertebrate
zooplankton ( Bober and Bialczyk, 2017 ). 

Mean Chl a concentrations did not differ significantly
between the start and end of the study period, and were
maintained at the same level as concentrations recorded
by Margo ński and Horbowa (2003) , Renk et al. (2001) and
Witek et al. (2010) throughout the period 1970—2000. This
stability of the mean Chl a concentrations over more than
45 years is interesting in the context of evident changes
in phytoplankton biomass. Although the Pearson rank cor-
relation (r) demonstrated positive correlations between
total phytoplankton biomass and Chl a concentration, max-
imum Chl a concentrations were better harmonised with
phytoplankton biomass ( Figure 5 ). This was not the exact
relationship, however, because the highest peak of Chl a
in 2002 did not correspond to the highest phytoplankton
biomass recorded in 2006. This is because the concentration
of Chl a depends on the phytoplankton species composi-
tion, development stage, and environmental conditions. A
particularly large discrepancy between the Chl a concen-
tration and phytoplankton biomass is observed at the high
abundance of picoplankton organisms in the environment
( Albertano et al., 1997 ; Hawley and Whitton, 1991 ), as is
the case for VL. The picoplankton fraction cannot be prop-
erly analysed by means of the Utermöhl method applied in
this study, because the colonies of very small cells, solitary
Cyanobacteria, and Chlorophyta in the picoplankton range
are often overlooked ( Albrecht et al., 2017 ). Reliable
quantitative counting of the picoplankton fraction requires
fluorescence microscopy or flow cytometry ( HELCOM, 2017 ).
The decreasing tendency of the maximum Chl a concen-
trations indicates a less intensive or shorter duration of
phytoplankton blooms. From this point of view, Chl a con-
centrations found in VL also suggest better environmental
quality of this estuary during the second study period. Based
on the above, our third hypothesis regarding the progressive
improvement of water quality in the Vistula Lagoon was
confirmed. 

5. Conclusions 

1. The turn of 2009 and 2010 marked a breakthrough in
the recent history of the phytoplankton community (its
biomass and taxonomic structure) in the Vistula Lagoon. 

2. The range of variability of phytoplankton biomass was
considerable in time, in both the multiannual and sea-
sonal aspect, and inconsiderable in space. 

3. Evident decreasing trends of changes occurred in sum-
mer and autumn months from July to October, and were
determined for Cyanobacteria and Chlorophyta, reaching
the highest contribution in the total biomass. 

4. The most probable factors that caused a decrease in the
phytoplankton biomass included a simultaneous decrease
in the concentrations of all nutrients (N, P, Si) in 2010,
and the occurrence of a new filter-feeder Rangia cuneata
at the same time. Due to the lack of availability of spe-
cific data on the development dynamics of the clam in
VL, however, its impact on phytoplankton remains largely
undetermined. Final confirmation of this conclusion re-
quires further research. 

5. A decrease in phytoplankton biomass triggered a de-
crease in the Chl a concentration, increase in the water
transparency, and increase in the B zoo /B phyto ratio. The
observed changes point to an improvement of the eco-
logical state of the Polish part of VL. 
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of marine ecosystem in the Gda ńsk Basin on the basis of studies
performed in 1987. Stud. Mater. Oceanol. 63, 1—124 . 

itek, Z., Zalewski, M., Wielgat-Rychert, M., 2010. Nutrient
stocks and fluxes in the Vistula Lagoon at the end of the
twentieth century. Wyd. Nauk. Akademii Pomorskiej w Słupsku,
Słupsk and NMFRI, Gdynia, 186 pp., https://wydawnictwo. 
apsl.edu.pl/biologia/31- nutrient- stocks- and- fluxes- in- the- 
vistula-lagoon.html . 

ong, W.H., Rabalais, N.N., Turner, R.E., 2010. Abundance and eco-
logical significance of the clam Rangia cuneata (Sowerby, 1831)
in the upper Barataria Estuary (Louisiana, USA). Hydrobiologia 
651, 305—315, https://doi.org/10.1007/s10750- 010- 0310- z . 

ood, S.N., 2014. mgcv: GAMs with GCV/AIC/REML Smoothness
Estimation and GAMMs by PQL. R Package Version 1.8-2, http:
//cran.r-project.org/package=mgcv . 

ilius, M., Giordani, G., Petkuviene, J., Lubiene, I., Ruginis, T., Bar-
toli, M., 2015. Phosphorus mobility under short-term anoxic con-
ditions in two shallow eutrophic coastal systems (Curonian and
Sacca di Goro lagoons). Estuar. Coast. Shelf S. 164, 134—146,
https://doi.org/10.1016/j.ecss.2015.07.004 . 

http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0056
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0056
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0058
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0058
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0058
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0058
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0058
https://doi.org/10.1134/S2075111712030071
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0060
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0060
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0061
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0061
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0061
https://doi.org/10.1007/s10750-008-9456-3
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0063
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0063
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0063
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0063
https://doi.org/10.1007/BF00006480
https://doi.org/10.1525/bisi.1999.49.1.19
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0067
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0067
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0067
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0068
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0068
https://doi.org/10.2307/1351314
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0070
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0070
https://doi.org/10.1007/s10750-012-1294-7
https://doi.org/10.1002/aqc.956
https://doi.org/10.1016/j.oceano.2015.10.001
https://doi.org/10.1093/plankt/20.6.1099
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
http://refhub.elsevier.com/S0078-3234(20)30063-4/sbref0075
https://wydawnictwo.apsl.edu.pl/biologia/31-nutrient-stocks-and-fluxes-in-the-vistula-lagoon.html
https://doi.org/10.1007/s10750-010-0310-z
http://cran.r-project.org/package=mgcv
https://doi.org/10.1016/j.ecss.2015.07.004


Oceanologia (2020) 62, 556—556 

Available online at www.sciencedirect.com 

ScienceDirect 

j o u r n a l h o m e p a g e : w w w . j o u r n a l s . e l s e v i e r . c o m / o c e a n o l o g i a 

Corrigendum to “The inflow in the Baltic Proper as 

recorded in January—February 2015” [Oceanologia 

58 (2016) 241—247] 

Daniel Rak 

∗

Institute of Oceanology, Polish Academy of Sciences, Sopot, Poland 
The author regrets that the following information was omitted from the acknowledgements section: 
The article is funded by the National Science Centre in Poland under the project no. 2013/11/N/ST10/00804. 
DOI of original article: 10.1016/j.oceano.2016.04.001 
∗ Corresponding author at: Institute of Oceanology, Polish Aycademy of Sciences, Powsta ńców Warszawy 55, 81—712 Sopot. 
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