
Oceanologia 

Official Journal of the Polish Academy of Sciences 

EDITOR-IN-CHIEF 
Jacek Piskozub 
Institute of Oceanology, Polish Academy of Sciences, Sopot, Poland 

MANAGING EDITOR 
Agata Bielecka — abielecka@iopan.pl 

Editorial Office Address 
Institute of Oceanology, Polish Academy of Sciences (IO PAN) 
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Abstract The dilution method is typically applied to estimate the growth and mortality rates 
of phytoplankton, but it is also used to study bacterioplankton. The method comprises creat- 
ing a gradient of dilutions to reduce the encounter rates between bacterivores and bacteria, 
thus allowing for estimations of bacterial growth and grazing pressure exerted on the bacteria. 
However, the manipulations involved in the method can lead to biased results. In this study, 
12 dilution experiments performed in the coastal zone of the Baltic Sea were accompanied by 
additional measurements capable of detecting possible artefacts. Only six measurements per- 
formed during spring and summer (March—August) produced results that were free of artefacts 
and were statistically significant. During fall and winter (October—February) measurements 
were unsuccessful because of food limitation of bacterial growth during experimental incuba- 
tion. Twice (in September and October) bacterial growth and grazing mortality rates were un- 
derestimated because grazing pressure was not successfully removed. The study demonstrated 
that 24-hour and five-day oxygen consumption measurements incorporated into dilution exper- 
iments permitted estimating the fraction of biodegradable organic matter used during incuba- 
tion, and, thus, detecting the food limitation of bacterial growth. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ecause of their high metabolic versatility and adaptabil- 
ty, bacteria play an important role in the energy flow 

hrough aquatic ecosystems, oxygen consumption, and nu- 
rient regeneration ( Cole, 1999 ; del Giorgio and Cole, 2000 ; 
tocker, 2012 ; Våge et al., 2018 ; Zoccarato et al., 2016 ). 
hus, studies on bacterial growth and mortality are essen- 
ial in ecological research as they provide necessary data for 
he construction of budgets and models describing ecosys- 
em functioning ( Miki and Yamamura, 2005 ; Tett and Wil- 
on 2000 ; Våge et al., 2018 ; Witek et al., 1997 ; Zoccarato
t al., 2016 ). Consequently, methods for estimating bacte- 
ial growth and mortality must be improved continuously 
 Bochdansky and Clouse, 2015 ; Pree et al., 2016 ). This pa- 
er contributes to the development of the dilution method 
pplied to measuring bacterial dynamics in pelagic waters. 
Dilution experiments ( Landry and Hassett, 1982 ), which 

ermit relaxing grazing pressure, were originally developed 
o measure the production and grazing mortality of phyto- 
lankton ( Landry and Hassett, 1982 ; Shinada et al., 2000 ). 
ater, the dilution technique was adapted to estimate 
he growth and mortality rates of bacteria ( Anderson and 
ivkin, 2001 ; Jochem et al., 2004 ; Murrell and Hol- 
ibaugh, 1998 ; Pree et al., 2016 ; Sakka et al., 2000 ; 
ommer et al., 2002 ; Zoccarato et al., 2016 ). Further modi- 
cations also made it possible to measure bacterial mortal- 
ty caused by viral lysis ( Evans et al., 2003 ; Taira et al.,
009 ), and even the growth of protozoa ( Rychert, 2016 ; 
nd references therein). The dilution technique comprises 
hole-community manipulation by creating a gradient of 
ilutions using unfiltered water and particle-free filtrate 
0.2 μm). In dilution gradients from undiluted to the 
ost diluted the encounter rates between predators and 
rey are gradually reduced ( Landry and Hassett, 1982 ). 
onsequently, grazing pressure exerted on prey is gradu- 
lly reduced too, which permits estimating it. Moreover, 
he specific growth rate of the prey can also be mea- 
ured. The dilution method is superior to size fractiona- 
ion, another method based on whole community manip- 
lation ( Kuuppo-Leinikki, 1990 ; Landry and Hassett, 1982 ; 
ree et al., 2016 ). Unfortunately, numerous studies re- 
ort that a fraction of dilution experiments are unsuc- 
essful when the method is applied both to phytoplankton 
 Latasa, 2014 ) and bacterioplankton (e.g., Jochem et al., 
004 ; Murrell and Hollibaugh, 1998 ). Typically, experi- 
ents are unsuccessful because method assumptions are 
iolated. 
The key assumption of the dilution method is that the 

vailability of inorganic nutrients necessary for algal growth 
nd inorganic nutrients and the dissolved organic matter 
ecessary for bacterial growth remain unchanged as they 
re not reduced by 0.2- μm filtration ( Landry et al., 1995 ). 
owever, 0.2- μm filtration can enrich the pool of avail- 
ble organic matter by protistan cell breakage on the fil- 
ers ( Ferguson et al., 1984 ) that releases cytoplasm con- 
aining labile organic matter fueling bacterial growth. Ex- 
erimental incubation of water typically lasts 24 hours 
 Anderson and Rivkin, 2001 ; Pree et al., 2016 ; Zoccarato 
t al., 2016 ), to include diel rhythms of algal or (possibly) 
acterial growth, but such a long incubation could result in 
406 
he depletion of resources. In contrast, filtration can result 
n the release of metabolites from toxic algal blooms that 
nhibit bacterial growth ( Pree et al., 2016 ). 

When algal growth and grazing are studied, resource 
imitation could be avoided by the addition of nutrients 
 Landry and Hassett, 1982 ; Zoccarato et al., 2016 ). Simi- 
ar preventive measure cannot be taken when studying bac- 
erial growth and grazing, because the composition of dis- 
olved organic matter in particular water sample is unique 
nd actually cannot be reproduced during environmental 
tudies. Obviously, the addition of non-native organic mat- 
er changes the growth rate and composition of a bacte- 
ial community ( Pinhassi et al., 1999 ). Thus, no additional 
rganic matter is applied in dilution experiments measur- 
ng bacterial dynamics (e.g., Anderson and Rivkin, 2001 ; 
urrell and Hollibaugh, 1998 ). 
In this study, the dilution experiments were accompa- 

ied by additional measurements estimating the impact 
f filtration on organic matter content and also the share 
f organic matter available to bacteria that is used dur- 
ng experimental incubations. The latter were introduced 
o detect possible food limitation during experimental in- 
ubation. Additional measurements were based on respi- 
ation, i.e., oxygen consumption by organisms present in 
he water. Oxygen consumption measured during experi- 
ental incubations that lasted for 24 hours were compared 
o oxygen consumption observed over five days — a widely 
ccepted proxy for the bioavailable organic matter con- 
ent ( = biochemical oxygen demand, BOD). However, in this 
tudy incubations were performed at in situ temperature 
nd not at 20 °C like standard BOD measurements. Oxygen 
onsumption measurements were chosen because total or- 
anic carbon (TOC) estimates or even resolving the gen- 
ral composition of organic matter, that is, the content 
f proteins, carbohydrates, etc., did not provide informa- 
ion regarding the availability of organic matter to the bac- 
eria. Bacteria are the main oxygen consumers in aquatic 
nvironments. They are responsible for about 40% of to- 
al community respiration in open oceans ( del Giorgio and 
uarte, 2002 ; Robinson and Williams, 2005 ; Williams, 2000 ). 
n coastal zones, as in the present study, bacteria are ad- 
itionally fueled by allochthonous organic matter of ter- 
estrial origin ( Ameryk et al., 2005 ; Andersson et al., 
018 ; Cole, 1999 ), and, consequently, bacterial respira- 
ion contributes 50% or more to total community respira- 
ion ( del Giorgio and Duarte, 2002 ; Griffith et al., 1990 ;
reen and Kirchman, 2004 ). In conclusion, oxygen consump- 
ion primarily estimates the metabolism of bacteria, which 
re the organisms in question. 
The hypothesis posted in this study was that the fail- 

re of dilution experiments, i.e., no detection of bacterial 
rowth and grazing rates, was caused primarily by food lim- 
tation occurring during experimental incubation. The sec- 
nd possible cause of experimental failure could be the vio- 
ation of the second key assumption of the dilution method 
hat grazing pressure is gradually relaxed in subsequent di- 
utions. This assumption has been discussed in detail pre- 
iously ( Dolan et al., 2000 ; Gallegos, 1989 ; Gifford, 1988 ;
andry, 1993 ; Landry et al., 1995 ). In this study, the relax-
tion of grazing pressure was also evaluated. To do this, 
he abundance of nanoflagellates, the main bacterivores 
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Figure 1 Location of the sampling site in Sopot (Gulf of 
Gda ńsk, Baltic Sea). 
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 Sherr and Sherr, 2002 ) and its dynamics during incubation 
as assessed in crucial dilutions. Additionally, changes in 
acterial communities observed after grazing pressure was 
elaxed permitted evaluating the impact of grazing on these 
ommunities. 
It was mentioned above that Pree et al. (2016) re- 

orted dilution experiments that were unsuccessful due to 
nhibitory metabolites released by toxic phytoplankters. In 
his study, samples were studied under an inverted micro- 
cope in order to detect toxic blooms. 

. Material and methods 

.1. Sampling site 

he experiments were conducted monthly between April 
003 and March 2004 in the coastal zone of the Gulf of 
da ńsk (Baltic Sea). The sampling site was located at the 
nd of a 450 m wooden pier in Sopot (Baltic Sea, 54 °27 ′ N
8 °34 ′ E, Figure 1 ). The water temperature ranged from 1 °C 

n March to 21 °C in August. Salinity (PSU) ranged from 6.4 to 
.4 ‰ at a mean of 7.1 ‰ , which was slightly lower than the
ean value for the southern Baltic of 7.5 ‰ ( Matthäus et al., 
008 ). The water at the sampling site was well-oxygenated 
ear round with the lowest value of 8.2 mg O 2 l —1 observed 
n August and the highest value of 15.84 mg O 2 l —1 observed 
n March. Secchi depth ranged from 4.5 to 6.5 m in winter to 
.0—2.5 m during the spring phytoplankton bloom and dur- 
ng the summer. The average chlorophyll concentration was 
.56 mg m 

—3 (range: 1.0—15.9 mg m 

—3 ). Microscopic obser- 
ations of concentrated samples did not detect blooms of 
oxic organisms. 

.2. Dilution experiments 

he dilution experiments were conducted according to 
andry and Hassett (1982) and Landry (1993) . Before each 
407 
xperiment all the equipment (bottles, tubings, etc.) was 
cid-washed and thoroughly rinsed with deionized water. 
or each experiment, subsurface water (60 l) was collected 
rom the sampling site and taken to the laboratory. Part of 
he water was filtered through glass fiber pre-filter and 0.2- 
m cellulose filter (filters and holder of diameter 142 mm, 
artorius) to produce the 0.2- μm-filtrate, which was sub- 
equently used to prepare the dilutions in which the frac- 
ions of unfiltered seawater were 25%, 50%, 75%, and 100% 

undiluted water). All dilutions were prepared in triplicate 
n one-liter bottles (12 in total). Since the oxygen consump- 
ion was to be measured, the bottles were filled completely 
without air space) using gas-tight tubing. No substrates or 
utrients were added. Each bottle was mixed gently by ro- 
ating it 100 times, and then the water from each one-liter 
ottle was siphoned using tubing into a half-liter bottle. The 
emaining water from each one-liter bottle was fixed for 
acterial and flagellate counts and was used for initial oxy- 
en measurements (three standard Winkler flasks for each 
easurement). The water in the half-liter bottles (12 in to- 
al) was then incubated for 24 hours in the dark at in situ
emperature and with gentle mixing (3 rpm). Dark incuba- 
ion was necessary to exclude photosynthesis that liberates 
xygen and interferes with respiration measurements. Af- 
er incubation, the water from each half-liter bottle was 
xed for bacterial and flagellate counts and oxygen mea- 
urements as described above. Samples for bacteria and 
agellate counts, taken before and after incubation, per- 
itted evaluation of dynamics of their biomass during in- 
ubation. The difference between the initial and final con- 
entrations of oxygen in a particular treatment permitted 
alculation of 24-hour oxygen consumption. 

.3. Estimation of the biodegradable organic 

atter 

n order to detect possible food limitation of bacterial 
rowth during the experiments, 24-hour oxygen consump- 
ion in each dilution (described above) was compared to 
xygen consumption measured over five days. For the lat- 
er measurement, the water was incubated in the same 
onditions ( in situ temperature, darkness, gentle mixing 
3 rpm), and the estimate was a non-standard biochem- 

cal oxygen demand measurement (BOD5- in situ ), which, 
ccording to Witek et al. (2001) , is an estimate of the 
emperature-dependent, actual pool of biodegradable or- 
anic matter. At first, unfiltered water and the 1:1 mixture 
f unfiltered water and the 0.2- μm-filtrate were siphoned 
o one-liter bottles (two bottles for unfiltered water and 
wo bottles for the mixture). Bottles were gently mixed by 
otating them 100 times. Next, water from each one-liter 
ottle was siphoned into a half-liter bottle and the remain- 
ng water was used for initial oxygen measurements (three 
tandard Winkler flasks for each bottle). Next, half-liter bot- 
les were incubated over five days to determine BOD5- in 

itu for unfiltered water (two bottles) and BOD5- in situ for 
he 1:1 mixture of unfiltered water and the 0.2- μm-filtrate 
another two bottles). After incubation, final oxygen con- 
entrations were measured (three Winkler flasks for each 
ottle). BOD5- in situ values were calculated as the differ- 
nce between the initial and final concentrations of oxy- 
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en. Since BOD5- in situ measurements were performed with 
nfiltered water and the dilution containing 50% unfiltered 
eawater, it was also possible to interpolate the BOD5- in 

itu value for the dilution containing 75% unfiltered seawa- 
er and to extrapolate the same for the dilution containing 
5% unfiltered seawater. 
As was mentioned above, the 24-hour oxygen consump- 

ion in each dilution was compared to oxygen consumption 
easured over five days (in the same dilution). The coeffi- 
ient of (I) 24-hour oxygen consumption by (II) BOD5- in situ 

or the appropriate dilution was used as a measure of the 
raction of easily biodegradable (labile) matter used up dur- 
ng 24 hours of incubation. 

Directly comparing the BOD5- in situ measured for unfil- 
ered water and the 1:1 mixture of unfiltered water and the 
.2- μm-filtrate permitted evaluating the impact of filtra- 
ion on the fraction of easily biodegradable organic matter. 

.4. Bacterial and protozoan counts 

he bacterial abundance, biomass, and morphological com- 
osition (shape of the bacterial cells) were determined 
uring observations under an epifluorescence microscope 
f bacteria that had been fixed with formalin (1%) and 
ounted on 0.2- μm polycarbonate, membrane, irgalan- 
lack-dyed filters (Osmonics). Next, bacteria were stained 
ith acridine orange and observed under an epifluorescence 
icroscope ( Hobbie et al., 1977 ). The bacteria were ob- 
erved in 30 fields of view. To estimate bacterial abundance, 
 minimum of 400 cells, and typically more than 1,000, were 
ounted per sample. Each time 50 bacterial cells selected 
t random were measured to estimate volume (V, μm 

3 ) and 
hen carbon content (CC, fg C). The following allometric 
ormula was used ( Posch et al., 2001 ): 

C = 120 × V 0 . 72 (1) 

he mean carbon content of bacterial cells and bacte- 
ial abundance permitted calculating the bacterial biomass 
 Posch et al., 2001 ). 
Nanoflagellates were fixed with glutaraldehyde (0.5%) 

nd mounted on 0.8- μm polycarbonate, membrane, irgalan- 
lack-dyed filters (Osmonics) ( Caron, 1983 ). Next, nanoflag- 
llates were stained with primulin and analyzed under an 
pifluorescence microscope ( Caron, 1983 ). Under excita- 
ion with UV light primulin-stained nanoflagellates were ob- 
erved as blue objects. Switching to blue light-excitation 
ermitted detection of autofluorescence of chlorophyll in- 
ide cells, which emitted red light ( Caron, 1983 ). Chloro- 
hyll autofluorescence permitted separation of auto- (ANF) 
nd heterotrophic nanoflagellates (HNF). At least 20 fields 
f view, or minimum of 100 flagellates of size 1—8 μm, were 
ounted; 50 cells chosen at random — ANF and HNF sepa- 
ately — were measured to calculate their volume. The vol- 
me (V, μm 

3 ) was recalculated onto carbon content (CC, fg 
) according to Børsheim and Bratbak (1987) : 

C = 220 × V (2) 

.5. Oxygen measurements 

xygen concentration was determined with the standard 
inkler method using a Metrohm Titrino 702SM titrator that 
408 
ermitted potentiometric end-point detection. Determina- 
ions were performed each time on three Winkler flasks; 
hus, a single measurement was the mean value of three 
ndependent titrations. 

.6. Analysis of dilution experiments 

o determine bacterial growth ( μ) and mortality rates 
aused by grazing (g), the apparent bacterial growth rate 
k, d —1 ) was calculated for each dilution ( Landry and Has- 
ett, 1982 ): 

 = ln ( FBB / IBB ) (3) 

here IBB and FBB were initial and final bacterial 
iomasses. The dynamics of bacterial biomass were ana- 
yzed according to Landry and Hassett (1982) , and apparent 
rowth rates were drawn against the fraction of unfiltered 
eawater to estimate the specific growth rate ( μ, d —1 , in- 
ercept) and the grazing rate (g, d —1 , slope of the curve).
he grazing rate was written as a positive number (modulus) 
ven though the slope was negative. Of course, the depen- 
ence had to be statistically significant. Four times mea- 
urements demonstrated non-linear dynamics, or the so- 
alled saturated feeding effect ( Evans and Paranjape, 1992 ; 
allegos, 1989 ), in which the relaxation of grazing pres- 
ure was only observed in higher dilutions. In these cases, 
he grazing curve was calculated for higher dilutions only. 
his procedure was applied if it produced higher statistical 
ignificance than did linear regression. In this method, the 
razing rates were computed using the formula proposed by 
lser and Frees (1995) and Shinada et al. (2000) : 

 = s ×( TH / 100% ) (4) 

here s was the slope of the grazing curve and TH was the
hreshold (breaking point) expressed as the fraction of unfil- 
ered water (0% < TH < 100%). In experiments in which the 
aturated feeding effect was observed, simple linear plots 
ere also statistically significant. 

.7. Statistical analyses 

alculation of R 2 coefficients and statistical significances of 
egression lines were carried out using Statistica software 
Statsoft). 

. Results and discussion 

.1. Bacterial standing stocks 

he bacterial community was studied between April 2003 
nd March 2004. To obtain well-documented results, three 
nvironmental samples were analyzed and averaged each 
ime. Bacterial abundance ranged from 4.4 × 10 9 cells l —1 

standard deviation, SD = 0.9 × 10 9 cells l —1 ) to 17.1 × 10 9 

ells l —1 (SD = 2.4 × 10 9 cells l —1 ) and the mean value
as 8.2 × 10 9 cells l —1 . The mean annual bacterial biomass 
as 82.8 μg C l —1 ( Figure 2 ). Two bacterial biomass peaks
ere observed: the first was in late spring-early summer and 
he second was in summer ( Figure 2 ) corresponding to sea- 
onal changes in primary production in the Gulf of Gda ńsk 
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Figure 2 Bacterial biomass at the sampling site in the coastal 
zone of the Gulf of Gda ńsk (Baltic Sea) between April 2003 and 
March 2004. At each sampling date, three replicates of environ- 
mental samples were analyzed and whiskers represent standard 
deviation. The experiment was planned to be conducted in July 
2003 was carried out a few days ahead of schedule (see graph), 
but for the sake of simplicity, it was described as having been 
done in July. 

(
a
w
1  

r
L
a
μ

w
c
p
(
t
P

3

O
t
a
c
f
c
J
o
i
r
r
v
d
g

p
S
r
t
0  

d
0
(

Table 1 Bacterial growth and grazing rates measured 
with the dilution method in the coastal zone of the Gulf 
of Gda ńsk (Baltic Sea). 

Experiment Growth rate 
[ μ, d —1 ] 

Grazing rate 
[g, d —1 ] 

April 2003 0.52 0.58 
May 2003 0.66 0.63 
June 2003 1.34 1.37 
July 2003 0.99 1.03 
August 2003 0.83 0.78 
September 2003 0.65 0.65 
October 2003 insignificant insignificant 
November 2003 insignificant insignificant 
December 2003 insignificant insignificant 
January 2004 insignificant insignificant 
February 2004 insignificant insignificant 
March 2004 0.96 0.76 
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 Renk and Ochocki, 1999 ). Seasonal changes in bacterial 
bundance and the ranges of values observed corresponded 
ell with measurements that were done at the same site in 
993 ( Witek et al., 1997 ) and in the coastal zone of other
egions of the Baltic Sea ( Jost and Ballin, 1984 ; Kuuppo- 
einikki, 1990 ). During the spring phytoplankton bloom (May 
nd June), mean bacterial cell volume was larger (0.062 
m 

3 ) than during the rest of the year (0.028—0.046 μm 

3 ), 
hich was a typical observation (e.g., Kuparinen, 1988 ) 
onfirming that algal exudates produced during the spring 
hytoplankton bloom efficiently fueled bacterial growth 
 del Giorgio and Cole, 2000 ). The mean cell volume of bac- 
eria corresponded well with values noted in the Baltic 
roper (0.033—0.053 μm 

3 ; Kuuppo et al., 2003 ). 

.2. Bacterial growth and mortality 

f the 12 dilution experiments, statistically significant bac- 
erial growth was observed in 7 experiments (between April 
nd September and in March, Figure 3 ). In the experiments 
onducted in October and November, the grazing curves 
or bacterial biomass were flat and statistically insignifi- 
ant ( Figure 3 ). In the experiments performed in December, 
anuary, and February, the preliminary studies on dynamics 
f bacterial biomass did not indicate any statistical signif- 
cance and further analyzes were abandoned. The bacte- 
ial growth rates ranged from 0.52 to 1.34 d —1 and grazing 
ates ranged from 0.58 to 1.37 d —1 ( Table 1 ). The highest 
alues were observed in June and July. It was statistically 
ocumented that growth rates ( μ) were tightly coupled with 
razing rates (g): μ = 1.02 × g, R 2 = 0.90, p = 0.001). 
Bacterial growth rates were comparable to those re- 

orted by Blackburn et al. (1998) from the northern Baltic 
ea (about 0.1 d —1 in winter to 1.2 d —1 in summer). Growth 
ates were also comparable to those reported for other wa- 
ers, e.g., Porsangerfjord in northern Norway (0.58 d —1 and 
.75 d —1 ; Pree et al., 2016 ), the San Francisco Bay (up to ∼1
 

—1 ; Murrell and Hollibaugh, 1998 ), the Gulf of Mexico (0.2—
.9 d —1 ; Jochem et al., 2004 ), Arctic and Antarctic waters 
up to ∼1 d —1 ; Anderson and Rivkin, 2001 ), and the Gulf 
409 
f Aqaba and the Red Sea (0.61—1.30 d —1 ; Sommer et al., 
002 ). It should be emphasized that, regardless of latitude, 
imilar ranges of bacterial growth rates are reported (re- 
iewed by Anderson and Rivkin, 2001 ). Bacterial growth 
ates seem to be low when compared to those in cultures; 
owever, it should emphasized that the availability of re- 
ources in the environment is much lower and bacterial 
rowth and metabolism per cell is underestimated since 
heir rates are scaled to all bacteria, both active (grow- 
ng) and inactive (non-growing) ( Ducklow, 2000 ; reviewed 
y Jochem et al., 2004 ). 
As was mentioned above, bacterial growth rates and 

heir grazing mortality were tightly coupled. The equilib- 
ium between the production and elimination of bacteria is 
xpected in steady-state periods ( Ducklow, 2000 ). Using di- 
ution experiments, balanced bacterial growth and grazing 
ortality were also reported by Anderson and Rivkin (2001) , 
ochem et al. (2004) , Murrell and Hollibaugh (1998) , 
ommer et al. (2002) , and Zoccarato et al. (2016) . This bal-
nce was observed directly or could be demonstrated based 
n averaged data. 
The main bacterivores in aquatic environments are pro- 

ozoa ( = heterotrophic protists; Sherr and Sherr, 2002 ). The 
nalysis of protozoan communities at the sampling site (de- 
cribed in Rychert et al., 2013 ) revealed that the main bac- 
erivores were heterotrophic nanoflagellates with a mean 
nnual biomass of 9.7 μg C l —1 . Bacterivorous ciliates (only 
acterivorous) were of minor importance with a mean an- 
ual biomass of 3.6 μg C l —1 . Both heterotrophic nanoflagel- 
ates and bacterivorous ciliates peaked during spring. Dur- 
ng the rest of the year (summer, fall, and winter), bacteria 
ould be also ingested by abundant mixotrophic nanoflagel- 
ates (described in Rychert, 2006 ). 

In this study, the maximum bacterial growth rate ob- 
erved in June (1.34 d —1 , Table 1 ) corresponded with spring 
hytoplankton bloom, which was detected during sampling 
onducted in May and June. As was mentioned above ele- 
ated biomass of bacterivorous protists was also observed 
t that time. As a result of strong grazing pressure, bacte- 
ial biomass decreased between samplings in May and June 
espite a high growth rate ( Figure 2 ). Next year, during sam-
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Figure 3 Changes in bacterial biomass observed during dilution experiments. Apparent growth rates observed in dilutions permit- 
ted extrapolating the specific growth rate ( μ, intercept). The slope, essentially its modulus, corresponded to the grazing rate (g). In 
April, June, September, and March the increase of bacterial biomass demonstrated non-linear dynamics; therefore, grazing curves 
in these experiments were calculated for higher dilutions only (see Material and methods). In June and March data from dilution 75% 
(marked with open circles) were not taken into account. Several treatments were lost; however, all dependencies were statistically 
significant (p < 0.05). 
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ling occasion in March, an unexpectedly high value of bac- 
erial growth rate was observed (0.96 d —1 , Table 1 ). During 
hat sampling occasion also the highest chlorophyll a con- 
entration was observed (15.9 mg m 

—3 ), which indicated 
arly phytoplankton bloom. Such phenomenon was previ- 
usly observed at the sampling site by Witek et al. (1997) . 

.3. Food resources during dilution experiments 

he main assumption of dilution experiments is that the 
rowth of the organisms studied remains unaltered. Bac- 
erial growth depends primarily on the pool of available 
rganic matter, which can be changed by filtration, and, 
urther, decreased by incubation conditions that restrict its 
upply. Filtration can enrich the pool of available organic 
atter by protistan cell breakage on filters ( Ferguson et al., 
984 ; Nagata and Kirchman, 1990 ; Pree et al., 2016 ). Con- 
ersely, the pool of organic matter can also decrease from 

ltration that removes detrital particles ( Güde, 1986 ) that 
410 
re degraded by bacteria ( Chróst, 1991 ; Miki and Yama- 
ura, 2005 ). 
The impact of filtration on the pool of available organic 

atter was estimated directly by comparing BOD5- in situ 

n unfiltered water and in a 1:1 mixture of unfiltered water 
nd 0.2- μm-filtrate. This mixture was used to provide the 
ppropriate inoculum of bacteria for BOD5- in situ incuba- 
ion (it was absent in the 0.2- μm-filtrate). The comparison 
emonstrated ( Figure 4 ) that the mixture contained an av- 
rage of 87% of the biodegradable organic matter present 
n the unfiltered water. Since the mixtures contained equal 
olumes of whole water and 0.2- μm-filtrate, it was calcu- 
ated that the filtrate typically contained 74% of the or- 
anic matter present in the whole water. Surprisingly, no 
ifferences between experiments were observed (the R 2 

alue and statistical significance were both high, Figure 4 ). 
n conclusion, filtration decreased the pool of organic mat- 
er by 26%, which indicated the moderate importance of 
etrital particles as a source of biodegradable organic 
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Figure 3 Continued. 

Figure 4 The impact of filtration on the pool of available 
organic matter estimated by comparing BOD5- in situ in unfil- 
tered water and in a 1:1 mixture of unfiltered water and 0.2- 
μm-filtrate. The mixture contained an average of 87% of the 
biodegradable organic matter present in the unfiltered water. 
The relationship was highly statistically significant (p < 0.01). 
Filled circles represent measurements carried out between 
April and August and in March, i.e., during successful dilution 
experiments. Open circles represent measurements carried out 
between October and February, i.e., in experiments that were 
unsuccessful due to food limitation of bacterial growth during 
experimental incubation. 
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As mentioned above, the rate of resource supply de- 
reased because of the incubation conditions. Producers 
algae) and consumers (protozoa and metazoa) both ex- 
rete organic matter ( Landry, 1993 ), and during the exper- 
ments they starved because of dark incubation (which af- 
ects producers) or dilution (which affects consumers). In 
ddition, the water confinement cut off the supply of al- 
ochthonous organic matter that occurs in the coastal zone 
411 
as reviewed in the Introduction). This food limitation might 
ave caused insignificant increases in bacterial biomass in 
he experiments done between October and February. To 
emonstrate the possible limitation of bacterial growth, the 
espiration values measured in all dilutions were compared 
ith BOD5- in situ values ( Table 2 ). Since BOD5- in situ mea-
urements were performed with unfiltered water and the 
ilution containing 50% unfiltered seawater, it was possible 
o interpolate the BOD5 value for the dilution containing 
5% unfiltered seawater and to extrapolate the same for 
he dilution containing 25% unfiltered seawater. The liter- 
ture lacks recommendations on how to detect such food 
imitations, which is a particularly difficult problem, be- 
ause organic matter consists of a few fractions that dif- 
er in terms of their value for sustaining bacterial growth 
 del Giorgio and Cole, 2000 ), and BOD5 measurements pro- 
ide no information regarding this. However, the data pre- 
ented in Table 2 indicated that in the experiments con- 
ucted between October and February, for which insignif- 
cant growth of bacterial biomass was observed, (24-hour 
espiration)/(BOD5- in situ ) coefficients exceeded 60% in 
ome dilutions. Thus, I propose this criterion for the detec- 
ion of resource limitation of bacterial growth. 
Generally, bacteria are limited by the labile carbon 

ource, that is, organic matter. In some environments and 
eriods, e.g., in offshore waters of the Baltic Sea Proper, 
acterial growth could also be limited by the availability of 
norganic phosphorus or nitrogen compounds ( Kuuppo et al., 
003 ; Zweifel et al., 1993 ). Similarly, in the northern Baltic 
ea during summer periods, bacterial growth is limited 
y the availability of inorganic phosphorus ( Pinhassi and 
agström, 2000 ). However, in the southern Baltic Sea, and 
articularly in the Gulf of Gda ńsk, bacterial growth does 
ot depend on inorganic nutrients, i.e., bacteria utilizes or- 
anic phosphorus and nitrogen ( Ameryk et al., 2005 ). Pre- 
ious studies ( Ameryk et al., 2005 ; Witek et al., 1997 ) in-
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Table 2 Comparison between 24-hour and 5-day respirations (both incubated at in situ temperature) measured during 
dilution experiments in the coastal zone of the Gulf of Gda ńsk (Baltic Sea). The highest values of the coefficient (24- 
hour respiration exceeded 60% of 5-day respiration, underlined) were observed in experiments done between October 
and February, for which insignificant increases of bacterial biomass were observed indicating that these experiments were 
resource limited. 

Experiment Dilutions 

100% 75% 50% 25% 
24 hour respiration / 5 day respiration 

April 2003 50% 44% 47% 43% 
May 2003 31% 30% 30% 26% 
June 2003 52% 54% 56% 52% 
July 2003 39% 35% 37% 41% 
August 2003 38% 30% 33% 36% 
September 2003 51% 47% 51% 58% 
October 2003 39% 51% 68% 83% 
November 2003 69% 64% 52% 55% 
December 2003 45% 46% 49% 68% 
January 2004 52% 56% 63% 37% 
February 2004 50% 53% 70% 72% 
March 2004 40% 42% 23% 36% 
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icated that in the Gulf of Gda ńsk, both autochthonous and 
llochthonous organic matter was important for fueling bac- 
erial growth. In this study, only experiments performed 
uring the growing season were successful, whereas bacte- 
ial growth was resource-limited in experiments conducted 
uring the cold period of the year (October—February). It in- 
icated that a considerable amount of labile organic matter, 
specially autochthonous phytoplankton exudate, is neces- 
ary to measure bacterial growth rates using the dilution 
ethod. A prerequisite of a sufficient amount of labile or- 
anic matter is also suggested by the value of BOD5- in situ 

easured in the whole water taken for experiments. Suc- 
essful dilution experiments were carried out with water, 
or which BOD5- in situ value ranged from 0.89 to 2.33 mg 
 2 l —1 ( Figure 4 , filled circles), whereas BOD5- in situ value 
f water collected for resource-limited experiments ranged 
rom 0.41 to 0.98 mg O 2 l —1 ( Figure 4 , open circles). 

.4. Grazing pressure during dilution experiments 

he second assumption of dilution experiments is that graz- 
ng pressure is gradually relaxed in subsequent dilutions. 
o examine this, I checked whether the 0.2- μm filtration 
as efficient, that is, the dilutions contained the expected 
bundance of bacteria and bacterivores. The main bacteri- 
ores were studied — heterotrophic nanoflagellates (HNF) 
nd autotrophic nanoflagellates (ANF). The latter were 
aken into account because a significant part of them are 
ixotrophic, that is, they can simultaneously conduct pho- 
osynthesis and graze on bacteria. The presence of numer- 
us mixotrophs among nanoflagellates at the study site was 
iscussed by another study by Rychert (2006) . The bacte- 
ial and flagellate biomasses observed in the dilutions be- 
ore incubation were compared to the values expected from 

he biomasses recorded in the unfiltered water and the dilu- 
ion factor. In the case of the bacteria, the values observed 
orresponded to 107%, on average, of the expected values 
412 
27 comparisons, R 2 = 0.88, p < 0.01). Values exceeding 
00% suggest counting errors or indicated that, in the ma- 
ority of experiments, some bacteria had passed through 
he 0.2- μm-filter. Such observation was reported by Li and 
ickie (1985) and Haller et al. (1999) . However, the discrep- 
ncy between the expected and observed values was small. 
n the case of the flagellates, that discrepancy was larger 
HNF — the observed biomass corresponded to 115% of the 
xpected biomass, 12 comparisons, R 2 = 0.94, p < 0.01; ANF 
122%, 12 comparisons, R 2 = 0.91, p < 0.01). Nanoflagel- 

ates were larger (1—8 μm) than bacteria (typically below 

 μm) thus, the discrepancy between the expected and ob- 
erved biomasses should be identified as a systematic count- 
ng error, which is explained below. Nanoflagellate analysis 
as much more difficult and less precise than that of bac- 
eria. Because of lower abundance, nanoflagellates had to 
e counted in larger samples (i.e. in larger volumes of wa- 
er), which resulted in larger amounts of detritus present 
n filters inspected under an epifluorescence microscope. 
ost probably, some of the nanoflagellates were not de- 
ected in the unfiltered water, because they were covered 
y detrital particles. The problem was less likely in dilu- 
ions, in which a fraction of detrital particles were excluded 
y filtration. In conclusion, flagellate biomass in the unfil- 
ered water and thus biomass that was expected in the dilu- 
ions could be underestimated, whereas flagellate biomass 
n dilutions was estimated precisely. Generally, the filtration 
rocedure demonstrated satisfactory efficiency, and there 
as no experiment in which filtration was unsuccessful. 
Generally during dilution experiments, it is expected 

hat the growth of predators is gradually restricted 
n subsequent dilutions. Dolan and McKeon (2005) and 
gis et al. (2007) suggest that the growth of predators in- 
icates that the relaxation of grazing pressure is unsuc- 
essful. However, Landry and Calbet (2005) argue that di- 
ution restricts both the grazing activity and mortality of 
acterivores, as their predators are diluted as well; there- 
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Figure 5 The gradual relaxation of grazing pressure along the 
dilution gradient (i.e., 100%, whole water → 0%, i.e., complete 
dilution) resulted in a gradual increase of bacterial cell volume 
during 24-hour incubation. Please note that the increase was 
not observed in undiluted whole water (100%) and rose propor- 
tionally to the degree of dilution (to 0%, i.e., complete dilu- 
tion). 
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ore, the biomass of bacterivores should not obligatorily 
ecrease. To check the possible growth of bacterivores, I 
ssessed changes in the biomass of nanoflagellates, which 
ere the main bacterivores, during the incubation of unfil- 
ered seawater and the dilution containing 25% unfiltered 
eawater. Because some chlorophyll-containing flagellates 
ANF) tended to lose their pigments during dark incubation, 
nd the number of ANF should be treated as mixotrophs 
 Caron, 2000 ; Rychert, 2006 ), the biomass of HNF and ANF 
as combined. Generally, flagellate biomass (HNF + ANF) 
ecreased slightly during incubation in both unfiltered sea- 
ater (decrease to 91% of the initial flagellate biomass, 12 
omparisons, R 2 = 0.77, p < 0.01) and in the 25% dilution of 
nfiltered seawater (decrease to 92% of the initial flagellate 
iomass, 12 comparisons, R 2 = 0.76, p < 0.01). Among the 
esults analyzed, the flagellate biomass increased during in- 
ubation only twice — in September and October in both 
ndiluted (100%) and diluted seawater (25%). In September 
n undiluted seawater flagellate biomass (HNF + ANF) in- 
reased to 124% of the initial value and in diluted seawater 
25%) to 134% of the initial value. In October the increases 
n flagellate biomass were higher — 165% and 173%, respec- 
ively. In conclusion, grazing pressure was not successfully 
emoved during the experiments performed in September 
nd October. During both months bacterial biomass was high 
 Figure 2 ); that is, in September 104.0 μg C l —1 (SD = 19.5
g C l —1 ) and in October 108.7 μg C l —1 (SD = 6.8 μg C l —1 ). In
he following months, bacterial biomass was roughly twice 
ower. Thus, during this period, especially in October, graz- 
ng pressure exerted on bacteria seemed to be stronger than 
acterial growth rates. 

.5. Change within the bacterial community 

uring incubation 

acterial counts before and after incubation demonstrated 
hat the mean volume of bacterial cells increased after 
razing pressure was relaxed ( Figure 5 ); that is, the increase 
as not observed in undiluted water and rose proportionally 
o the degree of dilution ( Figure 5 ). This indicated that it 
as not an artefact caused by the confinement of water in 
ottles but a response to relaxed grazing pressure. Similar 
413 
ncreases of mean bacterial cell volume are also reported by 
uuppo-Leinikki (1990) and Šimek and Chrzanowski (1992) , 
nd they are considered to be evidence that protozoa 
raze preferentially on larger bacteria ( Ammerman et al., 
984 ; Gonzalez et al., 1993 ; Šimek and Chrzanowski, 1992 ; 
herr et al., 1992 ). It should be mentioned that limnologi- 
al studies (reviewed by Hahn and Höfle (2001) ; Jürgens and 
üde (1994) ; but see reports from marine environments 
Epstein and Shiaris (1992) , Lebaron et al. (1999) ) indi- 

ated that protozoa preferentially graze medium-sized bac- 
eria, whereas the largest bacteria are grazing-resistant 
orms such as filaments or aggregates (microcolonies and 
ocs). These forms were not observed in the current study, 
hich was not unusual, because, according to reviews by 
herr and Sherr (2002) and Pernthaler (2005) , such grazing- 
esistant forms are observed rarely in marine waters. Bac- 
erial communities consist of cells that differ in metabolic 
ctivity and growth rate (e.g., Morán et al., 2007 ; Vaqué
t al., 2001 ) and after the relaxation of grazing pressure, 
he fraction of metabolically-active bacteria, indicated by 
he high content of nucleic acids, increases significantly 
 Pree et al., 2016 ). In summary, relaxing grazing pressure 
esulted in a shift to larger bacterial cells because of the 
rowth of larger, metabolically-active bacteria. This was 
uggested by Stevenson (1978) and demonstrated in a con- 
iderable number of studies ( Anderson and Rivkin, 2001 ; 
nd references therein; Gasol et al., 1995 ; Gonzalez et al., 
993 ; Koton-Czarnecka and Chróst, 2003 ; Sherr et al., 1992 ; 
øndergaard and Danielsen, 2001 ; and references therein; 
ut see Bouvier et al., 2007 ). 
Changes in bacterial cell volumes confirmed that 

iomass, not numerical abundance, is the proper parame- 
er to assess the growth of the ungrazed bacterial commu- 
ity Kuuppo-Leinikki (1990) . reports an increased fraction 
f rod-shaped cells in the ungrazed bacterial community. 
n the present study, coccoid bacteria prevailed (56—73%, 
ean: 63%) over rods, vibrios, and other elongated forms, 
nd no changes in the morphological composition of the bac- 
erial community were demonstrated during incubation. It is 
ell known that the taxonomic composition of the ungrazed 
acterial community can change (e.g., Agis et al., 2007 ; 
assana et al., 2001 ). In this study the taxonomic compo- 
ition of the community was not assessed. 

.6. Concluding remarks 

nly 6 (April—August and March) of the 12 dilution exper- 
ments measuring bacterial growth and grazing mortality 
ere successful. During five experiments, conducted during 
he cold period of the year (October—February), food limi- 
ation was detected, and during two experiments (Septem- 
er and October) grazing pressure was not successfully re- 
axed. This means that one experiment (October) was un- 
uccessful because of both food limitation and the unsuc- 
essful relaxation of grazing pressure. Thus, the hypothe- 
is posed in the Introduction was confirmed, and the main 
ause of the unsuccessful dilution experiments was food 
imitation during experimental incubation. The food limita- 
ion of bacterial growth can be detected by 24-hour oxygen 
onsumption exceeding 60% of the BOD5- in situ value in any 
ilution. The production of the 0.2- μm filtrate did not in- 
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rease but moderately decreased the pool of biodegradable 
rganic matter in the water. 
It should be emphasized that the dilution experiment 

erformed with the 0.2- μm-filtrate only measured grazing 
ortality. Bacterial mortality from viral lysis was not re- 
uced because viruses pass freely through 0.2- μm filters 
 Evans et al., 2003 ; Li and Dickie, 1985 ). To exclude mortal-
ty from viral lysis, filtrate for dilutions must be prepared 
ith ultrafiltration ( Evans et al., 2003 ; Kimmance et al., 
007 ). A couple of dilution experiments performed with 
.2- μm-filtrate and 10-kDa-filtrate permitted differentia- 
ion between the mortality induced by predators and viruses 
 Evans et al., 2003 ). Such studies are crucial for clarifying 
he impact of viruses on bacterial community composition 
 Våge et al., 2018 ) and are an interesting new line of re-
earch. 
The constraint of the dilution method is that bacteria at- 

ached to detrital particles are not diluted ( Murrell and Hol- 
ibaugh, 1998 ), and their mortality rates may be reduced 
nly partially, because the rate of colonization of detritus 
articles by protozoa is obviously reduced by dilution, but 
rotozoa already attached to particles can graze as before. 
ccording to the best of my knowledge this problem has yet 
o be quantified. It is worth noting that size fractionation, 
hich is a competing method based on whole community 
anipulation, is inferior to the dilution method because fil- 
ration removes almost all detritus particles and almost all 
ttached organisms. 
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Wrzesi ńska-Kwiecie ń, M. , 1997. Phytoplankton primary produc- 
tion and its utilization by the pelagic community in the coastal 
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Abstract The studied shoreline extends 73 kilometers, starting from the Kuwait-Saudi Arabia 
borders northward. This work represents a limited work that analyses the historical shoreline 
positions. Five-dates satellite images along a period of 35 years between 1986 and 2021 were 
used to calculate the historical shoreline change rates and predict future shoreline positions 
in 2030 and 2050. First, the historical shoreline was extracted using the Normalized Difference 
Wader index (WI 2015). Then, the shoreline change rates were quantified statistically using 
the End Point Rate (EPR) and the Linear Regression Rate (LRR) models of the Digital Shoreline 
Analysis System (DSAS) tool in ArcMap. It has been found that the maximum erosion rate is 
—9.73 m/year, and the highest accretion is 10.88 m/year. Also, the positions of shorelines in 
the year 2030 and 2050 were predicted and defined on the map, with mapping of gain and 
loss surfaces. The results defined the most stable areas for future development and the areas 
needing urgent protection. It has been found that the resulting model can be affected by the 
topographical changes of the beaches due to human activities, where the coast alongside the 
Al-Khiran project will be eroded and accreted less than predicted because of the presence of 
protection facilities. 
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. Introduction 

he impact of natural factors on shoreline movement oc- 
upies the minds of governments, especially during the 
mplementation of large tourism projects on the coasts. 
he short-term and long-term shoreline changes are con- 
rolled by various factors such as sediment supply, sea- 
evel change, river mouth interaction with the shore- 
ine, the strength of wind, tidal currents, and the height 
f waves ( Ding and Wang, 2008 ; Hakkou et al., 2018 ; 
umar and Jayappa, 2009 ). Therefore, understanding the 
horeline movement mechanism either by erosion or accre- 
ion and determining the quantitative rates of prograda- 
ion/degradation are essential elements for the engineers 
nd decision-makers ( Boak and Turner, 2005 ). 
Many approaches can be used to detect shoreline 

hanges, such as field survey and integration method be- 
ween remote sensing and Geographic Information System 

GIS). However, the conventional field survey method is 
ery intensive work, costly, and time-consuming, especially 
n the case of the extensive study area as in this work 
 Natesan et al., 2015 ). On the other hand, remote sensing 
rovides global repetitive coverage and multispectral satel- 
ite imagery, which is associated with developing some ap- 
lications more powerful for shoreline change analysis on 
rcGIS which supports us with impressive results for shore- 
ine change ( Ruiz-Beltran et al., 2019 ). In addition, the ac- 
essibility of satellite images increases the use of remote 
ensing and GIS techniques in shoreline position assessment 
nd monitoring ( Qiao et al., 2018 ; Salmon et al., 2019 ). 
Kuwait is a desert bounded from north and west by 

raq, from the south by Saudi Arabia, and The Arabian 
ulf to the east. It has low to moderate relief with a to- 
ographic surface that rises gently from the shoreline of 
he Arabian Gulf toward the southwest, ranging between 
20 m at the north-eastern coast and 300 m in the south- 
est corner ( Khalaf et al., 1984 ). It has no permanent sur- 
ace water, such as lakes or rivers, and just some valleys 
re located in interior desert basins. It has a low precip- 
tation rate, little is absorbed beyond the surface level, 
ith most being lost to evaporation. Kuwait has a coast 
f about 499 km in length, and 94% of the population (4.5 
illion) living on the coast (see the world factbook, https: 
/www.cia.gov/the- world- factbook/field/coastline ). In the 
ast decades, human activities increased rapidly in indus- 
rial, tourism, and living constructions along the coast. 
assan (2016) explained ten types of human activities 
long the Kuwaiti coasts, including seven commercial and 
il seaports, four of which are located on the southern 
oast. There are also oil refineries such as the Mina Ab- 
ullah refinery and the Shuaiba area for the oil prod- 
cts industry. He also referred to recreational facilities 
uch as the Green Island and military facilities such as 
obah Al Ahmed and Muhammad Al Ahmed military bases. 
he formation and topography of the coastline were ex- 
avated and changed by preparing concrete sidewalks and 
ridges. 
Moreover, a new city (Al-Khiran) built on five phases last 

5 years since 2003 and occupied about 10 kilometers from 

he lower part of the Kuwaiti shoreline. Hassan (2018) states 
hat Al-Khiran city constructions vanished some natural ge- 
morphological phenomena and were replaced by artifi- 
418 
ial forms. For example, the natural Creeks (Khors) have 
urned into artificial ones, and new artificial beaches have 
een created in tidal flats by replacing the old beaches 
ith washed desert sand. Also, new residential areas 
nd entertainment resorts have been built in the sabkhas 
reas. 
This study was conducted to understand the historical 

horeline change for better management for the current and 
uture development activities in the studied area. The study 
sed the satellite images for five dates along 35 years period 
1986, 1995, 2005, 2015, and 2021) for the area of study. We 
alculated the amount of shoreline progradation and degra- 
ation over the study period to predict the relative (2030) 
nd far (2050) shoreline positions based on a statistical anal- 
sis of the historical data on the shoreline. Besides, we de- 
ermined the areas which need urgent protection and the 
ost area for safe future coastal constructions. In addition 
o that, the study aims to obtain the effect of human activ- 
ties in the area mentioned above on the natural progress 
f erosion and accretion mechanisms along the shoreline. 
he research methodology presented in this study can be 
seful for investigations of any long-term coastline changes 
orldwide. 

. Study area 

he study area is part of the Kuwait coast on the Arabian 
ulf; it represents the southern part of the coastal line ex- 
ending about 73 km from the Kuwait-Saudi Arabia borders 
orthward ( Figure 1 ). It lies between latitudes 28 °30 ′ and 
9 °N and longitudes 48 °5 ′ and 48 °30 ′ E. The area of study
as two tongues of shoreland extending to the sea, mak- 
ng them more susceptible to natural factors and climatic 
hanges. 

.1. Climate and wave-dominated energy 

he climate of Kuwait is a desert, with intensely hot sum- 
ers and short cool winters. The heat in summer reaches 
11 °F (44 °C) and on occasion approaches 130 °F (54 °C)
hrough the daytime. The rainfall averages from 25 to 180 
m/year, and most of it is observed by the valleys in the 

nterior desert without any drainage water to the Arabian 
ulf. The Arabian Gulf is considered the third largest bay 
lobally, with 237,473 km 

2 . The maximum depth of the Ara- 
ian Gulf is 93 m, and the shallowest waters are about 10 m
t the western coast, which is a leading factor in the wave 
nergy strength Goharnejad et al. (2021) . provide a study 
or the wave energy and wave height over 30 years rang- 
ng from 1988 to 2017 depending on the reading from six 
tations (P1—P6) using buoy data. The distributions of the 
ave energy directions and wave height in the Arabian Gulf 
ccording to the six stations through 30 years (1988—2017) 
re demonstrated in Figure 2 A and showed that the mean 
ave height ranges from 0.2 to over 1.75 m, while the mean 
istorical wave power plotted in Figure 2 B, ranging from 

.18 to 0.62 kW/m (Average of 0.4 kW/m) ( Alizadeh et al., 
020 ; Vieira et al., 2020 ). The wave periods in the area
ange from 2 to 3 seconds at all stations except station 
P6) that exceed up to 4 seconds ( Goharnejad et al. 2021 ).

https://www.cia.gov/the-world-factbook/field/coastline
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Figure 1 Location map of the studied area. 

Table 1 Specifications of the used satellite datasets. 

Satellite Sensor Spatial Resolution (m) Year Acquisition date D/M/YYYY 

Sentinel-2 MSI 10 2021 6/6/2021 
10 2015 12/8/2015 

Landsat 7 ETM + 15 2005 5/6/2005 
Landsat 5 TM 30 1995 18/6/1995 

TM 30 1986 9/6/1986 
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aebi et al. (2008) estimated 100-years wave height de- 
ending on 30 years of data (1975—2004) and provided that 
he wave heights range from below 2 m to above 5 m in 
he Arabian Gulf. Rakha et al. (2007) confirmed the model 
f Taebi et al. (2008) by calculating the wave height over 
he Arabian Gulf for 12 years (1993—2004) using European 
entre for Medium-Range Weather Forecast (ECMWF) wind 
ata. According to Rakha’s model, the wave height ranged 
rom (0—0.5 m) at the western coast of the Gulf to over 5 m
t the southeast of the Gulf. 

. Material and methods 

or the present work to be achieved, five satellite images in 
 time range of 35 years from 1986 to 2021 were used to ex-
ract the shorelines for these five temporal images ( Table 1 ). 
he used datasets are two Landsat TM images (1986 and 
995), Landsat ETM + (2005), and two Sentinel-2 images 
2015 and 2021). This study followed the methodological 
pproaches ( Figure 3 ) to evaluate the shoreline change rate 
nd provide the results to guide future development in the 

rea. c

419 
.1. Image processing 

ll images are acquired in level-1 processing, which is geo- 
eferenced to the World Geodetic System (WGS84) datum 

nd the Universal Transverse Mercator (UTM) projection and 
all in the zone (38 N). This level of image processing pro- 
ides raw image data with pixels having only digital num- 
ers (DN’s) without correction of the atmospheric effects. 
he Dark Subtraction atmospheric correction method was 
pplied to all the datasets to retrieve surface reflectance 
ata. This atmospheric correction method is preferred for 
atellite images containing large water surfaces because 
t corrects the atmospheric errors due to water vapor and 
ust particles suspended in the atmosphere that badly af- 
ect data. First, the raw satellite data with digital number 
ormat is radiometrically calibrated to Top of Atmosphere 
TOA) reflectance using the radiometric calibration tool in 
NVI v. 5.3. Then, the TOA reflectance data is input to the 
ark Subtraction tool in ENVI, and the output is the surface 
eflectance that is a precise measure for the Earth’s surface 
ithout any artifacts caused by the atmosphere and illumi- 
ation. Sentinel-2 and Landsat’s images under level-2 pro- 
essing can provide a good possibility for comparability be- 
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Figure 2 A) Directional distributions for wave energy at six buoy stations distributed in the Arabian Gulf; B) the historical mean 
wave energy for 30 years period (1988—2017); A and B are taken from Goharnejad et al. (2021) study in the Arabian Gulf. 
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ween these images if taken at different times ( Masek et al., 
006 ; Vermote et al., 2016 ). After having all the acquired 
mages are checked for any radiometric defects or errors, 
osaicked together, and clipped using ArcGIS v.10.5 to out- 

ine the study area. The total uncertainty values for each 
atellite image were estimated based on the pixel size error 
E p ) only, as mentioned in Table 1 , which equals 10 m for
entinel-2, 15 m for Landsat-7, and 30 m for Landsat-5. The 
alculation of total error percentage is based on some fac- 
ors; first, the study area is not subjected to vigorous tidal 
hanges as it is part of the shoreline on a gulf area known 
420 
ith low current rates. Second, the selected satellite data 
ere acquired in similar or nearly similar seasonal condi- 
ions. Also, the satellite geometric error was not considered 
s it is deficient and almost constant, so it was neglected. 

.2. Shoreline extraction 

he shoreline position is usually in dynamic change due to 
atural factors ( Huang et al., 2019 ), and many terms have 
efined its position to determine the shore-water bound- 
ry ( Boak and Turner, 2005 ). The baseline was created us- 
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Figure 3 Methodology flow chart. 
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ng the buffering technique in the environment of ArcGIS 
oftware. This line represents a dray/water line, or High- 
ater Line (HWL), approved by many researchers as a shore- 
ater boundary line because it is visible on images and easy 
o find in the field ( Gokceoglu et al., 2015 ; Moore, 2000 ).
n the other hand, the shoreline was extracted from these 
ata sets using the Normalized Difference Wader index (WI 
015) ( Fisher et al., 2016 ) and using the land/water mask- 
ng threshold technique in the study period ( Figure 4 ). The 
xtracted shorelines were confirmed and validated against 
he ESRI high-resolution base map imagery in ArcMap soft- 
are. The optimal shoreline was extracted from compar- 
ng the automatically extracted shoreline from water in- 
421 
ices to the reference shoreline digitized from the buffer- 
ng technique ( Atiquzzaman and Kandasamy, 2015 ; Tong and 
ranat, 1999 ). 

.3. Shoreline change rates and prediction of the 

uture positions 

.S. Geological survey developed Digital Shoreline Analy- 
is System (DSAS) module as an extension in ArcGIS soft- 
are, which calculates the difference between the base- 
ine and extracted shorelines as a standard method for 
alculating the shoreline change statistics ( Nandi et al., 
016 ; Thieler et al., 2009 ). Thieler et al. (2009) discuss the
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Figure 4 Multi-temporal shoreline positions extracted from five different dates over 35 years (1986—2021). 

Figure 5 Shoreline change rates obtained from EPR against those of LRR, the results show very close readings. 
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ifferent DSAS algorithms and their application in shore- 
ine statistics calculation; Net Shoreline Movement (NSM) 
or determining the total position movement of shoreline 
ithin a specific period, Shoreline Change Envelop (SCE) 
or future prediction of the shoreline position, End Point 
ate (EPR) and Linear Regression Rate (LRR) are using 
or calculation the change rate in the shoreline. In this 
ork, the shoreline change rates were quantified statisti- 
ally using the End Point Rate (EPR) and the Linear Re- 
ression Rate (LRR) models of the Digital Shoreline Anal- 
422 
sis System (DSAS) tool in ArcMap. Both EPR and LRR re- 
ults showed a high correlation with R2 = 0.81 ( Figure 5 ).
he very high correlation between EPR and LRR results was 
lso reported by Esmail et al. (2019) , Kanwal et al. (2020) ,
nd Nassar et al. (2018) . Hence, EPR was used to evalu- 
te the change rates for the 1986—2021 period and pre- 
ict 2030 and 2050 shoreline positions. In addition, surface 
nalysis was carried out using the “symmetrical difference”
ool of ArcGIS to quantify the gain and loss surface areas 
long the whole shoreline. EPR and LRR have been widely 
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Figure 6 Shoreline change rates by EPR model over the four periods separately. 
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sed to predict future temporal changes of the shoreline 
 Fenster et al., 1993 ) along each transect in the study area. 
he estimated position of the future shoreline can be calcu- 
ated from Eq. (1) , depending on the rate and intercept: 

 = mX + B (1) 

here Y denotes shoreline position, X is the date, B is the 
ntercept, and m is the rate of shoreline movement. The 
PR intercept can be calculated from the Eq. (2) : 

 (EPR) = Y n — m (EPR) 
∗ X n (2) 

. Results and discussion 

.1. Analysis of shoreline change rates 

he shoreline change rates statistics were retrieved from 

499 transect lines perpendicular to the baseline and in- 
ersecting the five extracted shorelines, with 15 m spacing 
ntervals and covering the coast’s whole length (about 73 
m). EPR and LRR statistical models were used to calculate 
he change rates over the study area in five periods: (1986—
995), (1995—2005), (2005—2015), (2015—2021) ( Figure 6 ), 
nd the global period of (1986—2021) ( Figure 7 ). Based on 
he analysis of the change rates of the historical data, 25 al- 
ernating erosion-accretion shoreline segments were iden- 
ified ( Figure 7 ). The statistics of shoreline change rates 
long the four periods are presented in Tables 2 and 3 , while 
he descriptive statistics of change rates using EPR and LRR 
odels in DSAS across the global period (1986—2021) are 
resented in Table 4 and illustrated in Figure 8 . Generally, 
he beach was not exposed to a fixed mechanism type, but 
t was switching between erosion and accretion from one 
eriod to another through the studied period of the last 35 
ears, depending on the direction of wave-driven longshore 
urrents in the studied area. However, each shoreline seg- 
423 
ent has a dominant mechanism in the global period be- 
ween 1986 and 2021 Figure 9 . 

.1.1. Areas of erosion 

rosion areas are concentrated in the segments with odd 
umbers (1, 3, ··· , 23) and represent 59.59% (43.5 km) of 
he total length of the studied shoreline. This length stud- 
ed by 2681 transects dominated by erosion ranged from 

3.67 m/year to zero for the global period and some- 
imes increased to —9.7 m/year in the entire periods (see 
igures 6 and 7 ). The erosion reached its maximum in the 
entral area, which extends to the sea (segments 9, 11, 13, 
5, 17, and 19) with an average of —3.246 m/year, while 
he moderate rate of erosion found in the northern part 
segments 1 and 3) with an average —0.376 m/year. On 
he other hand, the lowest erosion rate and most stable 
horeland concentrated in the southern part of the shore- 
ine (segments 21, 23, and 25) with an average erosion rate 
f —0.265 m/year (see Table 4 ). The areas that dominance 
y erosion exposed to erosion in the second period (1995—
005) with an average —0.205 m/year, and the erosion rate 
ncreased in the third period (2005—2015) to reaches —1.313 
/year, while in the first period (1986—1995) and the fourth 
eriod (2015—2021) exposed to accretion with rates 1.1346 
nd 1.4923 m/year, respectively ( Figure 6 ) and Tables 2 
nd 3 . 

.1.2. Areas of accretion 

ccretion areas are characterized by short length and rep- 
esented by the even segment’s number (2, 4, 6, …, 24) with 
ome sediment accretion interspersed with erosion areas 
uch as segments 1, 3, 24, and 25 (see Figures 7 and 8 ). The
otal number of transects that represent the accretion pro- 
ess along the study area is 1818, representing 49.41% (29.5 
m) of the shoreline. Also, the central part of the studied 
horeline (segments from 10 to 18) represents the area of 
trong accretion mechanism because of the sand accumu- 
ated in three periods: the first period (1986—1995) with an 
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Figure 7 Shoreline change rates by EPR model over the global period 1986—2021 with the shoreline segments plotted. 
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verage accretion rate of 0.75 m/year, the second period 
1995—2005) with average accretion rate 0.56 m/year, and 
he fourth period (2015—2021) with average 1.64 m/year, 
hile it eroded with a rate of —0.93 m/year in the third 
eriod (2005—2015). It has been found that the segments 
424 
8, 20, 22, and 24 accreted with 0.66, 0.25, 0.29, and 
.104 m/year, respectively, as an average of the total period 
see Table 4 and Figure 8 ). Most of these areas, in detail,
roded in the periods (1995—2005) and (2005—2015) with 
verage rates of —0.20 m/year and —1.31 m/year, respec- 



Oceanologia 64 (2022) 417—432 

Table 2 Shoreline change rates along the periods (1986—1995) and (1995—2005). 
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ively, while the sediments accreted in the periods (1986—
005) and (2015—2021) with an average 1.13 m/year and 
.49 m/year, respectively (see Tables 2 and 3 ). The very high 
rosion and accretion rates through the third and fourth 
eriods, in the southern part of the studied shoreline, can 
e attributed to the construction of the Al-Khiran city con- 
tructions and other tourist and military facilities alongside 
he shoreline of this part. 

.2. Evaluation of gain and loss surfaces 

he calculation of shoreline changes rates obtained the dis- 
ances and the directions of shoreline movement along the 
tudy part of the shoreline. The gain and loss mapping sup- 
ort us with the amount of beach lost to the sea or gained, 
hich is a significant factor in determining the future and 
ustainable plans for exploiting the beaches in the study 
425 
rea. The gain and loss mapping results ( Figure 10 and Sup- 
lementary I) are presented to highlight and prioritize the 
reas that would require protection structures. The gain 
reas have grown in their beaches and are mainly found 
n areas of accretion. The loss areas have erosion in their 
eaches and are found in areas of erosion, and the lost sur- 
ace increase as the erosion rate increase. Segments 14 and 
 have the maximum gain areas with 2.58 ha and 2.09 ha, 
espectively. The segments 11, 13, and 17 have the max- 
mum loss areas with —0.01 ha, —0.06 ha, and —0.03 ha, 
espectively (see Table 4 , Figure 8 , and Supplementary I). 
y comparing the gain and loss maps for the beach along 
he study area, we will find that the area that most needs 
rotection from the waves is the area that extends between 
egments 9 and 19, at the extended tongue of land to the 
ea, where the rates of gain and loss are the maximum fol- 
owed by the northern part of the area (segments 1, 2, and 
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Table 3 Shoreline change rates along the periods (2005—2015) and (2015—2021). 

3
b
2
g
i

4

T
c
T
l
t
I
f
d
2

m
t
t
m  

m
T
4
s
a
S
w
s
i
i
a  

h
s

). On the other hand, the most stable coastlands are found 
etween segments 4 and 8 at the north and among segments 
0 and 25 in the southern part of the shoreline, where the 
ain and loss rates are minimum and allow for long suitabil- 
ty for building and infrastructures. 

.3. Prediction of future shoreline changes 

he future shoreline positions for 2030 and 2050 were cal- 
ulated related to its position in 2021 using the EPR model. 
he prediction was based on the historical EPR rates calcu- 
ated between 1986 and 2021, which reflect the dominant 
rend of accretion and erosion along the studied shoreline. 
t found that the erosion concentrated in the odd segments 
rom 1 to 25 as the historical change rate trend. The pre- 
icted minimum erosion rate is —0.835 m/year in segments 
3 and 25, and the maximum rate is —8.16 m/year in seg- 
426 
ents 11, 13, and 15, and an average of —3.94 m/year in 
he rest eroded areas. Also, the model shows that the his- 
orical rates of accretion extend to the future with a mini- 
um rate of 0.665 m/year in segments 6, 22, and 24, and a
aximum rate in segments 4, 10, 12, and 14 of 8.53 m/year. 
he rest areas of sand accumulation advanced by a rate of 
.79 m/year. The results from this model mapped for all 25 
egments ( Figure 11 and Supplementary II). Generally, the 
reas of loss along the shoreline obtained in Figure 10 and 
upplementary I will show prediction shoreline on the land, 
hile the areas of gain will show future shorelines in the 
ea. The recession and progradation of shoreline concern- 
ng its position in 2021 may break the previous and log- 
cal rule of nature if humans interfere with constructions 
nd tourism work on the beaches ( Deepika et al., 2014 ). It
as been found that the Al-Khiran project’s constructions in 
outh Kuwait, which is equivalent to the segments from 16 
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Table 4 Shoreline change rates using EPR and LRR models in DSAS across the global period 1986—2021. 
Seg. No. Transects NO. of transect lines EPR LRR 

from to min max mean min max mean 

1 1 1252 1252 -1.3 1.2 -0.222 -2.03 1.55 -0.365 
2 1253 1283 31 0.09 2.09 1.022 -0.06 2.08 1.04 
3 1284 2000 717 -1.6 1.1 -0.154 -1.74 1.49 -0.362 
4 2001 2139 139 -0.02 0.82 0.394 -0.27 0.72 0.256 
5 2140 2212 73 -0.31 0.3 -0.065 -0.52 1.49 -0.22 
6 2213 2462 250 -0.46 0.75 0.161 -0.64 0.55 0.003 
7 2463 2616 154 -0.21 0.2 -0.048 -0.46 0.05 -0.271 
8 2617 2729 113 -0.02 0.51 0.157 -0.02 0.37 0.096 
9 2730 2769 40 -1.08 0.18 -0.609 -1.2 0.08 -0.835 
10 2770 2799 30 0.06 1.68 0.797 -0.62 1.68 0.515 
11 2800 2829 30 -1.68 -0.01 -0.587 -1.6 -0.1 -0.907 
12 2830 2857 28 0.02 1.68 0.712 -0.31 1.72 0.633 
13 2858 2913 56 -1.58 -0.06 -0.856 -1.34 -0.16 -0.832 
14 2914 3037 124 -0.06 2.58 0.993 -0.2 2.81 0.927 
15 3038 3178 141 -0.94 1.47 -0.302 -1.72 1.3 -0.364 
16 3179 3278 100 -0.35 1.55 0.612 -0.34 1.66 0.606 
17 3279 3348 70 -0.9 -0.03 -0.424 -0.99 -0.09 -0.582 
18 3349 3433 85 -0.73 1.87 0.664 -1.21 2.15 0.528 
19 3434 3556 123 -1.68 1.71 -0.468 -2.1 0.4 -0.724 
20 3557 3719 163 -0.15 0.85 0.25 -0.86 0.35 0.013 
21 3720 3793 74 -0.33 0.27 -0.038 -1.02 -0.07 -0.323 
22 3794 3874 81 -0.46 1.64 0.295 -1.87 1.09 0.12 
23 3875 4119 245 -0.74 0.95 -0.066 -0.95 0.73 -0.232 
24 4120 4194 75 -0.05 0.41 0.104 -0.11 0.41 0.046 
25 4195 4499 305 -0.82 0.61 -0.048 -1.63 0.53 -0.124 

Figure 8 Shoreline change rates using EPR and LRR models in DSAS across the global period 1986—2021, and the dominant 
shoreline change rate, either erosion or accretion, in all segments of the studied area. 

427 
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Figure 9 A) The shoreline changes rates range of each segment plotted in the four-time periods; B) The dominant change rate, 
either erosion or accretion, in each segment. 
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o 22, led to the disappearance of the dynamic change rate 
echanism because of the replacement of the beach sand 
nd building wave breakers along the coastline of Al-Khiran 
ity. The historical shoreline alongside this length charac- 
erizes by a high rate of erosion and accretion, but the fu- 
ure shorelines by 2030 and 2050 usually coincide with the 
urrent shoreline position in 2021. 

.4. Sustainable development in the study area 

he shoreline recession and progradation analysis is an es- 
ential study for identifying the areas of significant ero- 
ion that require protection to avoid the beach’s land loss 
 Frihy, 2009 ; Rady, 2011 ). Segments 1 and 3 suffer from 

rosion rate ranges between —3.67 and —1.37 m/year that 
ust be considered when planning for future constructions 
n the beaches by adding one of the beach protection meth- 
ds. The shoreline at the two tongues of land that extended 
o the sea and surrounding areas shows a wide range of 
ain and loss ranges between 4.84 and —3.67 m/year, which 
orces the decision-maker to be very careful when plan- 
ing for future construction projects in this area. The re- 
ession and progradation in segments from 4 to 8 are low, 
ith rates ranging between —0.50 and 0.43 m/year, mak- 
ng it safe for future development. The segments from 16 to 
2 are characterized by high erosion and accretion rates in 
he last 35 years, but it is protected today by the Al-Khiran 
roject facilities that extend along with these segments. 
hese human constructions affect the future shoreline po- 
428 
ition, reducing the predicted gain and loss rates (Supple- 
entary II), where it found that the current shoreline co- 

ncides with 2030 and 2050 prediction shorelines without 
ny gain or loss. Also, these facilities acted as a shield 
rotecting the southern part, among the segments 23 and 
5, from possible severe impacts, which make it safe for 
uture development due to the low rate of recession and 
rogradation. 

. Discussion 

e studied along part of the southern coastline of Kuwait 
n the present study that traced the dynamic behaviour 
f the beach sand related to the erosion and accretion 
rocesses at a temporal time scale. The study shows that 
he historical rates of beach change were natural in re- 
ponse to erosion processes, which were affected by the 
xtension of two parts of the beach into the water. Since 
000, many projects for the development and exploita- 
ion of beaches began, such as establishing Al-Khiran city, 
n an extension of about 10 km from the coast and other
orts and naval military bases. Consequently, the coastline 
orphology is changed, and its nature affects the rates of 
each change. As a result, this part of the coast became 
ore stable land and protected, which vanished the fu- 
ure continuing of shoreline erosion and accretion. This ap- 
roach used, for calculating the historical shoreline change 
ate and predicting the future position of the coastline, 
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Figure 10 Mapping for gain and loss surfaces in segments from 1 to 5 result from the processes of accumulation and erosion, 
respectively. 
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Figure 11 Mapping for the shoreline in segments from 1 to 5: the current shoreline position (2021) with the predicted shoreline 
positions for 2030 (9 years) and 2050 (29 years). 
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y many such as Barik et al. (2019) for assessment long- 
erm shoreline changes along the Odisha Coast, and Pardo- 
ascual et al. (2012) present a high precision geometric 
ethod for automated shoreline detection from Landsat TM 

nd ETM + imagery. However, what distinguishes this work is 
hat a large part of the beach in the study area was wholly 
hanged geomorphologically during the study period, which 
s equivalent to Al-Khiran city (see also Žilinskas et al., 
020 ). The implementers of the Al-Khiran project took com- 
lete control of the length of 10 kilometers alongside the 
ity coast. As a result, the model tracks the shoreline 
hange rate which is characterized historically by a high 
evel of erosion and accretion and expected to disappear 
he effects of the erosion and accretion in the future. This 
s considered proof of the model’s success in tracking the 
mpact of human interactions with the environment, which 
an be used to maintain the course of natural processes af- 
ecting the environment. 

. Conclusion 

he analysis of shoreline changes over 35 years along the 
outh coast of Kuwait, using GIS and statistical methods, 
as contributed to a better understanding of the movement 
echanism of the sand along the coast by identifying the ar- 
as of accretion and erosion. The historical changes in the 
horeline were extracted using EPR and LRR models over 
he studied period and found that the shoreline exhibited 
lternation between erosion and accretion at various rates. 
he future predictions of shoreline position revealed that 
he parts of the coast that will suffer from significant loss 
y erosion would guide the area management to provide ur- 
ent protection for safe future constructions. The study re- 
orted the effect of human activity at the southern part of 
he studied area and its role in shoreline changes by com- 
aring shorelines’ historical and future predictions at the 
egments from 16 to 22, which is equivalent to Al-Khiran 
ity. It found that the constructions of the Al-Khiran project 
nd the associated infrastructure that extended to the sea 
ill vanish the high rate of accretion and erosion along this 
rea. The automated EPR model report that the area of the 
oast that extends alongside the human facilities gave up 
he natural high gain and loss in the last decade, at the be- 
inning of the Al-Khiran project. The results of this study 
re significant for obtaining that the automated EPR and 
RR models can trace the effect of human activities on the 
oasts. This approach will help map the best scenario for 
he sustainable development of coasts and obtaining the ar- 
as will have negative implications for tourism due to the 
oss of beaches. This approach can be applied in different 
egions around the world that have the same development 
istory to show the response of the resulting model to hu- 
an interventions in changing the topography of beaches. 
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Abstract The role of reeds in the functioning of ecosystems and their significance for zooben- 
thos in the coastal lagoons is poorly understood. We hypothesise that next to the spatial zonal 
differentiation of abiotic factors in the apparently homogeneous habitat of reeds, benthic 
macroinvertebrate fauna is also unevenly distributed, and differs in taxonomic and functional 
diversity, as well as density and biomass across the reed stand. The research was carried out 
in the Vistula Lagoon (southern Baltic) along three designated sectors arranged parallel to the 
shoreline and differing in distance from the shore and depth. Mean density of reed stems in 
the analysed stand was within the range of values reported from different American and Eu- 
ropean wetlands. Regardless of the location within the reeds and the season, the fauna was 
dominated by detritivorous Tubificinae and larvae of Chironomidae. The highest diversity, den- 
sity, and biomass of fauna were found in the middle littoral zone, and the lowest in the outer 
zone adjacent to the open water. The presented data support our hypothesis predicting the ex- 
istence of a spatial variation pattern in the composition and distribution of macroinvertebrates 
in response to the changing zonal habitat conditions within the reed stand. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ommon reed, Phragmites australis (Cav.) Trin. ex Steud, 
s believed to be one of the most widespread riparian 
lants in a wide range of wetland habitats worldwide. 
lthough the common reed is considered a freshwater 
pecies ( Ostendorp, 1993 ), it is well adapted to brack- 
sh water conditions ( Karstens et al., 2019 ; Lissner and 
chierup, 1997 ). The plant is considered native to Eu- 
ope. Beyond the continent, it is often treated as an in- 
asive species ( Swearingen and Saltonstall, 2012 ). There- 
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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ore, depending on where the reed occurs, its environ- 
ental significance and role in wetland vegetation com- 
unities may be perceived differently ( Gabriel and Boden- 
teiner, 2011 ). European literature emphasises the multiple 
cosystem functions and services of reeds ( Karstens et al., 
019 ; Mancinelli et al., 2005 ; Okun and Mehner, 2005 ; 
awlikowski and Kornijów, 2019 ). They constitute feeding 
nd breeding places, shape habitat conditions, and deter- 
ine sediment and water quality for animals and other 
lants. They also play a role in matter circulation, damp 
ave energy, and stabilise bottom sediments and banks. 
n countries where the reed has emerged as an invasive 
pecies, particularly in disturbed habitats, its rapid rate of 
olonisation and tendency to replace other plant and ani- 
al species is often considered a nuisance, negatively af- 
ecting local biodiversity ( Gabriel and Bodensteiner, 2011 ; 
arren et al., 2001 ). In both cases, however, although for 
 different reason, it is important to know the role of 
eeds in the functioning of ecosystems and their signifi- 
ance as a habitat for other organisms. As pointed out by 
stendorp (1993) , the latter issue is barely investigated. 
his is especially true of benthic macroinvertebrates liv- 
ng in sediments overgrown by reeds. One of the rea- 
ons could be methodological difficulties in sampling bot- 
om sediments among the tangle of roots and rhizomes 
 Moss, 1998 ). The most frequently used methods of sam- 
ling include sweeping by hand nets, or collecting a littoral 
ection together with sediments and macrophytes by means 
f e.g. Surber, Wisconsin, Macan, or Ekman box-samplers 
 Arnold and Ormerod, 1997 ; Fell et al., 1998 ; James et al.,
998 ; Jayawardana et al., 2006 ; Jayawardana and West- 
rooke, 2010 ; Miler et al., 2018 ; Olson et al., 1995 ; 
ychra et al., 2010 ). Various types of traps are also some- 
imes used ( Fell et al., 1998 ; Oertli, 1995 ; Raichel et al.,
003 ). While such studies provide valuable insight into the 
eneral diversity of macroinvertebrates within a stand, 
hey do not reflect the real distribution and quantita- 
ive proportions between various invertebrate communities 
ith their distinctive feeding behaviour and diet, such as 
ediment-living, plant-associated, and free-swimming ani- 
als ( Moss, 1998 ). Consequently, such data offer little in- 
ormation on the relationships and drivers that potentially 
tructure truly benthic communities, i.e. those inhabiting 
ottom sediments. Moreover, the use of different sampling 
pproaches makes it difficult to compare results and draw 

eneral conclusions. 
Only several papers employ quantitative methods that 

ake into account selective sampling of sediments and, im- 
ortantly, sampling to a known depth ( Cardinale et al., 
998 ; Kornijów and Gulati, 1992 ; Okun and Mehner, 2005 ; 
ozzo and Osgood, 2013 ). These publications focus on ben- 
hic invertebrates in reed beds of lakes or rivers. Coastal 
etlands have not yet been subject to similar research. The 
urpose of this work is to fill this gap, and to find a pattern
n the distribution of benthic macroinvertebrates within the 
eed stand. 
The structure and processes in lagoon environments are 

rimarily maintained by physical forces, including wave 
ction that can be mediated by dense patches of emer- 
ent macrophytes such as reeds ( Karstens et al., 2019 ; 
ornijów, 2018 ; Pawlikowski and Kornijów, 2019 ; Perez- 
uzafa et al., 2011 ; Viaroli et al., 1996 ). This can lead to
434 
 spatial gradient of organic matter content in the sedi- 
ents, and through the consumption of oxygen in decay- 

ng processes, also of water oxygenation. The research on 
biotic factors in the reeds of the Vistula Lagoon in fact 
howed low oxygenation of water in the near-shore zone 
ompared to the middle and peripheral part of the patch, 
djacent to the open water zone. On the one hand, that 
as most likely due to the horizontal distribution of sed- 
ment organic matter, and on the other hand due to a 
ifferent rate of water exchange with the pelagic zone 
 Pawlikowski and Kornijów, 2019 ). Similar horizontal zona- 
ion of oxygen conditions, and other physical and chemi- 
al properties of water or sediment, such as pH or salinity 
ithin stands of emergent vegetation, were found in vari- 
us aquatic ecosystems. This suggests the universal charac- 
er of the phenomenon ( Dvorak, 1970 ; Howard-Williams and 
enton, 1975 ; Kłosowski, 1992 ; Suzuki et al., 1995 ). How- 
ver, there are exceptions, e.g. water throughout the stand 
f emergent vegetation in Lake Huron was typically super- 
aturated with dissolved oxygen, and there was never any 
vidence of anoxia ( Cardinale et al., 1997 ). 
It can be assumed that due to the spatial zonal differ- 

ntiation of abiotic factors in the apparently homogeneous 
abitat of reeds, also benthic macroinvertebrate fauna is 
ot evenly distributed, and differs across the reed stand in 
erms of taxonomy and functional diversity, as well as den- 
ity and biomass. In order to verify this hypothesis, we car- 
ied out seasonal research in the Vistula Lagoon — one of the 
ost important and well-known ecosystems in the south- 
rn Baltic coast with extensive reed beds ( Karstens et al., 
019 ). 

. Material and methods 

.1. Study site 

he Vistula Lagoon is a brackish coastal lagoon adjacent to 
he Gulf of Gdansk of the Baltic Sea. The lagoon has a sur-
ace area of 838 km 

2 , including 328 km 

2 on the Polish side
f the border. The Vistula Lagoon is shallow, with a depth 
ot exceeding 5.2 m in the Russian, and 4 m in the Polish
art. The hydrological dynamics of the waters of the lagoon 
re determined by the inflow of freshwater masses from 

ts extensive catchment area, mixed with salty water in- 
owing from the Gulf of Gda ńsk through the Baltiysk Strait. 
alinity varies from 0 to 6.5 PSU. No tides occur, although 
ind action causes daily water level fluctuations reaching 1 
. The concentrations of total nitrogen and phosphorus in 
ater are high, reaching 1.1—4.4 mg dm 

−3 and 0.06—0.19 
g dm 

−3 , respectively. The most frequently recorded wa- 
er transparency, measured as Secchi disc depth, fluctuates 
round 40 cm ( Kornijów, 2018 ). Bottom sediments are pri- 
arily composed of silt and sand ( Zachowicz, 1985 ). The la- 
oon is very productive, with advanced eutrophic processes 
 Kownacka et al., 2020 ). It is influenced by both maritime
nd continental climates, with ice cover persisting for sev- 
ral days in mild winters, and from December until March in 
he coldest years ( Herman, 2018 ). 
The research was conducted in a reed patch with a length 

f 200 m and width of approximately 60 m (54.33360 °N, 
9.54700 °E), located approximately 2 km north-east of the 



Oceanologia 64 (2022) 433—444 

Figure 1 Location of the study area on the map of Northern Europe (left side, marked with a dot). On the right side — detailed 
map of the analysed reed stand in the Vistula Lagoon. Note that the coastline was drawn conventionally — its range varied as the 
water level changed. Depths are expressed in centimetres. I — inner zone, M — middle zone, O — outer zone. GIS layers sources for 
the map of Northern Europe: Europe coastline and rivers: Natural Earth (2020) ; Country borderlines: NOAA GSHHG (2014) ; Polish 
coastline: SIPAM (2020) simplified; Rivers of Vistula Lagoon catchment: OpenStreetMap (2021) modified; Coastline of the Russian 
part of the Vistula Lagoon: digitized scanned map from Domnin and Chubarenko (2008) . 
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unicipality of Tolkmicko at the southern shore of the 
agoon ( Figure 1 ). No local changes resulting from hu- 
an activity such as shoreline alteration were recorded 
hich could potentially interfere with the obtained re- 
ults ( Brauns et al., 2007 ; Miler et al., 2013 ). Growth of
he macrophytes was seasonal, with regeneration from rhi- 
omes after winter ice-scour. Seasonal changes in reed den- 
ity involved a gradual increase in the number of stems dur- 
ng the vegetative season, lasting from April until October. 
he highest and spatially relatively even values of reed den- 
ity (132—158 stems m 

−2 ) in the analysed patch were ob- 
erved in late summer ( Pawlikowski and Kornijów, 2019 ). 
Measurements of physico-chemical properties conducted 

n 2011 revealed no trends in salinity across the stand 
 Pawlikowski and Kornijów, 2019 ). Water oxygenation at the 
ime was generally lower in the near-shore area than in the 
eriphery adjacent to open water. The opposite pattern was 
bserved for water temperature. Water level fluctuations 
ere characterized by high dynamics, with an amplitude of 
pproximately 40 cm ( Pawlikowski and Kornijów, 2019 ). 

.2. Field survey and laboratory analyses 

he study was conducted in spring (April), summer (August), 
nd autumn (October) 2011. The width of the analysed reed 
tand exceeded 60 m, but the sampling area covered a much 
maller strip (approx. 30 m wide) due to the shallow depth 
n the near-shore area and strong water fluctuations. Sam- 
les from the reed stand were collected along three desig- 
ated sectors arranged parallel to the shoreline, at a dis- 
ance of around 10 m from one another, differing in depth 
nd distance from the shore, depending on geographic dis- 
435 
ribution and changing water level: inner (depth 0—40 cm, 
istance from the shore of approximately 30—40 m), middle 
depth 40—60 cm, distance from the shore of 40—50 m), and 
uter (depth 60—90 cm, distance from the shore of 50—60 
) ( Figure 1 ). 
Four sampling locations, each of approximately 9 m 

2 and 
paced 3 m from one another, were established in each sec- 
or, referred to as zones. In each sampling location, 3 pooled 
ediment cores were collected by means of a transparent 
crylic tube (length 1.5 m; diameter 4.4 cm) closed from the 
op with a stopper. In our opinion, the sampler used is appro-
riate not only for the sampling of sedentary invertebrates, 
ut also for mobile gammarids, and even free-living mysids 
n turbid lagoon water ( Linkowski et al., 2021 ). The tube 
as pushed into the bottom to a depth of 25 cm. No fauna
ccurred deeper in the sediment, as suggested by studies on 
he vertical distribution of macroinvertebrates in sediments 
 Pawlikowski and Kornijów, 2022 ). A total of 36 samples con- 
isting of 108 sediment cores were collected on all sampling 
ccasions. Each sample was washed separately through a 
et with 0.3 mm mesh size, and transported to the labora- 
ory in plastic containers with no water. We chose such fine 
esh to provide accurate community and population esti- 
ates given the relatively small size of macro-invertebrates 

iving in estuarine and lagoon ecosystems ( Schlacher and 
ooldridge, 1996 ). Invertebrates were sorted live by hand 
n a white tray filled with water, and preserved with 4% 

ormaldehyde solution. Oligochaeta were treated with Am- 
an’s lactophenol solution, and Chironomidae larvae with 
aure liquid, and identified to the lowest possible taxon 
ccording to Timm (1999) and Andersen et al. (2013) , re- 
pectively. The nomenclature of Naididae was adopted after 
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Figure 2 Number of zoobenthos taxa in the inner (I), middle 
(M), and outer zone (O) of the reed stand in the Vistula Lagoon. 
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oRMS (2021) . Macrobenthic taxa were assigned to trophic 
roups based on food preferences documented in the 
iterature ( Armitage et al., 1995 ; Pellan et al. 2016 ; 
avage, 1982 ; Vaughn, 1982 ). Categorisation of macroin- 
ertebrates into groups allows a better understanding of 
he processes of the material cycle and ecosystem function 
 Cummins, 1973 ). 
Measurements of reed density were carried out in 10 ran- 

om 0.5 × 0.5 m quadrats within each location, expressed 
s the number of shoots per square meter and averaged 
 Pawlikowski and Kornijów, 2019 ). 
Granulometric analyses involved the collection of addi- 

ional sediment cores with a length of 25 cm in each sam- 
ling location in August. The collected sediments were dried 
nd manually ground in a mortar, and then sieved on a set of 
eological sieves with a mesh of 2 mm, 1 mm, 0.5 mm, 0.25 
m, 0.125 mm, and 0.063 mm. The obtained data were pro- 
essed with the application of GRADISTAT software version 
 ( Blott and Pye, 2001 ). Organic matter content in sediment 
as determined by the direct method as a mass loss on ig- 
ition (LOI) at a temperature of 500 °C for 24 hours. 
Bathymetric measurements were performed by means 

f a ranging rod with an accuracy of 1 cm on 2014.09.04. 
epth was measured in 154 points with geographic coor- 
inates determined by means of a GPS receiver (Garmin 
PSMAP 60CSx). The memory of the receiver also recorded 
he course of the shoreline (zero depth). The data matrix 
as loaded to Surfer 10 software in which a detailed bathy- 
etric map of the studied water body was generated by 
eans of the kriging method. The map was then visually 
rocessed by means of QGIS software ( Figure 1 ). 
Due to unequal variances or non-normal distribution, the 

ollowing non-parametric statistics were applied: 

— Kruskal-Wallis test (H) was applied for the determination 
of the effect of different locations within the reed patch 
on the density and biomass of fauna. 

— Friedman test (Chi-Square) was applied for the determi- 
nation of differences in the density and biomass of fauna 
between sampling occasions. 

T-test was applied for the determination of differences 
n the density of fauna between 2011 and 2013. For this 
omparison, we used data from 2013 in zone M on the 
ertical distribution of macroinvertebrates in sediments 
 Pawlikowski and Kornijów, 2022 ), obtained in a similar way 
s in 2011. Statistical calculations were performed by means 
f Statistica 10 software ( StatSoft, 2011 ). 

. Results 

.1. Zoobenthos 

he material showed the presence of 31 taxa belonging 
o Chironomidae, Naididae, Hirudinea, Chrysomelidae, Am- 
hipoda, Bivalvia, and Nematoda ( Table 1 ). The highest di- 
ersity (24 taxa) was determined in the middle littoral zone, 
nd lowest in the outer zone (16 taxa), adjacent to open 
ater. Depending on the season, the diversity of fauna con- 
iderably changed in the middle and outer zones and was 
elatively stable in the inner zone ( Figure 2 ). 
436 
The highest total density of fauna was reached in spring 
nd summer in the middle zone (12 057—15 510 ind. m 

−2 ), 
nd lowest, irrespective of the season in the outer zone (4 
65—4 658 ind. m 

−2 ) (Kruskal-Wallis test H (n = 12) = 6.06
nd 7.38; p = 0.04 and 0.02, respectively) ( Figure 3 ). Dif-
erences in total density between the zones in autumn 
ere at the threshold of significance (Kruskal-Wallis test H 

n = 12) = 5.80; p = 0.06). 
Biomass values in spring and autumn were the high- 

st in the middle littoral zone (42—107 g ww m 

−2 ), and 
owest in the outer zone (8—10 g ww m 

−2 ) (Kruskal-Wallis 
est H (n = 12) = 7.73 and 6.73; p = 0.02 and 0.03, re-
pectively). In summer, differences in biomass between the 
ones were at the threshold of significance (Kruskal-Wallis 
est H (n = 12) = 5.54; p = 0.06) ( Figure 3 ). 
In terms of percent share, irrespective of the location 

ithin the reed stand (with the exception of the middle 
nd outer zone in April), Tubificinae usually dominated (46—
9%), and among them particularly Limnodrilus hoffmeis- 
eri ( Figure 4 , Table 1 ). The second group with the most con-
iderable share were Chironomidae (15—76%) larvae with 
ominant Glyptotendipes sp. ( Figure 4 , Table 1 ). The pro- 
ortions of percent shares between the most abundant taxa 
aried in particular seasons with no discernible patterns. 
Next to Chironomidae and Tubificinae (2—51% and 10—

3%, respectively), the biomass contained a high share of 
hrysomelidae ( Donacia sp.) (up to 60%) and Amphipoda (1—
2%) ( Figure 4 ). Their contribution varied depending on the 
tudy term: in April, the majority of sites were dominated 
y larvae of Donacia sp. (up to 60%) and Chironomidae (22—
1%), in August Tubificinae (48—73%) and Donacia sp. (23—
0%), and in October Amphipoda (up to 42%) and Tubificinae 
37—56%). 
A large majority of the recorded taxa belonged to detri- 

ivores, constituting more than 58% of the fauna abundance 
 Table 1 , Figure 5 ). The second major trophic group were
mnivores constituting up to 34% of the fauna abundance. 
he percent share of particular trophic groups varied de- 
ending on the season and zone. A considerable share of 
erbivores was observed in spring in the middle zone, and 
 clear increase in omnivores in summer and autumn in the 
iddle and outer zones. 
For the purpose of verification of the stability of benthic 

ommunities in the reed belt, their abundances were com- 
ared in zone M in 2011 and 2013 ( Figure 6 ). In the second
ear of the study, the density of zoobenthos was more than 
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Table 1 Density [ind. m 

−2 ] of zoobenthos in the inner (I), middle (M), and outer (O) zones of the reed stand in the Vistula Lagoon in 2011. DETR — detritivores, CARN —
carnivores, HERB — herbivores, OMNI — omnivores, n. d. — not determined. Mean values ± SE (Standard Error). 

Taxa Trophic group I M O 

NAIDIDAE 

TUBIFICINAE 

n. det. without hair chaetae (juvenile or 
damaged), probably Limnodrilus sp. 

DETR 3 416 ± 591 5 974 ± 1 463 1 206 ± 346 

n. det. with hair chaetae (juvenile or 
damaged), probably: Tubifex sp., 
Potamothrix sp., Psammoryctides sp. 

DETR 786 ± 397 877 ± 124 55 ± 39 

Tubifex tubifex (Müller) DETR 219 ± 127 110 ± 63 0 ± 0 
Limnodrilus hoffmeisteri Clapar. DETR 1 151 ± 443 347 ± 103 420 ± 116 
Limnodrilus claparedeianus Ratz. DETR 365 ± 199 512 ± 228 18 ± 18 
Limnodrilus profundicola (Verill) DETR 110 ± 50 128 ± 63 55 ± 39 
Limnodrilus udekemianus Claparède DETR 37 ± 25 91 ± 74 0 ± 0 
Potamothrix hammoniensis (Mich.) DETR 0 ± 0 37 ± 37 0 ± 0 
Potamothrix moldaviensis Vejd. DETR 0 ± 0 55 ± 55 18 ± 18 
Potamothrix heuscheri (Bretscher) DETR 18 ± 18 146 ± 87 0 ± 0 
Enchytraeidae n. det. DETR 0 ± 0 37 ± 37 0 ± 0 

NAIDINAE 
Naidinae n. det. HERB 0 ± 0 18 ± 18 0 ± 0 

TOTAL Naididae 6 102 ± 1 369 8 330 ± 1 652 1 772 ± 467 

CHIRONOMIDAE 

Chironomus sp. DETR 475 ± 117 183 ± 59 18 ± 18 
Glyptotendipes sp. DETR 694 ± 134 2 503 ± 454 475 ± 299 
Dicrotendipes sp. DETR 110 ± 43 91 ± 50 274 ± 90 
Polypedilum scalaneum (Schr.) DETR 37 ± 25 37 ± 25 0 ± 0 
Cladotanytarsus mancus (Walker) DETR 18 ± 18 347 ± 128 457 ± 305 
Microchironomus tener (Kieff.) DETR 0 ± 0 0 ± 0 37 ± 25 
Endochironomus albipennis (Mg.) DETR 0 ± 0 18 ± 18 0 ± 0 
Parachironomus varus (Goetgh.) CARN 0 ± 0 0 ± 0 37 ± 37 
Cryptochironomus sp. CARN 55 ± 29 292 ± 102 201 ± 69 
Procladius sp. CARN 37 ± 25 73 ± 31 18 ± 18 
Orthocladiinae n. det. HERB 0 ± 0 0 ± 0 18 ± 18 

( continued on next page ) 
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Table 1 ( continued ) 

Taxa Trophic group I M O 

TOTAL Chironomidae 1 425 ± 234 3 544 ± 536 1 535 ± 567 

CRUSTACEA, MALACOSTRACA 

Gammaridae n. det. (probably: G. tigrinus 
and G. duebeni ) 

OMNI 201 ± 87 1 754 ± 370 1 005 ± 341 

Asellus sp. DETR 0 ± 0 37 ± 25 0 ± 0 
INSECTA, CHRYSOMELIDAE 

Donacia sp. HERB 183 ± 53 457 ± 227 37 ± 25 
HIRUDINEA 

Hirudinea n. det. CARN 37 ± 37 0 ± 0 0 ± 0 
BIVALVIA 

Dreissena polymorpha (Pallas) DETR 18 ± 18 37 ± 37 55 ± 39 
OTHERS 

Diptera larvae n. det. n. d. 91 ± 57 55 ± 39 0 ± 0 
Nematoda n. det. DETR 18 ± 18 37 ± 25 0 ± 0 

TOTAL DENSITY 8 075 ± 1 449 14 249 ± 1 449 4 403 ± 811 

NUMBER OF TAXA 19 24 16 
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Figure 3 Density [ind. m 

−2 ] and total biomass [ww g m 

−2 ] of zoobenthos in the inner (I), middle (M), and outer zone (O) of the 
reed stand in the Vistula Lagoon. Small letters denote significant difference (Post-hoc Kruskal-Wallis test, p < 0.05) between areas 
marked with the same letter. No letter aside bar means no significant difference in density or biomass. Whiskers denote Standard 
Error. 

Figure 4 Percent share of the main groups of taxa in total density (left) and total biomass (right) of zoobenthos in the inner (I), 
middle (M), and outer zone (O) of the reed stand in the Vistula Lagoon. 
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Table 2 Characteristics of sediments in the inner (I), 
middle (M), and outer (O) zones of the reed stand in the 
Vistula Lagoon. LOI — organic matter determined as loss 
on ignition. 

I M O 

gravel 0.1% 0.3% 0.5% 
sand 82.5% 88.4% 87.7% 
mud 17.4% 11.3% 11.7% 
LOI 3.1% 1.3% 1.1% 

o
w
s
t
g
T

wice higher (test t = —3.12; p = 0.004). The quantitative 
roportions between groups did not change, with evident 
ominance of Tubificinae and Chironomidae in both years. 

.2. Sediments 

eed grew on sandy-muddy sediments (textural group: 
lightly gravelly muddy sand) ( Table 2 ). In the inner zone, 
ne muddy fractions were considerably more abundant 
17.4%) than in the middle and outer zones located further 
rom the shore (11.3% and 11.7%, respectively). A similar 
attern was recorded in reference to the content of organic 
atter in the sediment ( Table 2 ). 

. Discussion 

he diversity of macroinvertebrates found in the lagoon’s 
eed stand was much higher (31 taxa) than that in the 
439 
pen water central part of the lagoon, where only 6 taxa 
ere reported ( Kornijów et al., 2021b ). It was, however, 
till much lower than in the littoral of freshwater ecosys- 
ems, where many other groups not found in the Vistula La- 
oon inhabit the sediments, e.g. Odonata, Ephemeroptera, 
richoptera, Ceratopogonidae, and Gastropoda ( Arnold and 
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Figure 5 Percent share of particular trophic groups in the total abundance of zoobenthos in the inner (I), middle (M), and outer 
zone (O). DETR — detritivores, CARN — carnivores, HERB — herbivores, OMNI — omnivores. Note: Y-axis truncated to 50—100% range 
for clarity. 

Figure 6 Density [ind. m 

−2 ] of the most abundant groups of zoobenthos in the middle zone in 2011 and 2013. The values are 
means for three sampling occasions. Whiskers denote Standard Error. 
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rmerod, 1997 ; Cardinale et al., 1998 ; James et al., 
998 ; Kornijów et al., 2010 ; Kornijów and Gulati, 1992 ; 
ychra et al., 2010 ; Yozzo and Osgood, 2013 ). The reason 
or this might be elevated salinity which adversely affects 
ome freshwater invertebrates ( Arnold and Ormerod, 1997 ; 
rucet et al., 2012 ; Kornijów et al., 2021a ). 
In both habitats of the lagoon, namely the littoral and 

pen waters, Tubificinae and chironomid larvae showed the 
ighest abundance. In the reed stand, Tubificinae were dom- 
nated by L. hoffmeisteri , like in the central part of the 
agoon. Potamothrix hammoniensis , very abundant in the 
entral part, barely marked its presence in the littoral. 
mong Chironomidae, the larvae of Glyptotendipes sp. were 
he most abundant in the littoral. As typical dwellers of 
ediments overgrown with vegetation ( Kornijów and Gu- 
440 
ati, 1992 ; Pinder, 1995 ), they were not present in the cen-
ral lagoon, where chironomid larvae were instead domi- 
ated by Chironomus balatonicus Devai, Wuelker & Scholl 
 Kornijów et al., 2021b ). Mean total density was compara- 
le (2 806—16 269 ind. m 

−2 in the central part vs. 4 165—15
10 ind. m 

−2 in the reed stand). Functional feeding groups 
ere dominated by detritus eaters in both habitats. 
In the inner littoral zone, the highest densities were 

eached by a tubificid L. hoffmeisteri and Chironomus sp. 
arvae, known for tolerating oxygen deficits and coexist- 
ng under such conditions ( Kornijów et al., 2021b ). A sig- 
ificant percentage of omnivores (mainly Gammarus sp.) 
nd herbivores also occurred. The latter were represented 
lmost exclusively by larvae of the root-piercing beetle 
onacia sp. 



Oceanologia 64 (2022) 433—444 

(
u
E
t
e
A
w
d
t
o
l
d

t
t
p
M  

i
b
t
T
f
t
t
a
t
l
p
(
a
f
t

l
S
o
K
c
c
b

e
n
s
w
V

t
r
d
m
2

t
b
t
r
w
t
t

i
1

r
c
i
a
o
n

a
j
s
d
p  

d
t
n
I
o
D

s
o
b
z

f
c
i
r
p
c
t
c
g
c
i
b

D

T

A

T
F
“
P
w
m

R

A

The mean density of reed stems in the analysed stand 
132—158 stems m 

−2 ) was within the mean range of val- 
es (60—250 stems m 

−2 ) reported from different wetland 
uropean habitats ( Haslam, 1973 ), and corresponded with 
he top determined values, e.g. in freshwater and brackish 
cosystems of the North America ( Meyerson et al., 2000 ). 
lthough the reed zones designated in the Vistula Lagoon 
ere separated by a short distance of approx. 10 m, they 
iffered remarkably in terms of habitat conditions. It par- 
icularly concerned afternoon water oxygenation the values 
f which were proportional to the distance from the shore- 
ine and ranged from 59% (5.4 mg dm 

−3 ) to 109% (9.5 mg 
m 

−3 ) ( Pawlikowski and Kornijów, 2019 ). 
The relationship between the oxygen conditions and 

he diversity and density of bottom fauna, regardless of 
he type of aquatic environment, is a generally known 
attern ( Berezina and Golubkov, 2008 ; Jacobsen, 2020 ; 
aasri et al., 2019 ; Verberk et al., 2011 ). It was also ev-
dent in our research. The highest diversity, density, and 
iomass were found in the middle zone, where oxygena- 
ion was clearly higher than in the inner near-shore zone. 
he exception was autumn, when the highest diversity was 
ound in the inner zone. It can be assumed that at low wa- 
er temperature and at plant density too low to impede wa- 
er circulation, the oxygenation conditions could be aligned 
cross the reed stand, and oxygenation might be no longer 
he structuring factor for the occurrence of some, at least 
ess oxygen-demanding taxa ( Warfe and Barmuta, 2004 ). A 
roportion of Amphipoda, known to be sensitive to hypoxia 
 Meijering, 1991 ), in the inner zone remained negligible in 
utumn. The larvae of Donacia sp. which rely on the plant 
or oxygen ( Houlihan, 1969 ) showed the highest biomass in 
he inner and middle zones, regardless of the season. 
Oxygen shortage can be partially compensated by the re- 

ease of oxygen by macrophyte roots ( Reddy et al., 1990 ; 
and-Jensen et al., 1982 ) that may support the development 
f some benthic macroinvertebrates ( Sagova-Mareckova and 
vet, 2002 ). The process, however, was probably insuffi- 
ient in the stand studied, particularly in summer under the 
onditions of increased temperature and drying out of the 
ottom. 
A characteristic feature of the littoral of freshwater 

cosystems with periodic hypoxia is the occurrence of a high 
umber of invertebrates that respire atmospheric oxygen, 
uch as pulmonate snails or beetles ( Dvorak, 1970 ). They 
ere, however, not present in the brackish waters of the 
istula Lagoon. 
Temporary oxygen shortage in shallow coastal Baltic wa- 

ers seems to be a common phenomenon not only in the 
eed stand. It can also be the result of the decomposition of 
rifting algal mats, leading to a strong depletion of benthic 
acrofauna ( Berezina and Golubkov, 2008; Conley et al., 
011 ). 
In the reed stand, a much higher content of organic mat- 

er in the sediments of the inner zone was not accompanied 
y the highest densities of all detritivores, with the excep- 
ion of L. hoffmeisteri and Chironomus sp. The probable 
eason was the astatic nature of this habitat, associated 
ith periodic drying, and the aforementioned strong fluc- 
uations in oxygenation with periodic hypoxia, favoured by 
he elevated content of sediment organic matter, and lim- 
441 
ted water exchange with the open water ( Cardinale et al., 
997 ; Dvorak, 1970 ; Pawlikowski and Kornijów, 2019 ). 
According to ̇Zbikowski et al. (2021) , the occurrence and 

ate of growth of L. hoffmeisteri may be determined by the 
ontent of the sand fraction with a diameter of 60—160 μm 

n mud. Swallowed by worms, it may accelerate digestion 
nd nutrient assimilation. Due to the different classification 
f sand grain size adopted in this paper, however, we could 
ot verify this theory. 
The relatively lowest total density and biomass, as well 

s the diversity of macroinvertebrates in the outer zone ad- 
acent to the well-oxygenated open water, could have re- 
ulted from predation pressure by fish migrating here by 
ay from the free water area in search for refugia from 

redators ( Macneil et al., 1999 ; Okun et al., 2005 ). An ad-
itional factor might be the instability of the habitat condi- 
ions due to the strong and frequent wave action that could 
ot damp by the vegetation sufficiently ( Kairesalo, 1983 ). 
nterestingly, we found no pattern in terms of distribution 
f invertebrate predators, as previously pointed out by e.g. 
vorak (1970) . 
In conclusion, with some minor exceptions, the pre- 

ented data support our hypothesis predicting the existence 
f a spatial variation pattern in the composition and distri- 
ution of macroinvertebrates in response to the changing 
onal habitat conditions within the reed stand. 
Our main research program lasted for one year. There- 

ore, in order to verify the long-term stability of the fauna 
omposition, we repeated the research two years later 
n the middle zone ( Pawlikowski and Kornijów, 2022 ). We 
ecorded a more than double increase in density, but the 
roportions between the main faunal components did not 
hange much. This suggests that while the density may fluc- 
uate from year to year, the specificity of the assemblage 
omposition remains relatively constant. Our results are 
enerally in agreement with Cardinale et al. (1998) , who 
laimed that distance from open water may be of primary 
mportance for the spatial distributions of macroinverte- 
rates throughout coastal emergent vegetation. 
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Abstract The Bay of Bengal, an affluent region for mesoscale oceanic eddies, is also home 
to devastating tropical cyclones. The intensity modulation of two cyclones, Phailin (2013) and 
Fani (2019), in the Bay of Bengal by the oceanic eddies is studied. The intensities of both the 
cyclones rapidly changed after transiting over mesoscale eddies. The surface and subsurface 
oceanic conditions before and during the passage of the two cyclones were analysed. During 
Phailin (Fani), the cyclonic (anticyclonic) eddy resulted in significant (weak) sea surface tem- 
perature cooling due to the shallow (deep) D26 isotherm. Wind shear estimates revealed that 
it had no (minor) effect on the weakening (intensification) of Phailin (Fani). The analysis of 
enthalpy fluxes during the two cyclones has shown that during Phailin (Fani), the latent heat 
flux supply was reduced (enhanced) by 20 W m 

−2 (30 W m 

−2 ) over the regions of the cyclonic 
(anticyclonic) eddy due to significant (weak) sea surface temperature cooling. The case study 
of cyclone interaction with mesoscale oceanic eddies has shown that a thorough understanding 
of mesoscale eddies is vital for improving the accuracy of the cyclone intensity forecasts. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ropical cyclones (TCs) affect millions of people annually 
cross the globe. TCs cause significant damage to life and 
roperty because of strong winds, heavy precipitation, and 
torm surge. Global warming has resulted in an increase in 
he frequency and intensity of TCs ( Emanuel, 2013 ). The 
ccurate forecast of TC, both in terms of its intensity and 
rack, is highly critical for mitigating socio-economic im- 
acts. Rappaport et al. (2012) reported that even though 
orecasting skills have improved in accurately predicting 
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C’s track over the past few decades, intensity prediction 
emains challenging. The intensity change of a TC is gov- 
rned by a multitude of atmospheric and oceanic processes. 
manuel et al. (2004) reported that air-sea interactions are 
ighly crucial in controlling the intensity of TC. Sea Sur- 
ace Temperature (SST) cooling induced by the strong TC 

inds can curtail the supply of enthalpy fluxes and impede 
he further intensification of TC ( Cione and Uhlhorn, 2003 ; 
alliwell et al., 2015 ). However, studies ( Lloyd and Vec- 
hi, 2011 ; Mei and Pasquero, 2013 ) have documented that 
he SST response to a TC is not entirely dependent on TC 

haracteristics but also depends on the oceanic environ- 
ent. 
The oceanic environment is non-homogeneous. The 

esoscale oceanic eddies have a significant role in deter- 
ining the ocean’s vertical temperature and salinity struc- 
ure. Cyclonic (anticyclonic) eddies promote (restrain) SST 
ooling ( Jaimes and Shay, 2009 ; Lin et al., 2005 ). Hence, the
yclonic (anticyclonic) eddies are referred to as cold (warm) 
ore eddies. The intensification (weakening) of TCs over an- 
icyclonic (cyclonic) eddies has been documented in several 
tudies ( Demaria and Kaplan, 1994 ; Liang et al., 2018 , 2016 ;
in et al., 2005 ; McTaggart-Cowan et al., 2006 ; Shay et al., 
000 ). Lin et al. (2005) have reported on Typhoon Maemi’s 
apid intensification over a giant warm-core eddy. Similarly, 
a et al. (2020) documented the mechanisms responsible 
or the unusual rapid weakening of typhoon Francisco over 
 cold-core eddy using observations and modelling studies. 
The Bay of Bengal (BoB), a semi-closed marginal sea lo- 

ated in the tropical north-eastern Indian Ocean, is rich 
n mesoscale eddies ( Babu et al., 2003 ; Chen et al., 2012 ;
heng et al., 2013 ; Hacker et al., 1998 ; Kurien et al., 2010 ;
rasanna Kumar et al., 2004 , 2007 ). Chen et al. (2012) re- 
orted that the majority of eddies in the BoB are 
enerated in the eastern and western boundaries. 
heng et al. (2018) utilised the synergy of observations and 
odels to understand eddy generation in the central BoB. 
hey reported that equatorial zonal winds mainly drive ed- 
ies generated near the eastern BoB boundary. However, 
he eddy formation in the western BoB is attributed to 
he instability of flow in the East India Coastal Current 
EICC) ( Kurien et al., 2010 ). Vinayachandran (2013) also re- 
orted the formation of cold-core and warm-core eddies, 
specially during April, May, October, and November. The 
oB is also home to the deadliest cyclones in history. High 
STs ( ∼28—31 °C) and weak vertical wind shear during pre- 
onsoon ( Neetu et al., 2019 ) and high relative humidity dur- 

ng post-monsoon ( Li et al., 2013 ) provide a conducive envi- 
onment for TC formation in the BoB. Due to the funnel- 
haped coastline, high storm surges generated during TC 

esult in a high death toll. For example, the Orissa Su- 
er Cyclone resulted in the deaths of approximately 10,000 
eople. Hence, any errors in the forecasts of TC can have 
idespread socio-economic impacts. 
The interaction between pre-existing mesoscale ed- 

ies and TCs in the BoB is a thrust area of research. 
in et al. (2009) investigated the intensification of Nargis 
ver the warm ocean and reported that the pre-existing 
eep, warm subsurface layer decreased SST cooling induced 
y the TC. As a result, the enthalpy fluxes have been shown 
o increase by 300%. Sadhuram et al. (2012) documented 
he intensification of TC Aila by 43% over a warm-core eddy. 
446 
ecently, Liu et al. (2021) documented the influence of 
re-existing cold and warm-core eddies on the intensity 
f tropical storm Roanu in the BoB. Here, we investigate 
he intensity modulation of two intense TCs, Phailin (2013) 
nd Fani (2019), in the BoB. Both the TCs interacted with 
re-existing mesoscale eddies in the BoB before landfall. 
hailin, a category-5 TC, encountered a cyclonic eddy and 
eakened to a category-3 TC before landfall. Contrastingly, 
ani intensified to a category-4 TC from category-3 when it 
assed over an anticyclonic eddy. The role of pre-existing 
esoscale eddies in the intensity modulation of these two 

ntense TCs, Phailin (2013) and Fani (2019), in the BoB, was 
nalysed and presented. 

. Data and methodology 

he gridded daily global estimates of sea level anomaly 
SLA) based on Ssalto/Duacs altimeter products pro- 
uced and distributed by Copernicus Marine and Envi- 
onment Monitoring Service (CMEMS) ( http://www.marine. 
opernicus.eu ) are used for the detection of mesoscale 
eatures. The six-hour interval tracks of Phailin (2013) 
nd Fani (2019) were obtained from Joint Typhoon Warn- 
ng Centre ( https://www.metoc.navy.mil/jtwc/jtwc.html? 
orth- indian- ocean ). The high-resolution (1 km) daily-mean 
oundation SST (SSTfnd) from the Group for High-Resolution 
ea Surface Temperature (GHRSST) Level 4 gridded prod- 
cts ( Donlon et al., 2007 ) is utilised. Subsurface temper- 
ture data products at 1/12 ° resolution from CMEMS( http: 
/marine.copernicus.eu/getting-started/ ) are used for the 
stimation of the depth of 26 °C isotherms (D26) and Tropical 
yclone Heat Potential (TCHP). CMEMS products utilise the 
ynergy of advanced modelling and data assimilation tech- 
iques. 
The TCHP is calculated using the formula 

CHP = ρCp 

∫ D 26 

0 
( T z − 26 ) dz (1) 

Hourly datasets of relative humidity at 700 hPa (MTRH), 
onal and meridional winds at 200 and 850 hPa, Latent Heat 
lux (LHF) and Sensible Heat Flux (SHF) from ERA5 reanal- 
sis products ( Hersbach and Dee, 2016 ) were also utilised. 
he in-situ observations of Sea Level Pressure (SLP), wind 
peed, and temperature profiles during TCs Phailin and Fani 
rom moored buoys deployed by the National Institute of 
cean Technology ( Venkatesan et al., 2013 ) are used for 
nderstanding the temporal evolution. Vertical Wind Shear 
VWS) is calculated as the vector difference between the 
00- and 850-hPa winds. 

. Results and discussion 

.1. Synopsis of cyclone Phailin (2013) and Fani 
2019) 

he track of the two intense TCs, Phailin (category-5) and 
ani (category-4), developed over the BoB overlaid on TRMM 

ainfall along with the location of moored buoys deployed 
y the NIOT is shown in Figure 1 a—b, respectively. North- 
entral BoB received cumulative precipitation of ∼20 cm 

http://www.marine.copernicus.eu
https://www.metoc.navy.mil/jtwc/jtwc.html?north-indian-ocean
http://marine.copernicus.eu/getting-started/
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Figure 1 TRMM cumulative precipitation (cm) in the Bay of Bengal on (a) 11 October 2013 (Phailin), (b) 01 May 2019 (Fani). SLP 
and Wind speed at 10 m height (c) for Phailin, (d) for Fani. Subsurface temperature at 10 m from (e) BD10 for Phailin (f) BD11 for 
Fani. The black triangular shaped markers in panels a and b represent the mooring deployed by NIOT. The red circle-shaped markers 
in panels a and b indicate the intensity of the cyclone on Saffir-Simpson scale. 
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uring Phailin. Phailin was the strongest post-monsoon cy- 
lone (09—13 October 2013), making landfall at the Odisha 
oast after the Orissa Super Cyclone in 1999. Phailin devel- 
ped as a tropical storm over the northern Andaman Sea on 
ctober 9, 2013 and intensified into a category-1 on Octo- 
er 10, 2013. Moving north-westwards, it further intensified 
nto a category-3 TC and finally reached maximum intensity 
ith a central pressure of 940 hPa and wind speed of 115 
nots (category-5) on October 11, 2013 at 16.0 °N, 88.5 °E. 
t crossed Odisha near Gopalpur on 12 October 2013 as a 
ategory-3 cyclone. Fani (27 April—03 May 2019) was one of 
he strongest pre-monsoon TCs in the BoB after 1994, de- 
eloped near the equator in the north Indian Ocean. Fani 
447 
overed 3030 km in the open ocean from the south BoB to 
he north Odisha coast and maintained a wind speed of ≥100 
nots for 36 hours ( Singh et al., 2021 ). Heavy rainfall ( ∼20
m) occurred in the western BoB near the BD11 mooring 
 Figure 1 b). It made landfall on the Odisha coast near Puri
s a category-4 cyclone with ∼105 knots. 

.2. In situ observations from moored buoys in the 

icinity of cyclone track 

he significant observations of meteorological parame- 
ers and SST from the moored buoys during Phailin and 
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Figure 2 Five-day average AVISO SLA data (a) during 04—08 October 2013 before the passage of Phailin, (b) during 10—14 October 
2013 during the passage of Phailin, (c) during 24—28 April 2019 before the passage of Fani, and (d) during 29 April—03 May 2019 
during the passage of Fani. The black triangular shaped markers represent the moorings deployed by NIOT. The red circle-shaped 
markers indicate the intensity of the cyclone on the Saffir-Simpson scale. 
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ani in the vicinity of the TC tracks were shown in 
igure 1 c—f. The average SLP was ∼1010 hPa with wind 
peed in the range of 5—10 m s −1 before the passage 
f Phailin ( Figure 1 c). The SLP in the moored buoy BD10 
88 °E/16.5 °N) dropped to 920 hPa, and wind speeds in- 
reased to 37 m s −1 on 11 October 2013. The observa- 
ions from remote sensing platforms also estimated the 
LP to be around 910 hPa during Phailin. Note that Phailin 
as a category-5 cyclone near BD10. Two of the NIOT 
uoys, namely BD14 (88 °E/7 °N) and BD11 (84 °E/13.5 °N) 
long the track, recorded the significant anomalies of Fani 
 Figure 1 d). BD14, located 35 km from the track, observed 
 maximum wind speed of 21 m s −1 , and SLP dropped to 997
Pa on 27 April 2019 during the genesis stage of Fani. The 
LP dropped to 973.5 hPa, and the wind speed increased up 
o 32 m s −1 in BD11 (located 12 km from the track) on 30
pril 2019, when Fani reached the intensity of category-3. 
The temperature at 10 m from BD10 and BD11 during 

hailin and Fani is shown in Figures 1 e and f, respectively. 
he temperature measured at 10 m by the NIOT buoys can 
448 
e considered Foundation SST (SSTfnd) since it is free from 

iurnal variability (GHRSST-PP). The SSTfnd from BD10 be- 
ore Phailin was ∼29—29.5 °C ( Figure 1 e), whereas a high 
STfnd of ∼30—31 °C was observed at BD11 prior to the for-
ation of Fani ( Figure 1 f). Intense cooling of ∼6 °C was
bserved at BD11 after the passage of Fani. However, SST 
ooling of ∼1 °C was observed at BD10 after Phailin’s pas- 
age. Significant wave height of 6.8 m, 3.8 m and 5 m was
ecorded by the moored buoys BD11, BD14 and BD08, re- 
pectively, during Fani (Figures not shown). The synoptic 
onditions during the two TCs were analysed using remote 
ensing observations in the following section. 

.3. Surface oceanic conditions during Phailin and 

ani 

.3.1. Pre-existing oceanic eddies 
he presence of mesoscale oceanic eddies characterises the 
urface oceanic conditions before and during the passage of 
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Figure 3 Five-day mean SST from GHRSST in the Bay of Bengal during (a) pre-Phailin days (04—08 October 2013), (b) Phailin days 
(10—14 October 2013), (d) pre-Fani days (24—28 April 2019), and (e) Fani days (29 April—03 May 2019). (c) SST changes caused 
by cyclone Phailin are calculated by subtracting SST data in (a) from (b). (d) The same as 3(c), but the SST changes after Fani’s 
passage. The black triangular-shaped markers represent the moorings deployed by NIOT. The red circle-shaped markers indicate 
the intensity of the cyclone on the Saffir-Simpson scale. 
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hailin and Fani. Mesoscale eddies are an integral part of 
cean circulation in the BoB. Intense eddy activity is ob- 
erved throughout the year in the BoB ( Chen et al., 2012 ; 
heng et al., 2018 ). Eddies that are generated in the east- 
rn BoB due to the interactions of wind, nonlinear pro- 
esses, and coastline geometry get embedded in the Rossby 
aves and propagate westwards. The eddy also gets gener- 
ted in the western BoB due to flow instabilities in the EICC 

 Kurien et al., 2010 ). Hence, the circulation in the western 
oB is primarily dominated by eddy—mean flow interactions 
 Chen et al., 2012 ). TCs are most active in the BoB during
he post-monsoon (October—December) and pre-monsoon 
easons (April—May). The TCs generated in the BoB gen- 
rally move in a north-westerly direction during the post- 
onsoon season and northerly or north-easterly direction 
uring the pre-monsoon season. The intensity of TCs gets 
odulated by mesoscale eddies. Hence, we have analysed 
he daily SLA data from AVISO to detect eddies and their in- 
eraction with Phailin and Fani. Figure 2 a and b shows the 
ve-day average SLA before (04—08 October 2013) and dur- 
ng (10—14 October 2013) the passage of Phailin. 

A pre-existing cyclonic eddy evident in a closed-contour 
egative SLA can be seen in the western BoB near 
f  

449 
6.5 °E/17 °N ( Figure 2 a). Phailin attained its peak intensity 
f category-5 TC near the BD10 mooring. It encountered a 
yclonic eddy and subsequently weakened to a category-3 
C. However, in the case of Fani, a pre-existing anticyclonic 
ddy with a closed-contour positive SLA is present in the 
egion of 82—87 °E/15—17 °N. Fani was a category-3 TC be- 
ore encountering the anticyclonic eddy and intensified to 
 category-4 TC when it passed over the anticyclonic eddy. 
esoscale oceanic eddies can alter the surface SST signa- 
ures ( Gaube et al., 2019 ). Also, SST plays a crucial role in
etermining TC intensity ( Fisher, 1958 ). Hence, the role of 
he cyclonic and anticyclonic eddies on SST during the two 
Cs was investigated further. 

.3.2. SST 

he energy required for the TCs comes from surface en- 
halpy fluxes ( Emanuel, 1986 ), which depend on SST. Sev- 
ral studies (for example, Demaria and Kaplan, 1994 ) have 
ocumented the relationship between SST and the inten- 
ity of TC. Furthermore, SST uncertainty has been shown to 
lay a significant role in errors in estimating and predict- 
ng TC intensity. The five-day averaged SSTfnd from GHRSST 
or Phailin and Fani is shown in Figure 3 a—b and d—e, re-
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Figure 4 Five-day average D26 isotherm estimated from CMEMS data (a) during 04—08 October 2013, before the passage of 
Phailin, (b) during 10—14 October 2013, during the passage of Phailin, (c) during 24—28 April 2019, before the passage of Fani, and 
(d) during 29 April—03 May 2019, during the passage of Fani. The black triangular-shaped markers represent the moorings deployed 
by NIOT. The red circle-shaped markers indicate the intensity of the cyclone on the Saffir-Simpson scale . 
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pectively. The SST in the BoB prior to Phailin was greater 
han 29 °C, which was consistent with moored buoy obser- 
ations ( Figures 3 a and 1 e). During Phailin, the SST cool- 
ng in the BoB was very small, 0.5 °C ( Figures 3 b—c). Studies
 Chaudhuri et al., 2019 ; Navaneeth et al., 2019 ) reported 
hat the less cold wake during Phailin is due to salinity 
tratification. Sengupta et al. (2008) also reported that the 
ST cooling induced by the post-monsoon cyclones in the 
pen north BoB is minimal. However, there was a signifi- 
ant cooling of 2.5 °C in the areas where a cyclonic eddy 
as present ( Figure 3 c). Phailin weakened to a category- 
 TC after passing through the cold wake. The entire BoB 
ad a very warm SST ( > 30.5 °C) prior to Fani ( Figure 3 d).
he SST cooling was more pronounced in the regions south 
f 15 °N ( Figures 3 e—f) during Fani. However, SST cool- 
ng was minimal in areas above 15 °N (0.75 °C). Also, note 
hat Fani intensified into a category-4 TC in this region. To 
ummarise, the passage of Phailin over the cyclonic eddy 
aused a significant SST cooling. The intensity of Phailin 
450 
as found to be reduced from category-5 to category- 
 during its passage over a cyclonic eddy. Contrastingly, 
ani’s passage over an anticyclonic eddy caused a weak cold 
ake. Also, Fani strengthened to category-4 from category- 
 over the anticyclonic eddy. Gaube et al. (2019) docu- 
ented that the cyclonic (anticyclonic) eddies result in 
hoaling (deepening) of mixed layers by eddy upwelling 
downwelling). These subsurface changes induced by ed- 
ies can vary the TCHP and thereby affect the intensity 
f TC. Therefore, the subsurface ocean conditions during 
hailin and Fani were investigated further to determine the 
auses of the intensity modulation of Phailin and Fani over 
ddies. 

.4. Subsurface ocean conditions 

he energy required for a TC’s intensification is provided by 
he ocean from the surface up to a depth in the range of
00—200 m ( Lloyd & Veechi, 2011 ; Price, 1981 ; Shay et al.,
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Figure 5 Five-day average TCHP estimated from CMEMS data (a) during 04—08 October 2013, before the passage of Phailin, (b) 
during 10—14 October 2013, during the passage of Phailin, (c) during 24—28 April 2019, before the passage of Fani, and (d) during 
29 April—03 May 2019, during the passage of Fani. The black triangular-shaped markers represent the mooring deployed by NIOT. 
The red circle-shaped markers indicate the intensity of the cyclone on the Saffir-Simpson scale. 
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000 ). The TCHP quantifies the thermal energy available 
elow the ocean surface for the intensification of TC. TCs 
o not form in oceanic regions with SSTs less than 26 °C. 
ence, TCHP is estimated as the vertical integration of 
cean temperatures above 26 °C. Intensification of TC occurs 
n the regions of high TCHP ( Wang and Wu, 2018 ). NOAA’s 
urricane Centre has been using altimeter-derived TCHP 
ata for operational forecasts since 2004 ( Mainelli et al., 
008 ) and has reported that the forecasts are more accurate 
hen using TCHP than SST alone. The D26 and TCHP values 
or Phailin and Fani, estimated from CMEMS, are shown in 
igures 4 and 5 , respectively. 
The D26 isotherm can be considered as mid-thermocline 

epth, and the deepening (shoaling) of the D26 isotherm 

ndicates downwelling (upwelling). The D26 isotherm was 
hallow ( < 40 m) in the cyclonic eddy region before Phailin 
 Figure 4 a). When Phailin passed over the region of the cy- 
lonic eddy, the cooler thermocline water is entrained into 
he mixed layer, lowering the SST ( Figure 3 c) compared 
451 
o others . The shallow D26 also resulted in low TCHP val- 
es ( < 40 kJ cm 

−2 ) before Phailin in the cyclonic eddy re-
ions ( Figures 4 a and 5 a). In situ temperature profiles from
D10 mooring also revealed a shallow D26 ( ∼60 m) before 
he passage of Phailin cyclone ( Figure 6 a). The shallow D26 
sotherm resulted in low TCHP values and significant SST 
ooling during the passage of Phailin over the cyclonic eddy. 
he cool SST and low TCHP over the regions of the cyclonic 
ddy supported the dampening of Phailin’s intensity. How- 
ver, during Fani, the region of the anticyclonic eddy was 
haracterised by a deep D26 isotherm ( > 120 m) ( Figure 4 b)
hich indicates that the extension of the warmer tempera- 
ure approaches 26 °C up to 120 m depth, resulting in high 
CHP values of ∼140—180 kJ cm 

−2 ( Figure 5 b ) . Prior to
ani’s passage, a deep D26 isotherm (90 m) was observed 
n the BD11 mooring ( Figure 6 b). The deep D26 isotherm re-
ulted in high TCHP values and less cold wake over the anti- 
yclonic eddy. The weak SST cooling and high TCHP provided 
 conducive environment for the intensification of Fani. SST 



N. Kodunthirapully Narayanaswami and V. Ramasamy 

Figure 6 Temporal evolution of the vertical profile of temperature based on hourly moored buoy observations at a) BD10 during 
Phailin (2013) and b) BD11 during Fani (2019). The black line indicates the depth of the D26 isotherm in metres. The black dashed 
vertical lines represent the cyclone period and the red dashed lines indicate the time period where the cyclones were closest to 
the mooring locations. 
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atterns modulated by the oceanic eddies due to subsurface 
emperature variations can change the enthalpy fluxes at 
he air-sea interface. As the enthalpy fluxes control TC in- 
ensity ( Emanuel, 1986 ; Emanuel et al., 2004 ; Riehl, 1954 ), 
he influence of the oceanic eddies on the enthalpy fluxes 
as further investigated. 

.5. LHF during Phailin and Fani 

ST modulates the enthalpy fluxes (LHF + SHF) at the air- 
ea interface. The moisture and thermal disequilibrium at 
he air-sea interface are controlled by SST response. Stud- 
es by Cione and Uhlhorn (2003) revealed that SST cooling 
f approximately 1 °C within the inner core of a TC could 
ffectively change the maximum total enthalpy flux by 40% 
452 
r more. Studies Ma et al. (2015) and Ma (2018) reported 
hat the LHF rather than SHF has a significant role in fu- 
lling storm intensification. The oceanic eddies modulated 
ST patterns during Phailin and Fani, which in turn could 
ead to variations in enthalpy fluxes. Hence, LHF and SHF 
ariation during the two TCs was analysed. In order to study 
he eddy-TC interaction, ERA5 LHF and SHF data were tem- 
orally filtered using a 3—10 day Lanczos band-pass filter. 
urthermore, a 2-D Gaussian high-pass filter with a cut-off
avelength of 600 km. The filtered LHF (LHF filt ) and SHF 
SHF filt ) on October 12, 2013 and May 02, 2019 during Phailin 
nd Fani were shown in Figures 7 a—d. These two days were 
elected since the cyclones were located over eddies. The 
HF filt and SHF filt showed positive values of ∼20—30 W m 

−2 

nd ∼3 W m 

−2 in the vicinity of the cyclone track located 
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Figure 7 Filtered-LHF (LHF filt ) on (a) October 12th, 2013 (Phailin); (b) May 02, 2019 (Fani). Filtered-SHF (SHF filt ) on (c) October 
12, 2013 (Phailin) and (d) May 2, 2019 (Fani). 
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ithin the cyclonic eddy on October 12th, 2013 ( Figures 7 a—
). The cold wake ( Figure 3 c) created due to the cyclonic 
ddy curtailed enthalpy fluxes and resulted in the weaken- 
ng of Phailin. However, during Fani, LHF filt showed negative 
alues ( ∼30 W m 

−2 ) in the vicinity of the cyclone track sit-
ated within the anticyclonic eddy ( Figure 7 b). The meagre 
ST cooling ( Figure 3 f) due to the presence of anticyclonic 
ddy enhanced the LHF, which supported the intensification 
f Fani. 

.6. Atmospheric parameters (VWS, MTRH and 

ivergence at 200 hPa) 

C intensities are greatly affected by VWS ( DeMaria and Ka- 
lan 1999 ; Fitzpatrick 1997 ; Hanley et al. 2001 ). The low 

WS between 950 and 200 hPa levels reduces the ‘venti- 
ation effect’ of latent heat released in the cumulonim- 
us clouds in the core region of the TC. For intensifica- 
ion, VWS values less than ∼10 m s −1 is conducive, with val- 
es between ∼2 and 4 m s −1 favouring rapid intensification 
453 
 Paterson et al., 2005 ). Hence, the role of VWS in modulat-
ng the intensity of Phailin and Fani is being investigated. 

The Central Pressure (CP) and Maximum Sustained Winds 
MSW) of Phailin and Fani, obtained from JTWC six-hourly 
rack data, are shown in the Figure 8 a and b respectively. 
Phailin was a category-5 TC with a CP and MSW of ∼922 

Pa and 140 knots on October 11, 2013 before encounter- 
ng the cyclonic eddy. The CP increased to 948 hPa and the 
SW decreased to 100 knots on October 12, 2013, equiva- 
ent to a category-4 TC, after encountering the cold-core 
ddy. The VWS along Phailin’s track is shown in Figure 8 e. 
he VWS values were less than 9 m s −1 , after October 10,
013, making them conducive for intensification. Also, the 
ntensity of Phailin was at its maximum (category-5) during 
his time. Phailin encountered the cold-core eddy on Oc- 
ober 11, 2013. Despite the fact that the VWS values were 
avourable for intensification (10 m s −1 ), Phailin weakened 
o a category-4 TC. Figure 8 c shows the SST cooling aver- 
ged over a 1 ° × 1 ° box centred on Phailin’s track. Signifi- 
ant SST cooling (3 °C) occurred in the vicinity of Phailin’s 
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Figure 8 Central Pressure and Maximum Sustained Wind Speeds from JTWC track data (a) for Phailin and (b) for Fani. SST cooling 
averaged over a 1 ° × 1 ° box along the TC track (c) for Phailin and (d) for Fani. Vertical wind shear along the TC track (e) for Phailin 
(f) for Fani. The vertical red lines indicate the time of TC entering and leaving the eddy. 
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rack in the areas of the cold-core eddy ( Figures 3 c and 
 c). Strong cooling curtailed the supply of enthalpy fluxes 
 Figures 7 a and c) dampening the intensity of Phailin. 
Fani, on the other hand, was a Category 3 TC with a CP 

f ∼951 hPa and a MSW of ∼110 knots on May 01, 2019 
 Figure 8 b). The CP dropped to 917 hPa and the MSW in-
reased to ∼135 knots after encountering the warm-core 
ddy. The VWS was ∼8 m s −1 when Fani encountered the 
arm-core eddy and remained less than ∼8 m s −1 favouring 
ntensification ( Figure 8 f). Paterson et al. (2005) reported 
hat values of VWS in this range will result in an intensifi- 
ation of ∼3 hPa. However, Fani experienced an intensifi- 
ation of ∼34 hPa. This suggests that VWS has only a minor 
ffect on the intensification of Fani. The SST cooling aver- 
ged over a 1 ° × 1 ° box centred on the Fani’s track is shown 
454 
n Figure 8 d. Weak SST cooling in the regions of warm-core
ddy favoured the intensification of Fani ( Figures 3 f and 8 d).
he analysis of MTRH and divergence at 200 hPa during the 
re-cyclonic days of Phailin and Fani has shown that these 
arameters have no significant contribution to modulating 
he intensity (Supplementary Figure S1). 

. Conclusions 

he intensity modulation of TCs Phailin (2013) and Fani 
2019) in the BoB is analysed in this study. Both the cy- 
lones interacted with pre-existing mesoscale eddies before 
heir landfall. The mesoscale eddies modulated the inten- 
ity of the two TCs. Phailin weakened to a category-3 TC 



Oceanologia 64 (2022) 445—456 

f
t
i
i
s
f
w
S
(  

S
S
i
1
a

r
c
i
i
w
d
i
o
e
r
D
i
w
i

i
t
y
∼
d
s
i
c
p
t
r
o
h
t
t
s
e
s

D

T
n
a

A

T
G

m
r
t
m

S

S
f
o

R

B

C

C

C  

 

C  

C

D

D

D

E

E

E

rom a category-5 after encountering a cyclonic eddy. Con- 
rastingly, Fani transected over an anticyclonic eddy and 
ntensified. The surface and subsurface oceanic conditions 
n the BoB during the two TCs were analysed. The analy- 
is revealed a pre-existing cyclonic eddy (SLA < 25 cm) be- 
ore the passage of Phailin. However, an anticyclonic eddy 
as present before the passage of Fani. Before Phailin, the 
ST in the BoB was 29.5 °C. However, SST was much higher 
 > 31 °C) in the BoB before the onset of Fani. During Phailin,
ST cooling in the BoB was minimal (1 °C), with significant 
ST cooling ( > 2 °C) restricted to cyclonic eddy regions. Dur- 
ng Fani, significant SST cooling ( > 1 °C) occurred south of 
6 °N. In contrast, the SST cooled very little (0.75 °C) in the 
nticyclonic eddy regions. 
The D26 isotherm and TCHP in the BoB during two TC pe- 

iods were analysed to characterise the subsurface oceanic 
onditions. The D26 isotherm was observed to be shallower 
n the regions of cyclonic eddy compared to other regions 
n the BoB before the passage of Phailin. The TCHP values 
ere also lower in the regions bounded by the cyclonic eddy 
ue to shallow D26. Hence, significant SST cooling occurred 
n the regions confined by cyclonic eddy during the passage 
f Phailin, which favoured the weakening of Phailin. How- 
ver, before Fani, the subsurface oceanic conditions in the 
egions of anticyclonic eddies were characterised by deep 
26, which resulted in high TCHP. Hence, a weak SST cool- 
ng occurred in these regions during the passage of Fani. The 
eak SST cooling provided a conducive environment for the 
ntensification of Fani over the anticyclonic eddy. 

The enthalpy fluxes, especially LHF, play a significant role 
n controlling the TC intensity. Hence, LHF and SHF varia- 
ions during the passage of two TCs over eddies were anal- 
sed. The LHF and SHF decreased by ∼20—30 W m 

−2 and 
3 W m 

−2 respectively, in the region of the cyclonic eddy 
uring Phailin on October 12, 2013. The analysis of VWS has 
hown that even though the shear was favourable for the 
ntensification of Phailin, the strong SST cooling due to the 
yclonic eddy curtailed the supply of enthalpy fluxes (es- 
ecially LHF) and favoured the weakening of Phailin. Con- 
rastingly, in the case of Fani, the weak SST cooling in the 
egions of anticyclonic eddy enhanced LHF supply from the 
cean and favoured intensification. The estimates of VWS 
ave shown that it played a minor role in Fani’s intensifica- 
ion. The case study of the two TCs in the BoB has shown 
hat the mesoscale oceanic eddies can modulate the inten- 
ity of TC. Hence, a thorough understanding of mesoscale 
ddies is vital for improving the accuracy of the TC inten- 
ity forecast. 
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Abstract This study aimed to investigate the capability of the one-dimensional (1D) mode of 
the Simulating WAves till SHore (SWASH), as a non-hydrostatic wave-flow model with six ver- 
tical layers, to reproduce the cross-shore wave evolution. For this purpose, the given model 
was initially calibrated for wave energy and the outputs were then verified with the field data 
measured at the Southern Caspian Sea. The calibration coefficients obtained for wave breaking 
are significantly less than the ones which have been mostly reported in previous studies for 
the two-dimensional (2D) mode of the SWASH. Although the reproduced wave height parame- 
ters are generally in good accordance with the field observations, the period parameters and 
the number of waves are overestimated and underestimated by the model, respectively. More- 
over, the inaccuracies at the shallow stations are worse than at the transitional depths. The 
overestimation in both the reproduced energy of infragravity waves (IG) and their wavelength 
along with the underestimation in the wind-wave energy content are also among the factors 
responsible for the model deficiencies. The findings have revealed that the overestimation of 
the reproduced IG waves is the main reason for the underestimation of the breaking dissipation 
rate for irregular wave trains in the 1D mode. Therefore, more intensive breaking dissipation 
via selecting lower coefficient values is necessary to exhaust a certain energy content from 

longer waves in the 1D mode. This approach ultimately induces an over-dissipation of short 
wind-waves. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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. Introduction 

lmost all nearshore hydrodynamic processes are controlled 
y wave transformations. Wind-waves, with periods last- 
ng between 4 and 20 s, propagating toward shorelines 
lso sense seabed disturbance, become skewed and asym- 
etric, and then break. The energy released from depth- 

nduced wave breaking then drives nearshore currents, rips, 
nd undertows and consequently causes sediment trans- 
ort and morphological changes ( Hoefel and Elgar, 2003 ; 
onguet-Higgins and Stewart, 1964 ; Longuet-Higgins, 1970 ; 
acMahan et al., 2006 ; Svendsen, 1984 ). Some energy con- 
ent also transfers to low-frequency waves, known as infra- 
ravity (IG) waves or surf beat, having periods in the range 
f 20—200 s, and some other part transfers to higher har- 
onics through wave coupling or bore waves. 
The IG waves, with small heights in deep water 

 Webb et al., 1991 ), may thus have the most energy con- 
ribution of the total wave train across inner surf and swash 
ones, especially under high-energy conditions ( Gao, et al., 
019 ; Guza and Thornton, 1982 ). The domination of IG 

aves for stormy conditions in very shallow water also re- 
ults in energy spectra with IG peaks, concurrent with flat- 
ening wind-wave peaks due to breaking dissipation. Nu- 
erous studies reported the stronger dependency of IG 

ave energy on swell than sea waves (e.g., Elgar et al., 
992 ; Mahmoudof, 2018a ; Ruessink, 1998 ). Such waves can 
ave significant impacts on dune erosion, sand bar, or mud- 
at formation ( de Bakker et al., 2016a ; de Vries et al., 
008 ; Roelvink et al., 2009 ), and may give rise to resonance 
nd disorder in continuous dock operations in large har- 
ors ( Gao et al., 2020 , 2021 ; González-Marco et al., 2008 ).
he time-varying breakpoints of irregular waves during high- 
nergy conditions and negative nonlinear wave-wave inter- 
ctions under moderate conditions are known as two main 
enerating sources of released and bound IG waves, re- 
pectively ( Hasselmann, 1962 ; Longuet-Higgins and Stewart, 
962 ; Symonds et al., 1982 ). Battjes et al. (2004) realized 
he role of normalized bed slope parameter as βb = 

α

ω 

√ 

g 
d b 

in 

he domination of each generating mechanism of IG waves. 
n this relationship, α is the bed slope, ω denotes the angu- 
ar frequency, g , and d b are the gravitational acceleration 
nd the averaged breaking depth, respectively. In a mild- 
lope regime with βb < 0 . 3 , the generation of bound IG type
s a result of nonlinear interactions is dominant. Larger val- 
es of βb imply a steep-slope regime wherein the released 
ype of IG due to moving breakpoints dominates in the surf 
one. On very steep beaches or coastal cliffs, wherein IG 

aves are not fully dissipated, a significant proportion of 
heir energy can thus reflect toward the sea, resulting in 
ignificant reflection coefficients close to or even greater 
han unity ( Guza and Thornton, 1985 ; Mahmoudof et al., 
021 ; Sheremet et al., 2002 ). However, the energy of such 
aves is considerably dissipated until shorelines. The dissi- 
ation mechanisms of these waves have been thus far dis- 
ussed in numerous studies (e.g., de Bakker et al. 2014 ; 
uju et al., 2012 ). On the other hand, positive triad wave- 
ave interaction is one of the processes that can transfer 
nergy to higher harmonics in the shoaling zone. The pri- 
ary swell waves can also decouple and decompose to sev- 
ral shorter and smaller secondary waves indicating a mild 
m

458 
nergy transfer to high-frequency harmonics especially on 
arred beaches ( Masselink, 1998 ). 
Considering the complexity of coastal hydrodynamic pro- 

esses controlled by wave transformation, numerical mod- 
ls are useful tools to assess and predict these phenomena. 
herefore, the models proposed for this purpose need to 
valuate coastal wave evolution accurately. To meet this 
bjective, wave characteristics and statistics (e.g., wave 
eights and period parameters) reproduced by such mod- 
ls must be verified with those observed in the field and 
aboratory measurements. 

In this regard, phase-averaged or spectral wave models 
perate based on the energy-action equation, and solve the 
nown source and sink terms ( Komen et al., 1994 ; the Wave
odel Development and Implementation Group [WAMDI], 
988 ). One of the important assumptions of these models is 
hat the wave field is often founded on the near-Gaussian 
istribution, which is not valid in the shallow waters of 
earshores due to the nonlinear effects of the wave field. 
he inaccuracy of phase-averaged models as a result of this 
iscrepancy accordingly reveals the demand for models with 
he capability to capture high-order wave-wave interactions 
nd reproduce wave nonlinearities near the shores. 
Phase-resolving wave models can simulate the nonlin- 

arities of shallow-water waves and reproduce nearshore 
ydrodynamic processes driven by wave transformations. 
enerally, the success of these models to represent coastal 
ave evolution has been thus far confirmed in several stud- 
es (e.g., Madsen et al., 2002 ; Torres-Freyermuth et al., 
007 ). The main concerning problem facing the applica- 
ion of these models is their high computational cost and 
ime, even for small-scale domains. The Boussinesq and 
on-hydrostatic types of phase-resolving models are gener- 
lly exploited to simulate coastal scale applications. The 
rst type is a developed representation of weakly dis- 
ersive models ( Gao, et al., 2017 ; Madsen et al., 2002 ;
wogu, 1993 ; Wei et al., 1995 ). On the other hand, the non-
ydrostatic models solve the basic conservation equations 
or mass and momentum ( Ma et al., 2012 ; Stelling and Zi-
lema, 2003 ; Yamazaki et al., 2009 ). In the non-hydrostatic 
odels, the free surface of the water is described using 
 single-valued function of the horizontal plane. However, 
hese models often fail to accurately reproduce the details 
f wave-breaking processes such as air entrainment, wave- 
nduced turbulence, and overturning. 

The Simulating WAves till Shore (SWASH), as a non- 
ydrostatic wave-flow model based on nonlinear shallow 

ater equations, is capable to explain complex changes in 
apidly varying flows. The model assumes a hydrostatic pres- 
ure approximation in the frontline of breaking waves, en- 
uring that the waves develop a vertical face. The SWASH 

s also known as a valuable tool to investigate coastal wave 
rocesses controlled by wave breaking, such as frequency 
nergy transfer, cease of wave-wave coupling, as well as IG 

ave generation and dissipation. Thus, an accurate evalu- 
tion of coastal wave breaking and evolution is a prereq- 
isite to attain a proper estimation of other dependent 
rocesses. Although the model can simulate complex pat- 
erns in horizontally two-dimensional (2D) configurations, 
he horizontally one-dimensional (1D) mode is usually suffi- 
ient to study most wave evolution processes with efficient 
odeling time for engineering applications. 
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Coastal wave transformation reproduced by the 
WASH has been thus far extensively validated 
gainst laboratory experiments. In this regard, Torres- 
reyermuth et al. (2012) reported a good agreement 
etween the model outcomes and the experimental mea- 
urements for wave transformation on a fringing reef. As 
ell, Smit et al. (2013 and 2014 ) compared the model 
utputs with some experimental observations of random 

nd unidirectional waves on a mild-slope beach, wherein 
he general success of the model to reproduce the surf zone 
ave characteristics was verified. Ruju et al. (2014) simi- 
arly confirmed the model reliability to simulate the run-up 
nduced by irregular wave breaking on a gentle-slope beach 
y comparing the model results with laboratory experiment 
easurements. Moreover, de Bakker et al. (2016b) showed 
he appropriate capability of the SWASH to represent the 
G waves generated by nonlinear triad interactions, using 
he experimental data recorded by Ruessink et al. (2013) . 
n the same way, Mendes et al. (2018) assessed the impact 
f bars on energy transfer between IG and wind-waves on a 
issipative beach utilizing the SWASH. 
In contrast to laboratory validations, comparisons be- 

ween the model results and field measurements are not 
ery extensive. Moreover, some of these few studies in- 
orporating field validations deduced the underestimation 
f wave-breaking dissipation and the overestimation of IG 

ave generation by the default 1D mode of the SWASH (e.g., 
e Bakker et al., 2014 ; Lerma et al., 2017 ). Therefore, the 
resent study aimed to accurately investigate the capability 
f the 1D mode of SWASH to reproduce the profiles and char- 
cteristics of nearshore waves during storm periods. The 
odel results were then compared with in-situ data mea- 
ured on the Nowshahr beaches, located in the Southern 
aspian Sea. 
In this study, field measurements and conditions are ex- 

lained in Section 2 , and the numerical governing equations 
nd model setup are reviewed in Section 3 , as well as analy- 
is methods are provided in Section 4 . The results and their 
iscussions, including the model calibration and the findings 
f time and frequency domain analyses, are then presented 
n Section 5 , and the study is concluded in the last section. 

. Field study area 

he Caspian Sea is the largest lake in the world, enclosed 
etween Azerbaijan, Iran, Kazakhstan, Russia, and Turk- 
enistan. This inland water body has a 371,000 km 

2 area 
nd its freshwater is mostly provided by the Volga, the 
ongest European river. The Caspian Sea is divided into three 
eographic regions, namely, the Northern, the Middle, and 
he Southern parts. The oceanic depths of more than 900 m 

an be found in the Southern Caspian Sea. The Northern and 
iddle parts are typically frozen within winter. This region 
s mostly encountering northwesterly strong winds, result- 
ng in various hydrodynamic phenomena dependent on wave 
ransformation on the southern beaches of the Caspian Sea. 
he negligible tidal range in the Southern part, commonly 
ess than 10 cm, alongside the sandy beaches, provides a 
uitable environment to study shallow-water wave transfor- 

ations. t
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The field data acquisition, including water level varia- 
ions, was thus accomplished on a straight shore perpen- 
icular transect located in the west of Nowshahr Port on 
he Southern Caspian Sea ( Figure 1 a). The study area has a
andy and single-barred beach. The measurement program 

as accordingly started on March 4, 6:00 p.m., and termi- 
ated on March 16, 9:00 a.m., 2014, lasting 13 days. Five 
ressure sensors and an Acoustic Doppler Current Profiler 
ADCP) were deployed on the transect at the stations with 
epths varying between 4.8 m out of the surf zone till 0.8 
 near the shore ( Figure 1 b). A buoy, installed at the depth
f 22.5 m by the Iranian Ports and Maritime Organization, 
lso measured the offshore spectral wave height. However, 
he data collected at this station were not applicable in 
he present study since the time series of the water level 
as not accessible. The water column pressure data were 
ontinuously recorded at ST1 and ST2 with a rate of four 
ieces of data per second. Moreover, the water-level and 
irectional wave data were uninterruptedly measured for 
7.07 min per hour by the ADCP at ST6. The pressure data 
ere additionally gathered by pressure transducers at the 
ther three stations with a sampling rate of 1 Hz. Data re- 
rieval was mandatory after two days of measurement at 
hese three stations due to the capacity of the data logger. 
ata recording was also conducted for three two-day cycles 
t ST3 and ST4 and one cycle at ST5. More details on in-
trumentation and measurement conditions are presented 
n Table 1 . 

The current profiles were measured using the ADCP at 
T6 by averaging the velocity values within 20 minutes for 
ach hour. The recoded current magnitude values were less 
han 0.1 m/s, indicating that no important event, depen- 
ent on current interactions, was expected. 
The bathymetric data and beach profile were also gath- 

red and recorded by a single-beam echo sounder at the 
eginning and end of the field measurement period. No sig- 
ificant bathymetric variation could be pointed out within 
he field measurement period. Moreover, the processed hy- 
rographic data demonstrated no significant lateral vari- 
tion and bathymetric event, parallel the shoreline. The 
ecorded profile also has a mild bed with an averaged 
eaward slope of approximately 0.02. Some complemen- 
ary details about field measurements can be realized in 
ahmoudof et al. (2016) . 

. Methods 

.1. Governing equations 

ver the last decade, non-hydrostatic models have been 
ncreasingly implemented to simulate wave evolution un- 
er very different conditions, extended from long tsunami 
aves in oceanic scales to short wind-waves in coastal ap- 
lications. The SWASH ( Zijlema et al., 2011 ), as an open- 
ource flow-wave model, is thus capable to simulate the 
ree surface of waters, based on non-hydrostatic pres- 
ure distribution. The model can also describe nearshore 
ave transformations across surf and swash zones as re- 
ults of nonlinear wave interactions, breaking, and runup 
t shorelines. The model can generally address the equa- 
ions in the orthogonal and vertical multi-layered approach 
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Figure 1 a) Location of the study area; b) bed profile variations of study area and measurement station positions. 

Table 1 Characteristics of measurement stations. 

Stations Instrument 
name 

Sampling 
rate (Hz) 

Depth (m) Distance 
from shore 
(m) 

Duration 

ST1 RBRvirtuoso 4 0.8 35 2014/03/04 — 2014/03/16 
(continuously) 

ST2 RBRvirtuoso 4 1.4 103 2014/03/04 — 2014/03/16 
(continuously) 

ST3 DST-centi 
Star-Oddi 

1 2.2 120 2014/03/05 — 2014/03/07, 
2014/03/09 — 2014/03/11, 
2014/03/12 — 2014/03/14 

ST4 DST-centi 
Star-Oddi 

1 2.5 135 2014/03/05 — 2014/03/07, 
2014/03/09 — 2014/03/11, 
2014/03/12 — 2014/03/14 

ST5 DST-centi 
Star-Oddi 

1 3.2 245 2014/03/05 — 2014/03/07 

ST6 ADCP 2 4.8 310 2014/03/03 — 2014/03/16 
(continuously) 

a
t
t
c
n
t

i
lthough they are typically introduced in the Cartesian sys- 
em for simplicity purposes. These governing equations are 
he Reynolds-Averaged Navier-Stokes (RANS) types for an in- 
ompressible and constant-density fluid, which can explain 
onlinear shallow-water events. However, the SWASH solves 
he transformed representation of the following equations 
460 
n the sigma vertical-layer system: 

∂η

∂t 
+ 

∂ 

∂x 
∫ 

η

−d udz = 0 (1) 

∂u 

∂t 
+ 

∂uu 

∂x 
+ 

∂wu 

∂z 
= − 1 

ρ

∂ ( P h + P nh ) 
∂x 

+ 

∂ τxz 

∂z 
+ 

∂ τxx 

∂x 
(2) 
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∂w 

∂t 
+ 

∂uw 

∂x 
+ 

∂ww 

∂z 
= − 1 

ρ

∂ P nh 

∂z 
+ 

∂ τzz 

∂z 
+ 

∂ τzx 

∂x 
(3) 

∂u 

∂x 
+ 

∂w 

∂z 
= 0 (4) 

here η stands for the free water surface relative to still 
ater level, t denotes the time, d is the still water depth, 
 and w indicate the depth-averaged flow velocities in the 
 and z directions, respectively, g shows the gravitational 
cceleration, ρ represents the fluid density, P h and P nh are 
he hydrostatic and non-hydrostatic pressure terms, respec- 
ively, and τ parameters are turbulent stresses evaluated 
ased on a turbulent viscosity approximation and applying a 
tandard κ- ε model (e.g., τxz = ν∂ z u , where ν is the kine- 
atic eddy-viscosity). 
Near the shores, the main restricting and dissipating fac- 

or for wave energy is depth-induced wave breaking, which 
an exhaust considerable energy content within a few hun- 
red meters. In the SWASH, energy dissipation due to wave 
reaking is applied by considering the similarity between 
reaking waves and moving hydraulic jumps along with con- 
rolling the vertical speed of the free surface. Accordingly, 
he wave breaking initiates once this value exceeds a break- 
ng threshold ( α < 1) of the shallow water celerity as fol- 
ows: 
∂η

∂t 
> α

√ 

gh (5) 

The wave breaking is also persistent while the frac- 
ion coefficient drops to β ( < α). The default values of α
nd β coefficients have been respectively set as 0.6 and 
.3 according to Smit et al. (2013) , in agreement with 
onguet-Higgins and Fox (1977) . However, the values of 
hese coefficients depend on the number of vertical layers 
or each simulation and can be set for a certain vertical 
ayer number. For simulating mild nonlinear waves, prop- 
gating from deep to transitional depth, applying one to 
hree layers is often sufficient for the model to capture the 
ave characteristics in an accurate manner ( Smit et al., 
013 ). In shallow waters, wherein waves are highly non- 
inear and close to break and flow velocity gradients in- 
rease, higher resolution is necessary for traditional non- 
ydrostatic models to accurately capture the vertical speed 
f the free surface. High vertical resolution also increases 
he time of simulation and reveals the importance of time 
nd accuracy management for modeling purposes. How- 
ver, the numerical approaches embedded in the SWASH 

an provide an opportunity to resolve nearshore wave evo- 
ution with relatively lower vertical layer numbers (see e.g., 
ijnsdrop et al., 2015 ; Smit et al., 2014 ). In several studies, 
ifferent vertical layers have been also applied to assess 
ave hydrodynamics in the presence of broken waves. In 
his line, de Bakker et al. (2014) , Rijnsdrop et al. (2015) , 
nd Lerma et al. (2017) employed two vertical layers, and 
e Bakker et al. (2016b) and Mendes et al. (2018) set six 
ayers in the vertical direction following Smit et al. (2014) . 

.2. Model setup 

he present simulation was performed in a non-stationary 
nd 1D mode of the SWASH (version 7.01) using the Cartesian 
461 
oordinate as the reference framework. It is usually rec- 
mmended that the numerical spatial resolution should be 
ypically set as 1/100 to 1/50 of the dominant wavelength 
or flow-wave models to accurately capture wave dynamics 
 Smit et al., 2013 ). In the present simulations, the compu- 
ational grid size was thus selected to be equal to 0.4 m in
he 1D mode match to less than 1/150 wavelength, corre- 
ponding to the stormy peak period. Therefore, the compu- 
ational distance with a length of 380 m was divided into 950 
eparated meshes. This resolution could ensure that at least 
0 points were appointed per wavelength for the waves up 
o 3 f p (as three times the main peak frequency) to accu- 
ately capture the characteristics of the dominant wave- 
eld. The vertical resolution was additionally defined with 
ix equidistant layers for the model to reproduce the wave 
volution in an accurate manner. The time step was also set 
t �t = 0.005 s. The simulation was then repeated for 300 
easured bursts for 1200 s. As well, the open boundary was 
orced by 2048 water level data gathered by the ADCP at 
T6 with the rate of 2 Hz. The water level data were also
ecorded at the locations corresponding to the other five 
easurement stations. The analyses were accomplished on 
he most energetic time series with a 1024-s duration for 
ach station and burst. The breaker parameters were re- 
arded as the calibration coefficients to tune the coastal 
ave energy in the surf zone. Other input parameter values 
ere also set to the default values embedded in the SWASH. 

. Analysis method 

n the present study, the SWASH performance to predict the 
ave transformation in the nearshore shallow water has 
een investigated qualitatively and quantitatively. There- 
ore, the time and frequency domain analyses have been 
ccomplished to process the model results and field mea- 
urements. The field pressure data were thus converted 
nto water-level ones, applying the depth attenuation- 
orrection method considering the frequency of f = 0.35 
z as the upper correction limit and wind-wave cutoff. The 
ime-domain analysis is founded on zero-down/up crossing 
nalysis. The significant wave height in the time domain 
nalysis ( H 1/3 ) is defined as the mean of the highest one-
hird of the waves as follows: 

 1 / 3 = 

1 
N/ 3 

N/ 3 ∑ 

j=1 

H j (6) 

here j represents the rank number of the sorted waves ac- 
ording to their heights in the zero-crossing analysis. The 
orresponding period parameter to H 1/3 is also T 1/3 and cal- 
ulated as follows: 

 1 / 3 = 

1 
N/ 3 

N/ 3 ∑ 

j=1 

T j (7) 

herein j is defined as the above and T j shows the period 
f waves in the zero-crossing analysis. The parameters of 
ean height ( H mean ) and mean period ( T mean ) of the wave
rain are also expressed as the average height and period of 
otal waves in a similar approach. It is clear that the number 
f total counted waves (hereafter referred to as nw ) is a key
actor in the time domain analysis. 
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For the spectral analysis, all 1024-s time series of water 
evels, resulting from the measurements and reproduced by 
he model, were divided into 128-s data blocks with 50% 

verlap. The coefficients developed from the fast Fourier 
ransform (FFT) were then averaged for each frequency. 
herefore, the degree of freedom and fundamental fre- 
uency of analysis were approximated as 32 and 0.0078 Hz, 
espectively. 
The frequency of f = 0.05 Hz was also regarded as the 

eparation threshold of IG and wind (sea-swell) waves fol- 
owing previous studies (e.g., Herbers et al., 1994 , 1995 ; 
homson et al., 2006 ). In some researches, the frequency 
hreshold of f = 0.04 had been similarly applied for longer 
ceanic IG waves (e.g., Elgar et al., 1992 ; Inch et al., 2017 ;
uessink, 1998 ). The heights of IG ( H ig ) and wind-waves ( H ss )
ere accordingly calculated using the following relation- 
hips, respectively: 

 ig = 4 . 004 
√ 

∫ 

0 . 05 Hz 
0 E ( f ) df (8) 

 ss = 4 . 004 
√ 

∫ 

0 . 35 Hz 
0 . 05 E ( f ) df (9) 

here E ( f ) shows the energy density of wave trains at the
requency of f . Three standard statistical indices of the 
catter index ( SI ), the index of agreement ( IA ), and the nor-
alized bias ( NB ) were also utilized to assess the perfor- 
ance and accuracy of the model to reproduce the wave 
nergy content (spectral height; H m 0 ). The predicted and 
bserved values of the wave height ( H pre and H obs , respec- 
ively) were then placed in the following relationships to 
alculate the values of the above-mentioned statistical in- 
ices. 

I = 

√ 

1 
N 

∑ N 
i =1 

(
H 

i 
pre − H 

i 
obs 

)2 

H̄ obs 

(10) 

A = 1 . 0 −
∑ N 

i =1 

(
H 

i 
pre − H 

i 
obs 

)2 
∑ N 

i =1 

(∣∣∣H 

i 
pre − H̄ obs 

∣∣∣ + 

∣∣∣H 

i 
obs − H̄ obs 

∣∣∣
)2 (11) 

B = 

∑ N 
i =1 

(
H 

i 
pre − H 

i 
obs 

)
∑ N 

i =1 H 

i 
obs 

(12) 

. Results and discussion 

.1. Field observations of wave regime 

wo storms were the most important events recorded dur- 
ng the field measurements in this study. The wave heights 
ithin these two storms also reached approximately 1.3 m 

 Figure 2 ). The maximum peak period was more than 9 s 
nd the maximum deviation of mean wave direction from 

he shore normal direction was 4 °. The wave spectra for the 
torms were composed of one wave system with one sin- 
le significant peak. As well, the offshore stormy waves had 
ot broken before reaching ST6 according to the observa- 
ional investigations at the coastal watchtower. The waves 
f both storms were modest swells, originated from the Mid- 
le Caspian Sea near 600 km away from the study area. Dur- 
ng the storms, the local wind was also calm with velocities 
462 
ess than 6 m/s, recorded by a coastal synoptic station in- 
talled 10 km west of the study area. 
Of note, very long-traveling and highly energetic swell 

aves can’t be generally expected in the Caspian Sea due 
o the absence of a very long fetch, as well frozen body in
he Northern part for more than half a year. In the present 
tudy, the bursts with the measured wave heights greater 
han 0.6 m at ST6 (including 19 and 30 bursts within the 
rst and second storms, respectively) were thus supposed 
s high-energy conditions. The wave breaking was also the 
ominant shoreward phenomenon for such bursts. There- 
ore, they were utilized and investigated to tune the depth- 
nduced wave breaking in the SWASH. The directional wave 
ata gathered by the ADCP at ST6 also revealed minor wave 
eflections from the shoreline. The measured reflection co- 
fficients calculated based on the method explained by 
ahmoudof and Azizpour (2020) were less than 8% for the 
nergetic wave conditions. 

.2. Wave energy content calibration 

ost nearshore and coastal hydrodynamic processes are 
ontrolled by the energy content received from incident 
aves, directly or indirectly. Therefore, it is necessary to 
nsure the accuracy of numerical hydrodynamic models in 
he evaluation of significant spectral wave heights with an 
mphasis on wave energy. Accordingly, applying an accurate 
ave-breaking scheme is mandatory for numerical models 
o appropriately reproduce coastal phenomena. 
As mentioned before, the SWASH regards the breaking 

issipation for waves with the ratio of vertical speed of 
ree surface to shallow water celerity, varying between β
nd α ( β < α < 1). The default values of α and β coef- 
cients embedded in the SWASH are also respectively 0.6 
nd 0.3, according to the modeling results proposed by 
mit et al. (2013) with two vertical layers. However, these 
alues have resulted in a significant overestimation of spec- 
ral wave heights ( SI = 0.24, NB > 0.22, and IA < 0.38) in
he present study with the applied model setup within storm 

eriods. This preliminary result indicates that the dissipa- 
ion of default wave breaking setup is not sufficient for the 
resent 1D mode of the SWASH, in agreement with the find- 
ngs reported by Lerma et al. (2017) . Therefore, considering 
he breaking parameters as the calibration coefficients was 
ecessary to tune the energy of stormy waves within the 
tudied surf zone. The numerical model was repeated 80 
imes with different values of α and β in the range of 0.2—
.6 and 0.05—0.30, respectively, with emphasis on pairs 
ncorporating α < 0.4 to compensate for the abovemen- 
ioned overestimation. The statistical indices Eqs. (10) —(12) 
ere then calculated for these 80 tests and three two- 
imensional (2D) planes were developed via the Kriging 
echnique (see https://worldwidescience.org/topicpages/ 
/kriging+interpolation+technique.html for more scientific 
etails) for interpolation and extrapolation. The results are 
llustrated in Figure 3 , wherein the data are shown as black 
ots in these diagrams. The hollow areas at upper left cor- 
ers of the diagrams are indicating ranges with α < β condi- 
ions as theoretically unacceptable values of α and β. All the 
tatistical indices confirm that the coefficients of α = 0.25 
nd β = 0.13 have resulted in the most accurate reproduc- 
ion of spectral significant wave height ( H m 0 ) during high 

https://worldwidescience.org/topicpages/k/kriging+interpolation+technique.html
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Figure 2 Variations of significant wave heights measured at the six stations within the measurement period. 

Figure 3 Distribution of statistical indices as functions of α and β; a) SI ; b) IA ; and c) NB. 
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Figure 4 Time series of significant wave height at measurement stations reproduced by SWASH. 
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nergy conditions. For the best result, the attained values 
f indices were less than 0.08 for the averaged SI , more than 
.80 for IA , and less than 0.01 for NB . The resulted values of
reaking coefficients are also in good agreement with those 
ttained in Lerma et al. (2017) for 1D mode and less than 
hose in most of the values found in previous 2D-mode in- 
estigations. In this respect, Lerma et al. (2017) found that 
xerting α = 0.30 and β = 0.15 could significantly improve 
heir 1D model configuration results for very shallow wa- 
ers. That SWASH calibration was for field-measured data at 
 complex and ripped bathymetry system. In another recal- 
bration for 2D mode, according to laboratory experimen- 
al data, Smit et al. (2014) recommended the values of 1.0 
nd 0.6 for the coefficients of α and β when using six verti- 
al layers, respectively. Mendes et al. (2018) and de Bakker 
t al. (2016b) correspondingly followed these suggested val- 
es for their laboratory experimental dataset measured by 
uessink et al. (2013) . The default values of breaking co- 
fficients were also applied in several 2D studies such as 
e Bakker et al. (2014) , Liang et al. (2015) , and Zhang and
tive (2019) . 
The time series of the spectral wave height ( H m 0 ), re- 

roduced by the calibrated model at ST1—ST5, are depicted 
n Figure 4 . Comparing Figure 4 and Figure 2 also reveals a 
ery good capability of the model to accurately predict the 
ariations of energetic wave regime and significant wave 
eights across the shore. As well, the wave height vari- 
tions evaluated by the model indicate that the depth- 
imited condition is dominant during two storm periods and 
aturated wave breaking decreases the wave height across 
he shore. Considering the wave setup calculated at the 
tations (but not shown here) by the model also resulted 
n relative wave height values (or spectral breaker index, 

= H m 0 /( d + setup)) varying in the range of 0.37 at ST5 to
.66 at ST1. This value at ST1 is comparable to that of 0.73 
roposed by Batjjes and Stive (1985) as the constant index 
or the spectral concept of depth-induced wave breaking. 

.3. Water-level profile assessment 

he time-domain variables of H 1/3 , H mean , T 1/3 , T mean , and 
he nw were selected and calculated using the zero-down 
464 
rossing method to verify the modeled wave profiles. These 
arameters, particularly period ones and nw , are strongly 
nfluenced by the variations of short and long waves as the 
esults of wave breaking in the surf zone. The results reveal 
hat the model has properly predicted the general spatial 
rends of these parameter variations during the storms. For 
xample, the wave height parameters have been expectedly 
ecreased from ST5 to ST1 as the result of depth-induced 
ave-breaking domination across the shore. On the other 
and, the period parameters and nw show a shoreward rise 
nd fall, respectively. These variations are the results of 
horeward enhancement of IG waves due to water depth at- 
enuation, as reported in several numerical and field stud- 
es on different beach environments (e.g., Mahmoudof and 
iadatmousavi, 2020 ; Ruessink, 1998 ; Thomson et al., 2006 ). 
Figures 5—7 compare the reproduced values of the 

bove-mentioned wave parameters by the model and those 
bserved in the field measurements. It can be generally seen 
hat the SI values for height parameters are in the same or- 
er at all stations ( Figure 5 ). Since the model has been cal-
brated for wave energy content, the values of reproduced 
ave height parameter are expectedly in acceptable accor- 
ance with the observed ones. However, the conditions for 
he period parameters and nw are different from the height 
nes. The resulted period parameters and nw by the model 
re somewhat acceptable at the transitional stations (viz. 
T3 and ST4) and inaccurate at the shallow ones (namely, 
T1 and ST2). Although the period parameters have been 
omewhat overestimated at ST3 and ST4, the model has ex- 
ggerated these parameters at ST1 and ST2 ( Figure 6 ). While 
I values for the period parameters are less than 0.15 for 
ransitional stations, similar values have reached more than 
.00 at ST1. In other words, the model has overestimated 
he period parameters with an increasing trend toward the 
hore. The model approximately predicted the T 1/3 values 
ore than two times of observed values at ST1 (the equa- 
ion of the fitted line in Figure 6 a). On the contrary, the
odel has underestimated nw with a shoreward increasing 
ate of inaccuracy ( Figure 7 ). The predicted rising rate of 
w values is also about one-quarter of the similar rate mea- 
ured at the shallowest station (the slope of the fitted line 
n Figure 7 a). All these results imply that a shoreward over- 
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Figure 5 Comparison of height parameters reproduced by the model (pre) and those observed in the field measurements (obs); 
H 1/3 at a) ST1; b) ST2; c) ST3; d) ST4 and H mean at e) ST1; f) ST2; g) ST3; h) ST4. 
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stimation in the generation of long IG waves, as a result of 
ave breaking or underestimation in short wind-waves can 
e probably responsible for these inaccurate estimations. 
igh long waves can also make the zero-crossing analysis 
nsensitive to short waves and decrease nw , consequently. 
oreover, this can normally increase the period parameters. 
l

465 
.4. Investigation of modeled long and short waves 

ypically, the coastal wave regime is influenced by infra- 
ravity wave energy within high-energy conditions. These 
aves rarely break in the surf zone due to their long wave- 
ength. However, breaking is one of their dissipating mech- 
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Figure 6 Comparison of period parameters reproduced by the model (pre) and those observed in the field measurements (obs); 
T 1/3 at a) ST1; b) ST2; c) ST3; d) ST4 and T mean at e) ST1; f) ST2; g) ST3; h) ST4. 
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Figure 7 Comparison of the number of waves reproduced by the model (pre) and those observed in the field measurements (obs) 
at a) ST1; b) ST2; c) ST3; d) ST4. 
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nisms ( de Bakker et al., 2014 ). Therefore, the increase 
n wave period parameters is expected at shallow waters 
ithin stormy durations. Moreover, wind-wave breaking and 
ecomposition result in bore and short wave generation and 
ome energy transfers to short waves ( Mahmoudof, 2018b ; 
asselink, 1998 ). 
Generally, bispectral analysis is necessary to determine 

he proportion of released and bound IG waves. However, 
he IG waves emerging in the present study can be regarded 
s the released type since they have been generated in the 
resence of severe breaking of wind-waves, as well all cal- 
ulated values of βb are greater than 0.3. The spectral anal- 
sis with similar conditions was also performed for model re- 
ults and field measurements. The heights of IG waves were 
alculated for all time series using Eq. (8) to assess the accu- 
acy of the model. Figure 8 a—d compares the IG wave height 
alues ( H ig ) reproduced by the model against those observed 
t all measurement stations for stormy periods. Although 
he model can appropriately reproduce the saturation of IG 

aves in very shallow waters, it has considerably overesti- 
467 
ated the heights of this type of wave at all stations. Com- 
aring the resulted IG heights at the locations of stations 
eveals the general capability of the model to show the spa- 
ial enhancement of the IG waves. Nevertheless, the slopes 
f the fitted lines in Figure 8 a—d indicates that the rela-
ive overestimation has been augmented from the deepest 
tation toward the shore (from ST4 to ST1). Most similar pre- 
ious studies confirmed the capability of the SWASH to con- 
ider the generation and development of released IG waves 
ear shorelines ( de Bakker et al., 2016b ; Mendes et al., 
018 ; Rijnsdorp et al., 2015 ). In contrast, the earlier ver- 
ions of phase-averaged spectral models such as the Simu- 
ating WAves Nearshore (SWAN) or WAVEWWATCH III were un- 
ble to predict the generation of IG waves as a result of ran-
om breaking points of wind-waves. The absence of relevant 
ource-term in those spectral models had made them im- 
ractical and fruitless for similar wave modeling in the very 
hallow water of beaches. Mahmoudof et al. (2018) accord- 
ngly tuned the breaking schemes embedded in the SWAN for 
he wind-waves for the present dataset and inevitably ig- 
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Figure 8 Comparison of infragravity and wind-waves heights reproduced by the model (pre) and those observed in the field 
measurements (obs); H ig at a) ST1; b) ST2; c) ST3; d) ST4 and H ss at e) ST1; f) ST2; g) ST3; h) ST4. 
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Figure 9 Wave energy and normalized bias spectra for the first storm at: a) ST1; b) ST2; and the second storm at: c) ST1; d) ST2; 
e) ST3, and f) ST4. 
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ored the low frequencies less than 0.05 Hz. However, some 
ecent investigations have attempted to equip them with 
alculations of IG waves, but more verifications and valida- 
ions are required ( Reniers and Zijlema, 2022; Zheng et al., 
021 ). The study of Ardhuin et al. (2014) was one of the be-
inner investigations which incorporated the calculations of 
ree IG waves in WAVEWWATCH III. The slope of the fitted 
urve at ST2 (in Figure 8 b) is similar to the results of model
un without bottom friction in Ardhuin et al. (2014) at sensor 
 deployed during the DUCK’94 experiment (see Figure 5 in 
rdhuin et al., 2014 ). The slopes of fitted lines in Figure 8 c
nd d are comparable with those of model runs with bot- 
om friction applied only for wind sea and swell waves in 
hat study. However, the comparisons of free IG waves in 
rdhuin et al. (2014) pertained to offshore water depths. 
A similar assessment was performed for wind-waves ( f 

 0.05 Hz) using Eq. (9) to calculate the relevant heights 
 H ss ). Figure 8 e—h shows the results and compares the pre- 
icted and measured values of wind-wave heights. It is re- 
lized that the model has underestimated the wind-wave 
eights at all stations. The imperfection has also consider- 
bly increased for higher measured waves at ST3 and ST4 
see Figure 8 g and h). 
For more detailed investigations, the energy spectra 

ere averaged in two groups of model outputs and measure- 
469 
ents for the first and second storms with 19- and 30-hour 
urations, respectively. Also, the normalized bias spectra 
ere evaluated deploying a formulation similar to Eq. (12) . 
he results and comparisons are depicted in the six panels 
f Figure 9 . 
Generally, the calibrated model over-dissipated the main 

pectral peak of the wind-wave at all the stations within 
oth storm durations. Moreover, the energy content of high 
nd low harmonics has been respectively underestimated 
nd overestimated by the model. The negative values of 
ias spectra are indicating that the wind-wave frequencies 
etween 0.1 and 0.35 Hz have been generally underesti- 
ated by the model with a decreasing rate at all stations. 
n the other hand, the positive normalized bias of model 
stimation about the energy of low frequencies, f < 0.1 
z, reaches values greater than + 200% for f < 0.02 Hz. 
he overestimation in the narrow IG band ( f < 0.05 Hz) 
s so important that the predicted energy at the first fre- 
uency is more than four times the observed value. There- 
ore, the first frequency is finally determined as the spec- 
ral peak by the model even for transitional depths (ST3 and 
T4). Some ignored directional factors in 1D mode can be 
ccordingly responsible for this overestimation. In this re- 
ard, de Bakker et al. (2014) pointed out that disregard- 
ng directional spreading in the 1D mode could be one of 
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he probable reasons for the overestimation of IG waves 
n the model results. Here, the opposite misevaluations of 
igh and low harmonics are approximately balancing to- 
ether and result in the same total energy content with the 
eld data and equal significant wave heights ( H m 0 ) to the 
easured values. The overestimation of IG and the under- 
stimation of wind-waves have an indirect numerical con- 
equence. These deficiencies result in a decrease in the 
reaking dissipation rate for the total irregular wave train 
y further resistance against breaking due to a reduction 
n wave steepness. Therefore, the lower values of break- 
ng coefficients are necessary to dissipate a certain energy 
ontent from longer waves. Consequently, the calibration 
oefficients found in the present investigation for the 1D 

ode are less than those recommended in some previous 
tudies for the 2D one. These decreased values of breaking 
oefficients can accordingly induce over-dissipation for and 
nderestimation of short wind-wave heights. However, the 
bility of the model to present flattened, double-peaked, 
nd IG-peaked spectra as the result of the frequency trans- 
ission of energy at nearshore shallow waters is admirable 

 Figure 9 ). However, this transferred energy from the main 
ind-wave frequencies to lower ones has been overesti- 
ated by the model. 
In agreement with the measured data, a local peak at 

he frequency of f = 0.23 Hz as two times of the main spec-
ral peak can be found in the model outputs at ST3 and ST4, 
ndicating the probable capability of the model to evaluate 
nd preserve the bound super harmonics ( Figure 9 e and f). 
owever, these minor local peaks were eliminated after in- 
ensifying wave breaking at ST1 and ST2. 
An accurate survey in Figure 9 also reveals that some mi- 

or challenges may face the model outputs. The minor ob- 
erved wind-wave (at ∼0.11 Hz) and local IG energy peaks 
at ∼0.03 Hz) are not also represented in the modeled spec- 
rum at ST1 for the first storm ( Figure 9 a). Similarly, the ob-
erved peak frequency is f = 0.0313 Hz at ST1 for the sec- 
nd storm, but the model results show the first frequency 
fundamental spectral frequency; f = 0.0078 Hz) as the cal- 
ulated peak one (Fig.ure 9c). This means that the model 
as evaluated longer IG waves than real ones observed at 
his station. These findings have been similarly repeated at 
T2 for both storms ( Figure 9 b and d). 
The investigation of short and long waves reproduced by 

he model confirms that the calibrated SWASH model can 
ppropriately predict the total energy content of the waves 
ear the shorelines in the study area. However, the mod- 
led water level profiles have some problems, which can 
e detected using zero-crossing analysis. Such deficiencies 
re the results of the overestimation of IG energy, the over- 
issipation of short wind-waves, and representing lower IG 

eaks (that is, longer IG waves) by the model than those 
easured in the study area. 

. Conclusion 

he capability of the 1D mode of the SWASH to repro- 
uce the wave profile in very shallow waters was investi- 
ated in the present study, and then the results were com- 
ared with in-situ data measured at the Southern Caspian 
ea during two storm events. The field data included wa- 
470 
er column pressure variations measured at six stations lo- 
ated on a perpendicular transect of the shoreline in the 
est of Nowshahr Port within ∼two weeks. Two storms, in- 
luding the modest swell waves with approximately 1.3 m 

eights, were also the most important recorded events oc- 
urring during the measurement period. The bursts with 
ffshore wave heights greater than 0.6 m were then se- 
ected to assess the capability of the model to predict 
he wave evolution across the shore within high-energy 
onditions. 
The model was run in the non-stationary and 1D mode 

ith six vertical layers and spatial resolution less than 1/150 
tormy wavelength. Two breaking parameters of the start- 
ng ( α) and ending ( β) wave break were also regarded as
he calibration coefficients to tune the wave energy content 
n the study area. All the statistical indices implemented 
n the study ( SI, IA, and NB ) agree that the pair values of

= 0.25 and β = 0.13 result in the most accurate values 
f H m 0 . The attained values for the statistical parameters 
ere SI < 0.08, IA > 0.80, and NB < 0.01 for the best re-
ults. The values of breaking coefficients found in this study 
re in good agreement with the reported values for the pre- 
ious 1D mode simulations and less than those for previous 
imilar 2D modeling studies. 
The time-domain analysis has shown that although the 

alibrated model can appropriately predict the wave height 
arameters ( H 1/3 and H mean ), the reproduced water level 
rofiles by the model have some deficiencies. These prob- 
ems are more significant for shallow stations than transi- 
ional water depths. The predicted period parameters ( T 1/3 

nd T mean ) and the number of waves by the model are re-
pectively greater and less than those observed in the field 
easurements. 
Spectral analysis was also applied to investigate the de- 

ails of the wave energy spectra reproduced by the model. 
enerally, the capability of the model to transfer energy 
rom wind-waves to IG bands because of time-varying break- 
ng points of wind-waves is satisfactory. However, the model 
verestimates the IG wave and underestimates the wind- 
ave energy content with a shoreward increasing rate of in- 
ccuracy. These opposite inaccuracies are closely balanced 
ogether and the reproduced spectral wave heights are ap- 
roximately equal to the observed values. Nevertheless, the 
odeled energy spectra are different from those observed 

n the field and then an exaggeration of IG wave heights 
s resulted from the model. The shoreward inaccuracy is 
ncreased in such a way that the fundamental frequency 
f analysis has been determined as the peak frequency of 
he nearshore waves by the model. The secondary effect 
f this inaccuracy is predicting longer IG waves than those 
etermined in the field. Therefore, a more intensive break- 
ng scheme (by exerting low values of breaking coefficients, 
ound in the present study) is required to dissipate a cer- 
ain energy content from longer waves reproduced by the 
odel. 
Finally, higher and longer IG waves and lower wind 

nes reproduced by the model can make the zero- 
rossing method insensitive to short wind-waves. There- 
ore, the time domain analysis represents a lower num- 
er of waves and greater values of period parameters for 
he model results compared with those found in the field 
easurements. 
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Abstract Three thousand forty-one profiles of temperature, salinity, density, dissolved oxy- 
gen, nitrogen and chlorophyll- a were used to study their seasonal variation on a tropical coral 
reef system, located in the central part, of the reef corridor of the southwestern Gulf of Mex- 
ico. The results revealed three seasons according to their hydrographic variations; the northerly 
wind season from September to April; the dry season from May to June; and the rainy season 
from July to August. The results of the density ratio during the dry season were ∼1.25 on av- 
erage, while during the rainy season it had an average value of ∼0.62. Thus, the pycnocline 
was more influenced by the halocline during the rainy season and by the thermocline during 
the dry season. There was also an evident variation in chlorophyll-a concentration over the 
water column, which was not evident in the surface layer. During the summer (rainy season), 
dissolved oxygen was related to chlorophyll-a concentration; while, during the winter (north- 
ern wind season), these values were related to the vertical mixing of the water column due to 
wind stress. There was evidence of cooler ocean water intrusion into the Veracruz Reef System 
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during the spring-summer season below ∼10 m. Finally, a second halocline, pycnocline, and 
nitrocline were found near ∼30 m depth during the rainy season. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

oral reef systems cover only ∼2% of total ocean areas, 
ut their biodiversity per square meter is higher than those 
bserved at most oceanic systems ( Chacon-Gomez et al., 
013 ). Despite all negative impacts, most coral reef areas 
re still developing due to adaptation, evolution, and re- 
ruitment, i.e., coral larvae brought from other reef sys- 
ems, owing to ocean circulation ( Villegas-Sanchez et al., 
013 ). The variation of water temperature, salinity, den- 
ity, nutrients, chlorophyll- a , and oxygen, among others, 
ffects coral growth in tropical areas. Further, the hy- 
rographic conditions are responsible for coral bleaching 
 Hughes et al., 2018 ). Most of these properties vary ac- 
ording to the velocity of the wind and currents. In addi- 
ion, the interaction of tidal currents or synoptic oceanic 
urrents with local bathymetry may also modify the hydro- 
raphic properties ( Salas-Monreal et al., 2009 ). Therefore, 
t is important to know the variability of the hydrographic 
roperties and its relationship to atmospheric and oceanic 
onditions, in order to predict the evolution of the coral 
eef systems around the world. 
The continental shelf of the Gulf of Mexico (GoM) is 

n area composed of several coral reef systems ( Carricart- 
anivet et al. , 2011 ; Carricart-Ganivet and Merino, 2001 ; 
oore and Bullis, 1960 ; Tunnell et al., 2007 ), which are 
ell connected owing to ocean circulation ( Atchison et al., 
008 ; Jordan-Dahlgren, 2002 ; Salas-Monreal et al., 2018 ; 
ammarco et al., 2012 ; Sanvicente-Añorve et al., 2014 ; 
chill et al., 2015 ). Current velocities within the southwest- 
rn GoM vary seasonally from ∼0.10 to more than 0.30 m/s 
 Salas-Monreal et al., 2019 ). During winter, current veloci- 
ies have a dominant southward direction, while during sum- 
er, they have a dominant northward direction ( Riveron- 
nzastiga et al., 2016 ). However, shifts in ocean currents 
ccur from north to south and south to north through- 
ut the year ( Salas-Perez et al., 2012 ). Further, all coral 
eef areas within the western GoM are periodically cov- 
red by resuspended sediments, owing to winds and river 
ischarges which may not favor their optimal development 
 Lugo-Fernandez et al., 2001 ). This phenomenon may be ob- 
erved within the N 2 concentrations, indicative of nutrient 
esuspension (wind effect) or continental nutrient inputs 
river discharges). 
From all coral reef systems located in the western GoM, 

he Veracruz Reef System (VRS), located in front of one of 
he oldest cities in America (Veracruz, founded on April 22, 
519) ( Figure 1 ), is considered among the largest and most 
esistant to seasonal variability ( Salas-Perez and Granados- 
arba, 2008 ). It is composed of 50 coral reefs ( Liaño- 
arrera et al., 2019 ) distributed over a shallow ( ∼50 m) area 
f ∼523 km 

2 ( Figure 1 c). The VRS is located in the central
474 
art of the reef corridor of the southwestern GoM ( Ortiz- 
ozano et al., 2013 ), under the influence of river discharges, 
ddies, strong continuous winds, and upwelling conditions 
hat modulate the hydrographic properties of the water col- 
mn. Due to its proximity to the coast, satellites do not pro- 
ide information about the surface conditions (e.g., salin- 
ty). Even though model outputs provide a first approxima- 
ion of the hydrographic variability ( Salas-Monreal et al., 
020 ), they still need in situ data for calibration purposes; 
hus, in situ data are the most accurate methods to describe 
he hydrological variability near the coast, under abrupt 
athymetric changes. 
On average, coral reefs developed in the upper 50 

 within the continental shelf and are exposed to 
ceanic water conditions that favor coral development 
 Deslarzes, 1998 ; Rezak et al., 1985 ), as it is the case
t the VRS (northern hemisphere), where the Gulf Com- 
on Water (GCW) irrigates the VRS during winter ( Salas- 
erez and Arenas-Fuentes, 2011 ). While during the rainy 
eason, the water irrigating the VRS is a mixture be- 
ween the GCW and the river discharges ( Salas-Perez and 
ranados-Barba, 2008 ). The temporal and spatial variability 
f temperature and salinity fields in the VRS have previously 
een described using 24 h surveys ( Chacon-Gomez et al., 
013 ; Salas-Monreal et al., 2009 ), annual in situ time se- 
ies ( Avendaño et al., 2019 ; Avendaño-Alvarez et al., 2017 ; 
kolodkov et al., 2011 ; Salas-Monreal et al., 2019 ; Vera- 
endoza et al., 2017 ) or time series from moored sen- 
ors ( Allende-Arandia et al., 2016 ; Mateos-Jasso et al., 
012 ). In general, three seasons were observed; cold atmo- 
pheric fronts (September to April), locally called northerly 
ind season, dry (May to June) and, rainy (July to Au- 
ust) seasons ( Salas-Perez and Granados-Barba, 2008 ). Dur- 
ng the northerly wind season, the water column seems 
o be well mixed, owing to strong wind speed ( Riveron- 
nzastiga et al., 2016 ), while during the dry and rainy sea- 
ons, there is a well-marked thermocline and halocline, re- 
pectively ( Avendaño-Alvarez et al., 2017 ). 
One of the interesting features of the VRS is the 

elatively high concentration and low variability of the 
hlorophyll- a values throughout the year, even under the 
resence of local hypoxic events ( Avendaño et al., 2019 ; 
vendaño-Alvarez et al., 2017 ). The hypoxic events result 
rom bacterial activity due to high organic matter concen- 
ration, coming from the Jamapa River ( Figure 1 c) during 
he northerly wind and rainy seasons ( Okolodkov et al., 
011 ; Salas-Monreal et al., 2020 ). During the rainy season, 
utrients come from river inputs (Jamapa, La Antigua, and 
apaloapan rivers), while during the northerly wind season, 
utrients come from sediment resuspension, owing to strong 
ind speed ( > 15 m/s) that reach the seafloor ( Riveron-
nzastiga et al., 2016 ). Finally, during the dry season, the 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 a) Location of the Veracruz Reef System (VRS), b) the continental shelf, and c) the bathymetry of the VRS. The 3,041 
profiles of the water temperature ( °C), salinity, density (kg/m 

3 ), dissolved oxygen (ml/L), nitrogen (ml/L), and chlorophyll- a ( μg/L) 
were recorded within the red area. 
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echanisms by which the relatively high concentrations of 
utrients are maintained at the VRS ( Avendaño et al., 2019 ) 
ave not been well described yet. They could be a combi- 
ation of an eolic upwelling ( Allende-Arandia et al., 2016 ; 
ateos-Jasso et al., 2012 ) with a topographic upwelling 
475 
 Riveron-Enzastiga et al., 2016 ), or the sporadic northerly 
inds interspersed with strong southerly winds, which mix 
he water column, increasing nutrient availability ( Riveron- 
nzastiga et al., 2016 ). Despite the mechanisms, there is ev- 
dence of high nutrient (N 2 ) concentrations throughout the 
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ear at the VRS, confirmed with the relatively high values of 
hlorophyll- a , which had a low annual variability ( Avendaño- 
lvarez et al., 2017 ). 
This study aims to increase our knowledge of the sea- 

onal hydrographic variability in tropical coral reef systems. 
he VRS is used as an example since it is one of the largest
oral reef systems in the southwestern GoM. This study is 
he first that includes more than 3,000 profiles over the en- 
ire VRS, analyzing the T-S diagram and the monthly hydro- 
raphic variability from two successive years (2011—2012); 
t is also the first study with N 2 , O 2 , and chlorophyll- a year-
ong profiles covering the entire VRS. This is extremely use- 
ul to understand the hydrodynamics at which local organ- 
sms, such as corals, are subject and provide the first idea 
f the seasonal variability of the N 2 , O 2 , and chlorophyll- a 
ver the entire VRS. 

. Data and methodology 

hree thousand forty-one (3,041) profiles of water temper- 
ture, salinity, density, dissolved oxygen (DO), oxygen sat- 
ration, total nitrogen (N 2 ), and chlorophyll- a (chl- a ) were 
ecorded at the VRS during years 2011 and 2012. Even if 
here were profiles taken monthly at a fixed location, not 
ll the profiles were recorded at the same place systemati- 
ally. Nevertheless, all profiles were recorded over the VRS 
 Figure 1 c). At least fifteen profiles were recorded weekly, 
ot necessarily at the same location. Most of the CTD pro- 
les lack specific coordinates (latitude and longitude), how- 
ver, the general position where those data were obtained 
as known (southern, northern, central o seaward area). 
he specific date and time of the samplings, on the other 
and, was known since the CTD provide us with this infor- 
ation. All data were recorded with a Sea-Bird Term19 Sea 
AT profiler with added chlorophyll- a , nitrogen, and oxygen 
ensors. The CTD took one data every 0.25 s (4 Hz) to a 
aximum depth of 50 m (seafloor). The temperature was 
easured in ITS-90 degrees Celsius ( °C) with an accuracy of 
.002 °C. The salinity data were converted from the mea- 
ured conductivity and temperature ( Bennett, 1976 ). The 
alinity data have an accuracy of 0.003. The dissolved oxy- 
en and the oxygen saturation data were obtained from an 
dded optical dissolved oxygen sensor, with an accuracy of 
.015 ml/L. The Chlorophyll- a sensor, in turn, has an accu- 
acy of 0.03 μg/L. Data processing was performed to ob- 
ain the T-S diagrams, as well as monthly charts of water 
emperature ( °C), salinity, density (kg/m 

3 ), dissolved oxy- 
en (ml/L), oxygen saturation (%), total nitrogen (ml/L), 
nd chlorophyll- a ( μg/L) versus depth (m) from March 2011 
o September 2012. 
Since one of the main goals of this work is to study 

he hydrography and the T-S diagrams variability within the 
RS, considering the VRS as one system, the 3,041 profiles 
ere plotted regardless of their specific location within the 
RS. Even if the Veracruz Reef System was shown to have 
patial differences in salinity and temperature values from 

ide to side of the system ( Avendaño et al., 2019 ), a PCA-
orrelation and a dissimilarity analysis showed that the area 
as only divided into two groups, the near coastal areas, 
nd the seaward reef areas ( Avendaño-Alvarez et al., 2017 ) 
nd that such dissimilarity was of less than 15%. There were 
476 
ther divisions in which the VRS was divided into north- 
rn and southern reef areas, including the Jamapa River, 
s the natural division among them ( Salas-Monreal et al., 
009 ). However, in both cases, the division of the VRS im- 
lies that the shallow areas, either the coastal areas ( < 10 
 depth) or the northern reef areas (up to 25 m depth),
ould be distinguished from the deeper areas, either the 
eaward area ( > 10 m depth) or the southern reef area (up
o 50 m depth), due to the total depth of the CTD pro-
le. Further, all CTD profiles where the salinity value was 
bserved below 30 were not considered in this study since 
hose profiles had a maximum depth below 6 m. Therefore, 
hey were considered taken at the river mouth, an area not 
ncluded in this study ( Figure 1 ). In this way, it was possible
o avoid misinterpretation of the results due to the direct 
nfluence of the river. However, the influence of the river 
as calculated using the ratio of curvature following Liaño- 
arrera et al. (2019) as follows: 

 = 

U 

f 
(1) 

here U is the surface velocity of the river and f is the
oriolis frequency (f = 2 � sin ϕ), which is a function 
f the latitude ( ϕ). The latitude at the VRS was consid- 
red as 19.175 °N. The river discharges of the Jamapa River 
ere obtained from the Mexican national water commission 
www.gob.mx/conagua), showing its maximum discharges 
rom mid-June to mid-September ( > 100 m 

3 /s), and its low- 
st values from December to May ( < 20 m 

3 /s). The speed of
he Jamapa River ( Figure 1 c) used in Equation (1) was calcu-
ated by dividing the river discharge by the area across the 
iver mouth ( ∼198 m 

2 ). 
Those were not the only assumptions taken in this study; 

t was also assumed that any profile taken with a total depth 
reater than 25 m was taken at the southern reef area (38%),
nd any profile taken at depths below 10 m and above 25 m
epth were taken at the northern reef area (49%), while the 
emaining profiles (13%), were taken near the coast ( < 10 m 

epth) within the limits of the VRS ( Figure 1 c). This assump-
ion was considered since none of the profiles were taken 
ver any of the 50 reefs’ crest or slope ( Liaño-Carrera et al.,
019 ). The final assumption was that even if the VRS at 
 local scale has differences of salinity and temperature 
ithin the system, at mesoscale, it could be considered as 
art of the reef corridor of the southwestern GoM ( Ortiz- 
ozano et al., 2013 ), and therefore it could be considered 
s one reef system located in the western GoM. 
The wind’s dominant velocity was analyzed to elucidate 

f there is any atmospheric condition affecting its hydro- 
raphic properties, such as strong winds favoring vertical 
ixing or upwelling conditions. This analysis was also per- 
ormed in order to explain if there is any dominant direc- 
ion associated with one of the seasons (northerly wind sea- 
on) and if such winds are strong enough to keep the wa- 
er column well-mixed during the entire season. Eventually, 
he Ekman depth (D) was calculated to confirm if the water 
olumn of the VRS was affected by vertical mixing (if D > 

athymetry) or if it could be affected by an eolic upwelling 
ondition (if pycnocline depth ≤ D ≤ bathymetry) either at 
he VRS or at the external continental shelf adjacent to the 
RS. The depth at which the winds may affect the water 
olumn (D) was calculated for the first time at the VRS as 
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 = 

√ 

2 πA z 

f 
U 10 (2) 

here A z is the dynamic viscosity considered as 1.759 × 10 −4 

g/ms ( Islade et al., 1972 ; Sharqawy et al., 2010 ), f is the
oriolis frequency, and U 10 is the wind speed at 10 m high. 
he wind velocities were taken from Copernicus Marine Ser- 
ice ( u and v -components at 10 m height) of ERA5-ECMWF 
 Hersbach et al., 2018 ). The hourly wind velocity data were 
btained from 2011 to 2012 in the node located at 19.17 °N, 
6.13 °W from which daily wind data components were ob- 
ained, then the wind depth influence was calculated. By 
implifying Equation (2) to 

√ 

7 . 6 
sin (ϕ) U 10 , it could be assumed 

hat such depth ( D ) is a function of the speed of the wind
ultiplied by a constant. At the VRS, this constant was 4.81 
. Thus, D could be calculated as 4.81 U 10 m. 
Finally, the density ratio ( R ρ) was calculated to deter- 
ine if the water column’s stratification at the VRS de- 
ended more on salinity or temperature gradients. This was 
alculated as follows: 

 ρ = 

α
(

δT 
δp 

)
β
(

δS 
δp 

) (3) 

here α is the thermal expansion coefficient (0.2), β is the 
aline contraction coefficient (0.8), p is the pressure, which 
ncreases with depth, and T and S are the temperature and 
alinity, respectively ( Bidokhti and Ezam, 2009 ). 
In addition to the monthly mean plots of each parameter, 

he standard deviation, or a fraction of it, was plotted, rep- 
esented by the translucent shaded area around the mean. 
hese monthly mean values were plotted versus depth to 
larify if such properties could be divided into dry, rainy, 
nd northerly wind seasons. 

. Results 

he daily average wind velocity data at 10 m height 
 Figure 2 a) showed the dominance of the northwesterly 
inds from September to April of both years (2011 and 
012), which reached up to 10 m/s; this is a common pat- 
ern observed during winter, as previously reported by Vera- 
endoza et al. (2017) . According to Equation (2) , during 
he passage of cold front events, the average depth of 
he wind influence over the water column was of ∼25 m 

 Figure 2 b). The strongest wind speeds were observed dur- 
ng the northerly wind season ( Figure 2 a), which induce a 
aximum depth of the wind influence of ∼50 m, observed 
uring three cold front events in January, March 2011, and 
ecember 2012. 
While from May to August, the maximum depth influ- 

nce of the wind was of ∼15 m ( Figure 2 b). The maxi-
um distance covered by the river discharge, which influ- 
nces the strength of the stratification, was calculated us- 
ng Equation (1) . As mentioned, the speed of the Jamapa 
iver ( Figure 1 c) used in Equation (1) was calculated by di- 
iding the river discharge ( Figure 2 c) by the area across the 
iver mouth ( ∼198 m 

2 ), which suggested a direct influence 
p to a ratio of ∼15 km during the spring-summer season. 
477 
his is the maximum distance from the center of the river 
outh, at which the salinity, temperature, and density val- 
es related to the river discharge are expected to be found. 
inally, from September to April, the direct influence of the 
iver was observed up to a ratio of ∼2 km, which did not
each the study area (red area in Figure 1 c). 
The strongest southeasterly winds were observed during 

ropical wave events, locally known as southerlies, on aver- 
ge, these events (southerlies) influence the water column 
p to a depth of ∼7 m ( Figure 2 b). Thus, during the dry or
ainy seasons ( Figure 2 ), the water column is stratified, as 
bserved in the temperature, salinity, nitrogen and density 
 σ t ) contour plots of 2011 and 2012 ( Figure 3 a, b, c). The
itrogen distribution ( Figure 3 d) was inverse to temperature 
istribution ( Figure 3 a). The contour plots were obtained by 
erforming a daily average of the hydrographic variables, 
ith a vertical resolution of 0.25 m. 
One interesting feature observed during May and June 

dry season) of both years, in the temperature and salinity 
ontour plots ( Figure 3 a, b), is the decrement of the near-
ottom temperature to its minimum value ( ∼20 °C) and the 
ncrement of the salinity to its maximum value ( ∼36.4). 
hese features were observed from the bottom to 10 to 
0 m depth. The lower temperatures observed during this 
eason ( Figure 3 a) were not observed during winter; this 
as attributed to the fact that the strong winds ( > 10 m/s)
ere able to mix the entire water column from September 
o April ( Figure 2 b). The high nitrogen values ( Figure 3 d)
bserved during the northerly wind season (mainly during 
ovember—March) were related to vertical mixing of the 
ater column, owing to strong wind speeds, which resus- 
ended the seafloor nutrients. In contrast, the lower val- 
es observed during September 2011 and July 2012 were 
ssociated with an increment of the chlorophyll- a values 
 Figure 4 a). This relation was corroborated with a linear 
orrelation (with a confidence level of 90%; i.e. z = 1.645) 
etween the nitrogen and the chlorophyll- a values ( r 2 > 

.7) during September 2011 and July 2012. Finally, the dis- 
olved oxygen ( Figure 4 b) and oxygen saturation ( Figure 4 c)
ere highly correlated to chlorophyll- a values from March 
o September ( r 2 > 0.7), while from October to February, 
here was no correlation among them ( r 2 < 0.4). 
The monthly mean values of the temperature, salin- 

ty, sigma- t , nitrogen, chlorophyll- a , and dissolved oxygen 
or 2011 ( Figure 5 ) and 2012 ( Figure 6 ) were plotted ver-
us depth. It was evident that from September to April 
northerly wind season), the water column was more ho- 
ogeneous than for the other months. However, the tem- 
erature, salinity, and density (sigma- t ) profiles showed 
ome vertical differences, contrary to the vertical homo- 
eneous water column described before by Salas-Perez and 
ranados-Barba (2008) . The surface layer was warmer (by 
1 °C), with the exception of October 2011, less saline (by 
0.2), and less dense (by ∼2 kg/m 

3 ), with the exception 
f September 2012, when compared with the near-bottom 

ater. In all cases, it has its highest vertical gradient be- 
ween 10 to 20 m. Thus, even if the wind was able to mix
he water column ( Figure 2 b), the hydrographic character- 
stics ( Figures 5 , 6 ) still showed some differences between 
he surface and bottom waters. 
During June and July, a well-marked thermocline was 

resented at ∼30 m (—0.6 °C/m) associated with oceanic 



D. Salas-Monreal, R. Monreal-Jimenez, V.K. Contreras-Tereza et al. 

Figure 2 a) Stick plot of the wind velocity (m/s), b) the depth of influence of the wind (D = 4.81 U 10 ), and c) the river discharges 
of the Jamapa River during 2011 and 2012. 
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ater intrusion during summer ( Allende-Arandía et al. , 
016 ; Mateos-Jasso et al. , 2012 ; Riveron-Enzastiga et al. , 
016 ; Salas-Monreal et al. , 2009 ), this idea was reinforced 
ith the vertical profiles of the monthly mean nitrogen, 
hich showed an increment of ∼0.085 ml 

L m 

at the pycnocline 
epth. From May to August (dry and rainy seasons) of both 
ears, the halocline was always present over the first 10 m 

 Figures 5 , 6 ), owing to additional precipitation during the 
ainy season ( Figure 2 c) and extra solar irradiation during 
he dry season. An interesting feature observed during July 
012 was the presence of a second thermocline, pycnocline 
nd nitrocline near 35 m ( Figure 6 ), it is the first time that
his condition has been reported at the VRS. 
From March 2011 to September 2012, the chlorophyll- 

 profiles ( Figures 5 e, 6 e) had their highest values below 

25 m ( > 3 μg/L), with the exception of April 2012, con- 
istent with the maximum subsurface values found at the 
RS ( Avendaño-Alvarez et al., 2017 ), and in the western Pa- 
ific Ocean ( Furuya, 1990 ), among others. The lowest val- 
es were always found at the surface due to photoinhibition 
 Falkowski et al., 1993 ). Finally, the oxygen profiles of 2011 
1,764 profiles) have higher standard deviation ( σ ) values 
han those of 2012 (1,277 profiles), implying that year 2012 
as more homogeneous than 2011. This was depicted with 
478 
he shadow area of Figures 5 and 6 , surrounding the mean 
onthly profile (solid color lines). The shadow area repre- 
ents the standard deviation ( σ ), which in some cases it was 
ivided by 2 or 5 ( σ/2; σ/5) in order to better appreciate
he profile. However, some of the standard deviation value 
ifferences could be associated with sampling frequency. 
here were ∼16% more profiles in 2011 than in 2012. 
According to temperature and salinity profiles 

 Figures 5 a, b, and 6 a, b), the dry season was depicted from
ay to June, when the pycnocline was related to the ther- 
ocline. While during the rainy season (July—August), the 
ycnocline was more related to the halocline. This was con- 
rmed with the density ratio obtained from Equation (3) . 
uring the dry season, the density ratio calculated every 
.25 m was of ∼1.25 on average, while during the rainy sea- 
on, it had an average value of ∼0.62. Thus, the pycnocline 
as more influenced by the halocline during the rainy sea- 
on and by the thermocline during the dry season. Finally, 
he northerly wind season was considered from September 
o April, when the strongest wind speed was able to mix the 
ater column ( Figures 5 a, b, c, and 6 a, b, c). 
The hydrographic properties were then divided into dry, 

ainy, and northerly wind seasons. This division was per- 
ormed to observe the characteristic seasonal behavior of 
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Figure 3 Time series contour plots of a) temperature ( °C), b) salinity, c) sigma- t (kg/m 

3 ), and d) nitrogen (ml/L) from March 2011 
to September 2012. 

479 
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Figure 4 Time series of the contour plots of a) chlorophyll- a ( μg/L), b) dissolved oxygen (ml/L), and c) oxygen saturation (%) 
from March 2011 to September 2012. 
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he hydrographic properties for 2011 ( Figure 7 ) and 2012 
 Figure 8 ). In Figures 7 and 8 , the yellow profiles repre-
ent the dry season from May to June; the blue profiles the 
ainy season from July to August; and the purple profiles the 
ortherly wind season from September to April. The time- 
ntegrated seasonal average values of the temperature, 
alinity, and density ( σ t ) profiles during the rainy season, 
ave a marked first gradient at ∼10 m, and a second gradi- 
nt, although weaker, at ∼30 m ( Figures 7 a, b, c and 8 a, b,
). The halocline and pycnocline observed at 10 m, has pre- 
iously been reported at the VRS ( Allende-Arandía et al. , 
016 ; Avendaño-Alvarez et al., 2017 ; Mateos-Jasso et al. , 
012 ; Riveron-Enzastiga et al., 2016 ; Salas-Monreal et al., 
009 ; Salas-Perez et al., 2020 ). In 2011 and 2012, the 10 m
itrocline ( Figures 7 d, and 8 d) was evident during the dry 
nd rainy seasons; during the rainy season, a stronger nitro- 
line was also present at ∼30 m. The ∼30 m halocline, pycn- 
cline, and nitrocline are reported in this study for the first 
480 
ime during the rainy season of 2011 and 2012. The deep- 
st pycnocline was more evident during 2012, even when 
his year was relatively dryer than 2011 ( Figure 2 c). The 
ycnocline was attributed to near-bottom water intrusion 
f oceanic water during this season ( Figures 3 , 5 , 6 ). During
he rainy season, the predominant southeasterly winds were 
ot strong enough to induce an eolic upwelling ( Allende- 
randía et al. , 2016 ; Mateos-Jasso et al. , 2012 ). However,
here is evidence of bottom water intrusion into the VRS as 
epicted with the temperature, salinity, density ( σ t ), and 
itrogen profiles ( Figures 3 , 5 , 6 ). Therefore, the mecha-
ism by which the oceanic water is intruded into the VRS 
till needs to be clarified. The seasonal profiles of dissolved 
xygen and oxygen saturation ( Figures 7 f, g, and 8 f, g)
howed similar patterns among them as expected; how- 
ver, in order to separate the rainy season from the dry 
nd northerly wind seasons using this hydrographic prop- 
rty, it would be recommended to use the oxygen satura- 
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Figure 5 Monthly mean profiles of a) temperature ( °C), b) salinity, c) sigma- t (kg/m 

3 ), d) nitrogen (ml/L), e) chlorophyll- a ( μg/L), 
f) dissolved oxygen (ml/L), and g) oxygen saturation (%) from March to December 2011. The shadow area shows the standard 
deviation ( σ ). The standard deviation was divided by 2 ( σ/2) or 5 ( σ/5) in order to better appreciate the profiles. 

t
t
a

w
t
t
a
y
u  

b
i
2
w
i  

t
s
i  

2
o
b
o
s

a
a
(
m
w
p
P
d
p
2
g
t
a
s
i
a  

o
i
r
A
o
u
S

ion values, rather than the dissolved oxygen values due to 
he separation of the values among seasons ( Figures 7 f, g, 
nd 8 f, g). 
The depth variation of the hydrographic properties 

ithin the VRS of 2011 and 2012 was also depicted with 
he T-S diagrams ( Figure 9 ). 2011 had a higher range of 
emperature and salinity when compared to 2012. This was 
ttributed to the difference in river discharges for both 
ears ( Figure 2 c), which mainly affects the near-surface val- 
es ( Figures 5 , 6 , 7 and 8 ). Below sigma- t of 23 kg/m 

3 ,
oth years were similar, except for the relatively low salin- 
ty values observed between the sigma- t values of 24 to 
5 kg/m 

3 ( Figure 9 b), during February 2012 (purple dots 
ith a temperature range of 22 to 22.5 °C and a salin- 
ty of 35) ( Figure 6 a, b, c). This could be a common fea-
ure in every February, which was not confirmed in this 
tudy since the time series started in March 2011. Dur- 
ng the dry ( Figure 9 c) and rainy ( Figure 9 e) seasons of
011, the density values (sigma- t ) were higher than those 
bserved during 2012 ( Figure 9 d, f); this agrees with the 
ottom water intrusion described before ( Figure 3 ). One 
f the differences between the T-S diagrams shown in this 
tudy and those previously reported at the VRS ( Salas-Perez 
481 
nd Arena-Fuentes, 2011 ) is the dispersion of the temper- 
ture values observed during the northerly wind season 
 Figure 9 a, b). The northerly wind season of 2012 shows 
ore agglomerated values (between 22 to 26 °C) than 2011, 
hich is more consistent with what has previously been re- 
orted at the VRS ( Riveron-Enzastiga et al., 2016 ; Salas- 
erez and Arenas-Fuentes, 2011 ). The discrepancy occurred 
uring 2011, where the temperature values were more dis- 
ersed (between 20 to 31 °C), crossing the isopycnals (from 

1 to 26 kg/m 

3 ). The discrepancy between the T-S dia- 
rams observed between 2011 and 2012 could be attributed 
o the length of the series, which starts in March 2011 
nd ends in September 2012, during the northerly wind 
eason. Therefore, further investigations are needed dur- 
ng the northerly wind season over the deepest ( > 40 m) 
reas of the VRS to confirm if this is a common pattern
f the season. One of the apparent discrepancies regard- 
ng the T-S diagrams observed here with those previously 
eported ( Riveron-Enzastiga et al., 2016 ; Salas-Perez and 
renas-Fuentes, 2011 ) could be related to the total depth 
f the profiles. The previous T-S diagrams were obtained 
sing profiles above 25 m ( Riveron-Enzastiga et al., 2016 ; 
alas-Perez and Arenas-Fuentes, 2011 ), while the diagrams 
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Figure 6 Monthly mean profiles of a) temperature ( °C), b) salinity, c) sigma- t (kg/m 

3 ), d) nitrogen (ml/L), e) chlorophyll- a ( μg/L), 
f) dissolved oxygen (ml/L), and g) oxygen saturation (%) from January to September 2012. The shadow area shows the standard 
deviation ( σ ). The standard deviation was divided by 2 ( σ/2) or 5 ( σ/5) in order to better appreciate the profiles. 
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howed in this study ( Figure 9 ) were made with profiles 
bove 50 m. According to Figures 3 and 9 , the GCW could 
e observed around sigma- t of 25 kg/m 

3 , consistent with 
he water intrusion observed from ∼10 m depth to the bot- 
om, during the dry and rainy seasons ( Figure 3 c). The GCW 

as a temperature and salinity range of 22 to 28 °C and 36.2 
o 36.4, respectively ( Aldeco et al., 2009 ). However, the 
ower temperatures ( < 22 °C) observed at sigma- t greater 
han 25.5 kg/m 

3 ( Figure 9 ) are also in agreement with 
he oceanic water located in the region of the Campeche 
anyon reported by Aldeco et al. (2009) . Thus, confirming a 
ear-bottom water intrusion. 

. Discussion 

ccording to the meteorological data ( Figure 2 ), the VRS 
ould be divided into dominant northerly wind season from 

eptember to April and dominant southerly wind season 
rom May to August. During the dominant northerly wind 
eason, the wind speed was strong enough to mix al- 
ost the entire water column, as observed in the con- 
482 
our plots of temperature, salinity, density ( σ t ), nitrogen 
 Figure 3 ), chlorophyll- a , dissolved oxygen, and oxygen sat- 
ration ( Figure 4 ). However, the water column was only 
omogeneous above ∼25 m as previously reported at the 
RS ( Allende-Arandía et al. , 2016 ; Avendaño-Alvarez et al., 
017 ; Mateos-Jasso et al. , 2012 ; Riveron-Enzastiga et al., 
016 ; Salas-Monreal et al., 2009 ; Salas-Perez and Arenas- 
uentes, 2011 ; Salas-Perez et al., 2020 ), below this depth, 
he near-bottom water showed some differences with the 
ear-surface values. This has not been observed before, 
ue to the total depth of the previous study areas within 
he VRS ( < 25 m). On the other hand, from May to Au-
ust of both years (2011 and 2012), the dominant south- 
asterly wind was interspersed with northwesterly winds 
 Figure 2 a). However, the wind speed was not strong enough 
o reach the pycnocline depth (below 10 m: Figure 3 c), i.e. 
t was not strong enough to break the pycnocline, since 
he presence of the pycnocline depends on the strength 
f the stratification and the wind speed. However, there 
s still evidence of near-bottom water intruding from 10 m 

epth to the bottom. The water intrusion was observed from 

ay to August during dominant southerly winds. During this 
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Figure 7 Seasonal mean profiles of a) temperature ( °C), b) salinity, c) sigma- t (kg/m 

3 ), d) nitrogen (ml/L), e) chlorophyll- a ( μg/L), 
f) dissolved oxygen (ml/L), and g) oxygen saturation (%) from March to December 2011. The horizontal bars show the standard 
deviation ( σ ). The standard deviation was divided by 10 ( σ/10) to appreciate the profiles better. The blue, yellow and purple 
profiles represent rainy (August), dry (May—June), northerly wind (March—April and September—December) seasons, respectively. 
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ime, we could also divide the season (dominant southerly 
inds) into dry (May to June) and rainy season (July to Au- 
ust), modifying the previously division suggested by Salas- 
erez and Granados-Barba (2008) . During the dry season, 
he pycnocline was more related to the thermocline, while 
uring the rainy season, it was more related to the halo- 
line due to an increment in the rain. During those sea- 
ons, the strong southeasterly wind was not able to reach 
he thermocline or the halocline ( Figure 3 ). Further, the 
outheasterly events (passage of tropical waves) were fol- 
owed by northerly winds ( Figure 2 a). This shift in wind di- 
ection did not allow the necessary conditions to develop 
n eolic upwelling event. Thus, continuous eolic upwelling 
vents ( Allende-Arandía et al. , 2016 ; Mateos-Jasso et al. , 
012 ) seem unlikely to occur at the VRS. 
Another mechanism should be responsible for the near- 

ottom water intrusion, as observed with the temper- 
ture, salinity, density ( Figure 3 a, b, c), and nitrogen 
alues ( Figure 3 d). One of the possible explanations for 
483 
he near-bottom water intrusion could be the intensifica- 
ion of the cyclonic Gyre of Campeche, as suggested by 
uerrero et al. (2020) . During the spring-summer season, 
he Gyre of Campeche gets close to the continental shelf 
ear the 21 °N ( Salas-Perez et al., 2012 ), intensifying the 
long-shelf currents (southward). Thus, a topographic up- 
elling condition seems unlikely under such circumstances 

 Riveron-Enzastiga et al., 2016 ). On the other hand, the 
ollision of Loop Current anticyclones against the western 
ontinental shelf slope of the GoM constitutes probably the 
ain mechanism that converts the Subtropical Under Water 
SUW) to GCW in the GoM, this water mass intrudes the Ver- 
cruz continental shelf ( Vidal et al., 1992 ). The intrusion of 
he near-bottom water could then be associated to the in- 
eraction between the along-shelf current (southward) with 
he continental shelf at ∼21 °N ( Guerrero et al., 2020 ), since
his mechanism will provide a continuous supply of oceanic 
ater toward the VRS, as observed in this study during the 
pring-summer season. The continuous injection of oceanic 
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Figure 8 Seasonal mean profiles of a) temperature ( °C), b) salinity, c) sigma- t (kg/m 

3 ), d) nitrogen (ml/L), e) chlorophyll- a 
( μg/L), f) dissolved oxygen (ml/L), and g) oxygen saturation (%) from January to September 2012. The horizontal bars show the 
standard deviation ( σ ). The standard deviation was divided by 10 ( σ/10) to appreciate the profiles better. The blue, yellow and 
purple profiles represent rainy (July—August), dry (May—June), northerly wind (January-April and September) seasons, respectively. 
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ater should intensify during July and August, when a sec- 
nd pycnocline was present ( Figures 7 , 8 ), bringing a colder 
ater mass ( Figure 9 ). 
Regardless of the mechanisms that introduce near bot- 

om oceanic water to the VRS, during the summer sea- 
on, the VRS has temperature and salinity values within 
he range of the GCW, as previously reported by Salas- 
erez and Arenas-Fuentes (2011) . The decrement of the 
emperature ( < 22 °C) and the high values of nitrogen ( ∼9.1 
l/L) favor coral development, providing nutrients and in- 
ibiting coral bleaching, making the VRS and an ideal area 
or coral development. In coral reef areas under the influ- 
nce of upwelling events such as in Panama ( D’Croz and 
ate, 2004 ), the Colombian Caribbean ( Diaz-Pulido and 
arzon-Ferreira, 2002 ), the eastern Pacific ( Glynn and 
orales, 1997 ), Taiwan ( Mayfield et al., 2013 ), Polynesia 
 Wolanski and Delesalle, 1995 ), among others, the intrusion 
f cold rich-nutrient waters helps corals to grow and de- 
484 
elop properly. In contrast, the nitrogen values suggested 
 high concentration of suspended particles during the 
ortherly wind season ( Figures 7 , 8 ). This condition was also
bserved over the entire western GoM with satellite data 
 Kineke et al., 2006 ; Walker and Rouse, 1993 ), this is vi-
al for the development of coral reefs since the attenua- 
ion of light may limit their growth rate ( Kleypas et al., 
999 ; Perry and Macdonald, 2002 ). As a general balance, 
he harm done by light limitation and coral coverage with 
esuspended sediments ( Chacon-Gomez et al., 2013 ) during 
he northerly wind season is surpassed by the benefits of 
he mechanisms that brings cold rich-nutrient waters to the 
ystem, during the dry and rainy seasons. 
Finally, the phytoplankton may consume the nitrogen 

 Figure 3 d) and increase the amount of dissolved oxygen 
 Figure 4 b), as observed during September and October 
011. During February, the increment of the dissolved oxy- 
en has a different mechanism, an increment of the north- 
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Figure 9 Seasonal T-S diagrams. The purple dots represent the northerly wind season a) 2011 March—April and September—
December, and b) 2012 January—April and September. The yellow dots represent the dry season c) 2011 May—June, and d) 2012 
May—June. The blue dots represent the rainy season e) 2011 August, and f) 2012 July—August. 

485 
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esterly winds ( Figure 2 a) mix the entire water column, 
ncreasing the nitrogen ( Figure 3 d) and oxygen concentra- 
ions ( Figure 4 b, c) along the water column, which was 
ot related to an increment of the chlorophyll- a concentra- 
ion ( Figure 4 a). The wind-driven mixing was also evident 
ith the temperature and salinity values along the water 
olumn ( Figure 3 a, b). During January, the decrement of 
he dissolved oxygen ( < 2 ml/L) ( Figure 4 b) was directly re-
ated to the low concentration of chlorophyll- a ( < 2.5 ml/L) 
 Figure 4 a). Thus, there is a water column seasonal vari- 
tion of the chlorophyll- a below 10 m, in contrast to the 
onstant concentration values reported near the surface by 
vendaño et al. (2019) . 

. Conclusions 

he vertical profiles of the temperature, salinity, density, 
issolved oxygen, nitrogen, and chlorophyll- a over the 
ntire Veracruz Reef System, were analyzed to study the 
easonal hydrographic variation of the reef area, from 

arch 2011 to September 2012. The results showed three 
easons; the northerly wind season from September to 
pril; the dry season from May to June, and the rainy 
eason from July to August. The three thousand forty-one 
rofiles showed the influence of the halocline and the 
hermocline over the pycnocline during the rainy and dry 
easons, respectively. There is a direct correlation between 
he concentration of chlorophyll- a and the dissolved oxy- 
en during August—September 2011 and July 2012. This 
orrelation was not observed during March, April 2011 and 
ebruary 2012, when the increment of the dissolved oxygen 
n the water column was related to vertical mixing and not 
o chlorophyll- a concentration. During the northerly wind 
eason, the wind was able to mix almost the entire water 
olumn during cold front events. Even under the absence 
f cold front events, the lack of heavy rain periods and 
elatively lower solar irradiation (winter) combined with 
he sustained local winds did not allow the presence of 
he pycnocline. While during summer, the wind was not 
ble to mix the water column, even when the atmospheric 
ropical waves may, under some circumstances, reach the 
ycnocline depth. Thus, from September to April (northerly 
ind season), atmospheric forcing had a greater influence 
n hydrographic parameters than river discharges, while 
orm July to August (rainy season), river discharges had 
 greater influence on hydrographic parameters than at- 
ospheric forcing. Finally, there was evidence of oceanic 
ater intrusion into the VRS below ∼10 m, which favors 
oral growth during the spring-summer (dry-rainy) season. 
uring the rainy season the presence of a second halocline, 
ycnocline, and nitrocline, at ∼30 m depth was related to 
he intrusion of a colder oceanic water into the VRS. 
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Abstract Atlantic cod ( Gadus morhua ) is an important commercial fish species on the world 
market. The aim of our studies was to explore the presence, intensity of infection and distri- 
bution of the zoonotic nematodes of the different genera of Anisakidae in the muscle tissue 
of G. morhua from the Norwegian Sea. Cod from fishing areas FAO IIa1 (n = 50) and FAO IIa2 
(n = 56) were sampled in March 2017. The unskinned flesh of each fish was examined using 
a white-light transilluminator. Collected parasites were identified to the genus level, and a 
subsample was identified using molecular methods. We found a higher prevalence of infection 
with Anisakis than with Pseudoterranova in the musculature of cod from both fishing areas. In 
FAO IIa1, a lower prevalence of infection with Pseudoterranova was recorded (14%) than in FAO 

IIa2 ( ∼39%). However, the intensity of infection was higher (53) in FAO IIa2 than in FAO IIa1 
(8 parasites per fish). The opposite was found with Anisakis (prevalence 88% in FAO IIa1 and 
∼55% in FAO IIa2, intensity up to 30 and up to 25 parasites per fish respectively). Most Anisakis 
larvae were present in the belly flaps (predominantly the left side), while Pseudoterranova 
spp. were dispersed with descending frequency in belly flaps, dorsal fillet and caudal fillet. 
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E-mail address: knadolna@mir.gdynia.pl (K. Nadolna-Ałtyn). 

Peer review under the responsibility of the Institute of Oceanology of the Polish Academy of Sciences. 

https://doi.org/10.1016/j.oceano.2022.03.003 
0078-3234/ © 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier B.V. This is an open access 
article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

https://doi.org/10.1016/j.oceano.2022.03.003
http://www.sciencedirect.com
http://www.journals.elsevier.com/oceanologia
mailto:knadolna@mir.gdynia.pl
https://doi.org/10.1016/j.oceano.2022.03.003
http://creativecommons.org/licenses/by-nc-nd/4.0/


K. Nadolna-Ałtyn, M. Podolska, J. Pawlak et al. 

Molecular identification revealed the presence of A. simplex (s.s.), P. decipiens (s.s.) and P. 
krabbei in both areas, and a hybrid of P. decipiens and P. krabbei in FAO IIa2. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

tlantic cod ( Gadus morhua ) occurs in shelf waters through- 
ut the North Atlantic Ocean and its adjacent seas 
 Cohen et al., 1990 ). In Europe, it has been recorded from 

he northwestern Iberian Peninsula to the Barents Sea, in- 
luding British and Icelandic waters, as well as some brack- 
sh water localities in the Baltic Sea ( Bañon et al., 2010 ; 
CES, 2005 ). Atlantic cod is one of the most important 
ommercial fish species on the world market. According 
o a report from the Food and Agriculture Organization of 
he United Nations (FAO) in 2012, it was among the 10 
ost-fished species in the world in 2010 and 2011, with 
bout 200 000 tonnes landed per year, and was one of the 
ost important species in European commercial fisheries 

 Cardinale et al., 2013 ). In 2016, landings of cod in the EU
eached more than 91 000 tonnes and had a value of EUR 
26 million ( EUMOFA, 2018 ). The top three EU players in 
he cod fishery were Denmark, the UK and Spain. Most cod 
andings in Spain are frozen, while those in Denmark and 
K are almost entirely fresh products. Fresh cod landed in 
he UK reached a 10-year peak at more than 15 000 tonnes 
 EUMOFA, 2018 ). The reason for such great interest in fish- 
ries of this species is the popularity of cod with consumers, 
ecause of its mild flavour and dense, flaky white flesh. 
The European Food Safety Authority (EFSA) has stated 

hat all wild-caught fish (particularly if intended to be 
aten raw or nearly raw) must be considered at risk of 
ontaining viable parasites of concern to human health 
 EFSA, 2010 ). The most dangerous parasites for human 
ealth that can be found in cod fillets are Anisakidae ne- 
atodes: Anisakis simplex and A. pegreffii ( Audicana and 
ennedy, 2008 ; Ishikura et al., 1993 ; Mattiucci et al., 
013 ), as well as Pseudoterranova spp. ( Mattiucci et al., 
013 ; Mehrdana et al., 2014 ; Shamsi and Suthar, 2016 ; 
orres et al., 2007 ). Viable, invasive anisakid larvae acci- 
entally ingested by humans may cause anisakidosis. Symp- 
oms of acute anisakidosis include nausea, diarrhea, vom- 
ting, and intense abdominal pain ( Hochberg et al., 2010 ; 
shikura et al., 1993 ). There are no published case stud- 
es of acute anisakidosis caused by eating infected cod. 
evertheless, two cases of allergy related to anisakido- 
is following consumption of raw cod have been reported 
 Alonso-Gómez et al., 2004 ). Although adequate treatment 
ills the parasite ( Wharton and Aalders, 2002 ), some of 
he allergenic proteins of anisakid nematodes are ther- 
ostable ( Audicana et al., 2002 ; Moneo et al., 2005 ). 
runet et al. (2017) demonstrated two cases of infection 
ith Pseudoterranova decipiens s.s. in French patients af- 
er consumption of a baked cod. 
The presence of Anisakidae nematodes in North At- 

antic cod muscle tissue has been known for many years: 
hey were recorded in cod fillets from the southern Cana- 
490 
ian mainland between 1946 and 1956 ( Scott and Mar- 
in, 1957 ), and from different areas adjacent to Newfound- 
and in the periods 1947—1953 ( Templeman et al., 1957 ) 
nd 1984—1985 ( Chandra and Khan, 1988 ). Parasites, in- 
luding nematodes, were considered to be biological in- 
icators of stocks of Atlantic cod sampled between 1981 
nd 1983 off Newfoundland, Canada ( Khan and Tuck, 1995 ). 
he presence and abundance of A. simplex larvae in the 
esh of Atlantic cod was examined between 1985 and 1987 
n the western Atlantic Ocean around Newfoundland and 
abrador: their presence and abundance of parasites var- 
ed geographically and increased with cod size ( Brattey and 
ishop, 1992 ). Cod from the Gulf of St. Lawrence were ex- 
mined for the presence of nematodes between 1990 and 
992 ( Boily and Marcogliese, 1995 ), while the occurrence 
f anisakid nematodes in Atlantic cod was investigated in 
est Greenland in 2005 ( Mouritsen et al., 2010 ). Cod from
celand, the Norway coast, the Barents Sea and Arctic wa- 
ers were examined for the presence of Pseudoterranova 
ecipiens (former name Terranova decipiens ) and Anisakis 
p. between 1971 and 1973, with different levels of in- 
ection being observed in various stocks ( Platt, 1975 ). Fil- 
ets of Norwegian Arctic cod from the Barents Sea in 1989 
howed a 96% infection rate with A. simplex , with a sig- 
ificant difference in mean intensity of infection between 
ceanic and coastal fish ( Aspholm, 1995 ). Anisakidae lar- 
ae were found in 34.7% of cod fillets from fish caught 
n the northeastern Atlantic ocean ( Piccolo et al., 1999 ). 
ematodes were recorded in cod from the Barents Sea 
n 2002 ( Sobecka et al., 2011 ) and 2011 ( Najda et al.,
018 ). Research conducted during 2013—2014 in the Bar- 
nts Sea confirmed the high prevalence of cod infection 
ith A. simplex ( ∼90% of fillets), although infection with 
seudoterranova was lower (less than 10%) ( Gay et al., 
018 ). Most research on cod from the Norwegian Sea was 
onducted in the coastal waters of Balsfjord and Ullsfjord 
 Hemmingsen et al., 1991 ), Balsfjord ( Hemmingsen et al., 
992 , 1995 ), Oslofjord ( Aspholm et al., 1995 ; Jensen and
dås, 1992 ), Altafjord ( Hemmingsen et al., 1993 ), near 
he island of Vega ( Strømnes and Andersen, 1998 , 2000 ) 
nd in Trondheimsfjord ( Perdiguero-Alonso et al., 2008 ). 
ematode parasites in cod have also been noted in Ice- 
andic waters ( Hauksson, 2011 ; Perdiguero-Alonso et al., 
008 ), the Irish and Celtic Seas ( Perdiguero-Alonso et al., 
008 ), and the Central and Northern North Sea ( Gay et al.,
018 ; Perdiguero-Alonso et al., 2008 ). Nematode parasites 
ere even recorded in cod larvae from the North Sea 

 Skovgaard et al., 2011 ). Despite the above research, there 
s currently a lack of knowledge about the level of cod in- 
ection in offshore waters of the Norwegian Sea. Because 
he level of infection with nematode parasites may dif- 
er significantly even between neighboring areas ( Molina- 
ernandez et al., 2015 ; Platt, 1975 ), we decided to focus 
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n the spatial distribution of cod infection with Anisakidae 
ematodes in the North East Atlantic. 
The Norwegian Sea has been an important and in- 

ensively exploited cod fishing ground for many years 
 Bertheussen and Dreyer, 2019 ). Norwegian cod products are 
ffered in various forms (whole fresh or frozen fish, fresh fil- 
ets, dried, dried salted or wet salted) and are exported to 
estinations over almost the whole world: Europe, Africa, 
outh America and Asia ( Asche et al., 2018 ). 
There are a variety of methods of detecting the pres- 

nce of nematodes in the fillets of fish. Some of them 

re not suitable for use during fish processing, because 
he tissues of the fish are destroyed. For example, both 
he compression technique ( Karl and Leinemann, 1993 ) and 
igestion in artificial gastric juice ( Llarena-Reino et al., 
013 ) allow the quantitative determination of nematodes, 
ut lead to the destruction of fish tissue. Moreover, the 
V-compression technique ( Gomez-Morales et al., 2018 ), 
onsidered today to be the most sensitive among non- 
estructive methods that assess the risk of human infection 
y zoonotic nematodes, is limited to frozen products, be- 
ause it relies on the ability of dead anisakid larvae to show 

uorescence under UV light, and is not applicable in the 
ase of fresh fillets. Emerging technologies such as imag- 
ng spectroscopy ( Heia et al., 2007 ), multispectral imag- 
ng ( Stormo et al., 2007 ; Wold et al., 2001 ), hyperspec- 
ral imaging ( Sivertsen et al., 2011 ), X-ray ( Heia et al., 
997 ) or magnetic resonance imaging ( Bao et al., 
017 ) are used less frequently in the fish processing 
ndustry. 

Our investigation was conducted using candling, which 
etects parasites by visual inspection of fish tissues over 
 light source. Although routine screening of fillets by 
andling is not 100% effective ( Bao et al., 2019 ; Gomez- 
orales et al., 2018 ; González et al., 2018 ; Levsen et al., 
005 ; Mercken et al., 2020a ), it is the most widely adopted 
ethod in industry, where more accurate laboratory meth- 
ds of detection are not routinely used. The main advan- 
ages of candling are its relatively low cost and simplicity 
nd that it allows detection and immediate removal of vis- 
ble parasites with minimal damage to the fillet’s muscle 
issue. In addition, many previous studies have been carried 
ut using candling, allowing better comparison of the re- 
ults obtained. Thus, the aim of our studies was to explore 
he level of infection with anisakids and the distribution of 
he different genera of Anisakidae nematodes in the muscle 
issue of G. morhua using the detection method routinely 
pplied in fish processing plants. 

. Material and methods 

.1. Sampling and detection of parasites 

od was caught during a commercial survey in March 2017 
n two areas of the North Atlantic, FAO IIa1 (n = 50) and 
AO IIa2 (n = 56), as shown on the map ( Figure 1 ). This
ampling period was chosen because data (2007—2016) from 

he Norwegian Directorate of Fisheries showed the monthly 
verage cod catch in this area to be highest in March 
 Bertheussen and Dreyer, 2019 ). Randomly chosen whole fish 
ith undercut throats were kept on ice and frozen for fur- 
491 
her analysis. Subsequently, in the laboratory, after thawing 
or 24 h, standard ichthyological analysis was performed. 
The presence of nematode parasites in different parts of 

he cod muscle tissue was evaluated. The unskinned flesh 
rom both the right and left side of each animal was divided 
nto three parts: anterior ventral (belly flaps), dorsal fillet 
nd caudal fillet. Each part was examined for the presence 
f parasites in the muscle tissue using a transilluminator. All 
arasites detected were collected for further parasitologi- 
al identification. 

.2. Identification of parasites 

ll detected parasites were collected and identified to the 
enus level on the basis of anatomo-morphological features 
s described by Fagerholm (1982) and Berland (1989) . A sub- 
ample of parasites (16 Anisakis sp. and 34 Pseudoterranova 
p.) of different origins was molecularly identified. Repre- 
entative examples of each nematode species were selected 
rom both regions in proportion to the number of nema- 
odes of each species collected for that region. The target 
f molecular analysis in all cases was internal transcribed 
pacer 1 of the ribosomal DNA (ITS-1 rDNA). DNA was iso- 
ated using a Genomic Mini Kit (A&A Biotechnology, Gdynia, 
oland) according to the instructions. The analysis of ITS- 
: the amplification was performed using NC5 (forward) 5 ′ 

TA GGT GAA CCT GCG GAA GGA TCA TT 3 ′ and NC13R (re-
erse) 5 ′ GCT GCG TTC TTC ATC GAT 3 ′ primers ( Zhu et al.,
000 , 2002 ). The reaction mixture consisted of 25 μl PCR 
aster Mix Plus High GC (ready-to-use PCR mixture contain- 
ng Taq DNA polymerase, PCR buffer, MgCl 2 and dNTPs; A&A 
iotechnology), 2 μl each primer (concentration 10 μM) and 
 μl DNA template, supplemented with deionized water up 
o 50 μl. The PCR conditions were as follows: 3 min at 94 °C
initial denaturation) followed by 30 cycles of denaturation 
t 94 °C for 30 s, annealing of primers at 55 °C for 30 s, strand
longation at 72 °C for 30 s and a final extension step of
 min at 72 °C. If the amplification was weak, the reaction 
as repeated, increasing the number of cycles to 40. Poly- 
erase chain reaction (PCR) products were sequenced di- 
ectly using standard procedures and amplification primers. 
equences were analysed using GeneStudio TM Professional 
GeneStudio, Inc., USA) and confirmed by a BLAST search of 
enBank. The sequences obtained have been deposited in 
enBank with the accession numbers given in the Results. 

.3. Parasitological descriptors 

he descriptors of parasite distribution used in the present 
tudy followed the definitions given by Bush et al. (1997) . 
revalence is “the number of hosts infected with one or 
ore individuals of a parasite species (or of a taxonomic 
roup) divided by the number of hosts examined for that 
arasite species”. The abundance is “the number of indi- 
iduals of a particular parasite in/on a single host regard- 
ess of whether or not the host is infected”. The intensity 
of infection) is “the number of individuals of a particular 
arasite species in a single infected host”. Both abundance 
nd intensity of infection were calculated, to make it easier 
o compare the results obtained with the information pre- 
ented in previous research. 
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Figure 1 Map of the FAO 27 area ( Cardinale et al., 2013 ). 
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.4. Data analysis 

eneralized linear models (GLMs) ( McCullagh and 
elder, 1989 ) were applied to analyse the prevalence 
f cod infection in representatives of the genera Anisakis 
nd Pseudoterranova in whole cod musculature (gutted fish) 
ith respect to various biological and spatial parameters. 
he following model was fitted: 

G(inf) = area + sex + gonad developmental stage 
 TL + error; 

here G is a link function and inf represents the prevalence 
f infection with Anisakis spp. or Pseudoterranova spp. The 
otal body length (TL) was taken as the covariate, whereas 
he area, sex and gonad developmental stage were treated 
s factors. The error distribution was assumed to be bino- 
ial, and the logit link function was used. Corner point pa- 
ameterization was imposed, i.e. factor effects for level one 
ere assumed to be zero for all factors. Thus, the factor ef- 
ects for the other levels may be regarded as the difference 
etween the effect at any given level and the effect at level 
ne. First, the initial model (which included all considered 
ariables and factors) was fitted. The significance of the 
actors and covariates was then tested, and only significant 
erms were left in the final model. Tests were performed 
y deletion and those terms whose deletion did not result 
n a significant increase in deviance (i.e. the GLM measure 
492 
f discrepancy between the modelled and observed values) 
ere excluded from the model. 
Due to the fact that the presence of parasites in the 

audal part of the fillet was very low, for the purposes of 
he Wilcoxon matched-pairs test, the results obtained from 

ounting the parasites in dorsal and caudal parts of the 
llet were combined and compared with results obtained 
rom counting the parasites in the belly flap. The Wilcoxon 
atched-pairs test was employed to assess the significance 
f the differences in the distribution of parasites in the var- 
ous parts of the fish musculature (fillets vs belly flaps; left 
s right fillets; left vs right belly flaps). 

. Results 

.1. Biological parameters of the fish 

od sampled in the FAO IIa1 area were 63—92 cm in length,
hile fish caught in the FAO IIa2 area were smaller (52—70 
m in length). In both areas, the majority of the catch were 
ales (88% in FAO IIa1 and 78.57% in FAO IIa2) ( Table 1 ).
n the basis of anatomo-morphological features, in total in 
AO IIa1, 22 specimens of the Pseudoterranova genus and 
23 individuals Anisakis genus larvae were recorded in the 
uscle tissue of cod, while in FAO IIa2 these numbers were 
43 and 130, respectively. 
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Table 1 Total body length, prevalence (P), intensity (I) and abundance (A) of infection of cod with anisakid larvae. N = num- 
ber of fish examined. 

Area Sex N Length of fish (cm) Anisakis Pseudoterranova Total 

Mean Min Max P (%) I A P (%) I A P (%) I A 

FAO IIa1 males 44 80.43 63 92 86.36 4.74 4.09 13.64 3.33 0.45 86.36 5.26 4.55 
females 6 82.83 68 90 100.00 7.17 7.17 16.67 2.00 0.33 100.00 7.50 7.50 
sum 50 80.72 63 92 88.00 5.07 4.46 14.00 3.14 0.44 88.00 5.57 4.90 

FAO IIa2 males 44 65.27 46 74 47.73 5.05 2.41 40.91 10.83 4.43 70.45 9.71 6.84 
females 12 66.08 52 70 83.33 2.40 2.00 33.33 12.00 4.00 91.67 6.55 6.00 
sum 56 65.45 46 74 55.36 4.19 2.32 39.29 11.05 4.34 75.00 8.88 6.66 

Sum 106 72.65 46 92 70.75 4.71 3.33 27.36 9.14 2.50 81.13 7.19 5.83 

Table 2 Molecular identification of subsample of parasites found in the musculature of the cod ( Gadus morhua ) from the 
North Atlantic. 

Anisakis Pseudoterranova Pseudoterranova Pseudoterranova decipiens / 
Area simplex s.s. krabbei decipiens Pseudoterranova krabbei 

FAO IIa1 10 6 5 
FAO IIa2 6 17 5 1 
Sum 16 23 10 1 
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.2. Molecular identification of Anisakidae 

arasites 

 subsample of parasites was selected for molecular identi- 
cation, taking into account the number of parasites repre- 
enting each species found in each fishing area. Accordingly, 
1 and 29 Anisakidae larvae were collected from the mus- 
ulature of cod from FAO IIa1 and FAO IIa2, respectively, 
nd were identified using molecular genetics tools. For FAO 

Ia1, larvae were identified as A. simplex (s.s.), P. decipiens 
s.s.) and P. krabbei . For FAO IIa2, the same species were 
dentified together with one hybrid of P. decipiens and P. 
rabbei ( Table 2 ). In the case of hybrid form, a heterozy- 
ote pattern was detected in all four nucleotide positions 
ocated in ITS-1 rDNA, differentiating P. krabbei and P. de- 
ipiens ( Table 3 ). Examples of DNA sequences (deposited in 
enBank) of parasites found in cod caught in FAO IIa1 are A. 
implex (accession no. MW367082), P. decipiens (MW367084) 
nd P. krabbei (MW367086); and of those caught in FAO IIa2: 
. simplex (MW367083), P. decipiens (MW367085), P. krabbei 
MW367087), and a hybrid of P. decipiens and P. krabbei 
MW367088). 

.3. Parasitological descriptor: prevalence of 
nfection 

he prevalence of infection with Anisakidae nematodes in 
oth sampling areas was high, at 88% in FAO IIa1 and 75% in 
AO IIa2, but the parasite fauna composition was different. 
n FAO IIa1, a lower prevalence of infection with Pseudoter- 
anova of 14% was observed, while in FAO IIa2 this was 39%; 
he opposite trend was observed for prevalence of infection 
ith Anisakis , which was higher in FAO IIa1 (88%) than in FAO 

Ia2 (55%). 
493 
.4. Data analysis: GLM models of the prevalence 

f infection 

he sampling area had a significant effect in the GLM models 
f the prevalence of infection with Anisakis spp. and Pseu- 
oterranova spp. The modeled prevalence of Anisakis spp. 
as higher in FAO IIa1 than in FAO IIa2 (p < 0.001). In con-
rast, the prevalence of Pseudoterranova spp. was higher 
n FAO IIa2 than in FAO IIa1 (p = 0.005). The sex of the host
as significant only for Anisakis spp., where modeled in- 
ection was higher in females than in males (p = 0.026). The 
revalence of cod infection with Anisakidae species and the 
ffect of area on the prevalence model (with standard er- 
ors, S.E.) are presented in Figure 2 . Parameter estimates 
re given in Table 4 . 

.5. Parasitological descriptors: intensity and 

bundance of infection 

ntensity of infection with Anisakidae parasites differed in 
oth areas: for Pseudoterranova spp. up to 8 parasites per 
nfected fish were found in FAO IIa1 (abundance 0.44) and 
p to 53 parasites per fish in FAO IIa2 (abundance 4.34); for 
nisakis spp. there were, respectively, up to 30 parasites 
er fish (abundance 4.46) and up to 25 parasites per fish 
abundance 2.32). 

.6. Distribution of parasites in cod fillets 

he distribution of parasites in the various parts of the 
esh (right vs left, anterior ventral vs dorsal vs caudal) was 
ecorded for all larvae belonging to the genera Anisakis and 
seudoterranova . The presence of Anisakidae nematodes in 
ifferent parts of the cod musculature was analysed. In cod 
aught in FAO IIa1, Pseudoterranova spp. were found in the 
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Table 3 Comparison of ITS-1 nucleotide sequences with a graphical presentation of diagnostic nucleotide positions differen- 
tiating Pseudoterranova krabbei , P. decipiens and hybrid specimen P. krabbei x P. decipiens obtained in this study. 

Alignment position according to P. krabbei MW367086 

Parasite 
species 

Accession 
number 

45 208 234 260 

P. krabbei MW367086 G A C T 
P. decipiens MW367085 A G A C 
Hybrid 
specimen 

MW367088 A/G A/G A/C T/C 

Graphical 
presentation 
of diagnostic 
nucleotide 
positions 

Figure 2 The prevalence of larval infections of Anisakis (a) and Pseudoterranova (b) genera in cod, relative to the effect of area 
included in the GLM model (with S.E.). 

494 
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Figure 3 The distribution of Anisakis and Pseudoterranova in the flesh of cod. 

Table 4 Parameter estimates (with s.e.) for models of 
the prevalence of infection with Anisakis and Pseudoter- 
ranova genera in cod ( Gadus morhua ) from the North At- 
lantic. 

Anisakis 

Parameter Estimate S.E. P 

Intercept 1.88 0.44 < .001 
Area FAO IIa1 0.00 Aliased 

FAO IIa2 —1.98 0.53 < .001 
Sex males 0.00 Aliased 

females 1.81 0.81 0.026 

Pseudoterranova 

Parameter Estimate S.E. P 

Intercept —1.82 0.41 < .001 
Area FAO IIa1 0.00 Aliased 

FAO IIa2 1.38 0.49 0.005 
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elly flaps of 5 fish and in 3 of these fish the parasite was 
lso found in the dorsal fillet; we also recorded 2 fish with 
his parasite only in the dorsal fillet. Caudal fillet muscula- 
ure was free of Pseudoterranova in these fish. In cod caught 
n FAO IIa2, Pseudoterranova spp. were observed in all tis- 
ues analysed with the following frequency: belly flaps, 17 
sh; dorsal fillets, 11 fish; and caudal fillets, 7 fish. Anisakis 
pp. larvae were observed mainly in the belly flaps (in 44 
sh from FAO IIa1 and in 31 fish from FAO IIa2) and only occa-
ionally in caudal fillet (in two fish from FAO IIa2). Detailed 
nformation on the distribution of nematodes in each part 
f the cod musculature is presented in Table 6 and Figure 3 . 
The presence of nematodes with respect to the side of 

he musculature was also analysed. Pseudoterranova spp. 
ere found in both left and right fillets with similar fre- 
uency in both sampling areas, while Anisakis spp. larvae 
ere more often observed in the left belly flaps in both ar- 
as ( Tables 5 and 6 ). 
Wilcoxon matched-pairs tests revealed that the number 

f larvae representing both Anisakis and Pseudoterranova 
enera was significantly higher in belly flaps compared to 
495 
llets (p < 0.001 and p = 0.025, respectively). Anisakis spp. 
arvae were found in significantly higher numbers (p = 0.047) 
n left than right belly flaps. There were no significant dif- 
erences in the lateral distribution of Pseudoterranova spp. 
The intensity of infection differed depending on the lo- 

ation of the fish musculature. Pseudoterranova spp. mostly 
ccurred in the belly flaps (15 parasites in fish from FAO IIa1 
nd 201 in cod from FAO IIa2), with fewer in the dorsal part
7 and 35, respectively) and only occasionally in caudal fillet 
only 7 parasites in FAO IIa2 samples). Anisakis larvae were 
resent almost exclusively in the belly flaps (223 parasites in 
AO IIa1 and 127 in FAO IIa2), but occasionally in the caudal 
llet (just 3 parasites in cod from FAO IIa2). 
Coinfection with Pseudoterranova and Anisakis larvae 

as observed in the case of 18 fish (17%): 7 fish (14%) from
AO IIa1 and 11 fish (almost 20%) from FAO IIa2. Because 
ost Anisakis specimens were present in the belly flaps, any 
oinfection was observed in that part of the fillet. 

. Discussion 

atches of Atlantic cod ( Gadus morhua ) from known 
pawning grounds are often heavily skewed towards males 
 Dean et al., 2014 ), which is also reflected in our sam-
ling results. This might be explained by sex-specific be- 
avior during spawning ( Nordeide and Folstad, 2000 ): ma- 
ure males aggregate on spawning grounds whereas females 
eem to be distributed peripherally or above the male ag- 
regations ( Morgan and Trippel, 1996 ; Nordeide, 1998 ). 
Atlantic cod has an exceptionally rich and varied par- 

site fauna compared with most other species of marine 
sh ( Hemmingsen and MacKenzie, 2001 ). It is one of the 
sh species that is most heavily infected with anisakid 
ematodes in the North Atlantic and its adjacent seas 
 Nadolna and Podolska, 2014 ; Mercken et al., 2020b , c ). 
Molecular identification revealed the presence of 

nisakis simplex s.s. , Pseudoterranova decipiens and Pseu- 
oterranova krabbei in the muscle tissue of cod from the 
orwegian Sea. These species were previously identified 
n cod by numerous authors ( Boily and Marcogliese, 1995 ; 
rattey and Bishop, 1992 ; Mattiucci and Nascetti, 2008 ; 
attiucci et al., 1997 ; McClelland and Marcogliese, 1994 ; 
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Table 5 Percentage of total Anisakis and Pseudoterranova genera detected in the various parts of the fillets of cod in the 
present study. 

Genus/Area Number of anisakids Belly flaps Fillets 

Left Right Left dorsal Right dorsal Left caudal Right caudal 

Anisakis 
FAO IIa1 223 61.0 39.0 0.0 0.0 0.0 0.0 
FAO IIa2 130 63.8 33.8 0.0 0.0 2.3 0.0 
Sum 353 62.0 37.1 0.0 0.0 0.8 0.0 

Pseudoterranova 
FAO IIa1 22 18.2 50.0 22.7 9.1 0.0 0.0 
FAO IIa2 243 48.6 34.2 6.6 7.8 1.2 1.6 
Sum 265 46.0 35.5 7.9 7.9 1.1 1.5 

Table 6 Number of anisakids in relation to part of fillets. 

Sample Number of fish Number of anisakids Variance S. D. S. E. P ∗∗

Total Min-Max ∗ Mean 

Anisakis 
Fillets 106 3 0—2 0.03 0.05 0.22 0.02 < 0.001 
Flaps 106 350 0—30 3.30 27.13 5.21 0.51 
Left fillets 106 3 0—2 0.03 0.05 0.22 0.02 0.500 
Right fillets 106 0 0—0 0 0 0 0 
Left flaps 106 219 0—22 2.07 14.84 3.85 0.37 0.037 
Right flaps 106 131 0—8 1.24 3.36 1.83 0.18 

Pseudoterranova 
Fillets 106 49 0—6 0.46 1.47 1.21 0.12 0.025 
Flaps 106 216 0—50 2.04 51.14 7.15 0.69 
Left fillets 106 24 0—3 0.23 0.39 0.62 0.06 1.000 
Right fillets 106 25 0—3 0.24 0.51 0.71 0.07 
Left flaps 106 122 0—37 1.15 19.01 4.36 0.42 0.477 
Right flaps 106 94 0—32 0.89 12.81 3.58 0.35 

∗ per fish 
∗∗ Wilcoxon Matched Pairs Test 
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trømnes and Andersen, 1998 ). Gay et al. (2018) revealed 
he presence of A. pegreffii in fillets of cod from the north- 
rn North Sea, but this species occurs rarely and was not 
etected during our studies. However, we did uncover one 
xample of a hybrid of P . decipiens and P . krabbei in cod
uscle from FAO IIa2. Although such a hybrid has previously 
een reported from this area, the host was not specified 
 Paggi et al., 1991 ). 
We found a high prevalence of infection with Anisakidae 

ematodes in cod fillets in both study areas of the offshore 
aters of the Norwegian Sea. However, the parasite fauna 
omposition was different in each area. In FAO IIa1, there 
as a lower prevalence of infection with Pseudoterranova 
pp. than in FAO IIa2, while in contrast the prevalence of 
nfection with Anisakis spp. larvae was higher in FAO IIa1. 
he abundance and intensity of infection with Anisakidae 
arasites also differed in both areas: for Pseudoterranova 
he number of infected fish caught in FAO IIa2 was higher 
han in FAO IIa1, while for Anisakis the reverse was true. 
Previous studies that focused on the presence, intensity 

nd distribution of the different genera of ascaridoid nema- 
496 
odes in G. morhua from different regions of the Atlantic 
cean also showed that parasitological descriptors varied 
epending on the sampling area, for example, for various 
od stocks in the North Atlantic in the 1970s ( Platt, 1975 ) or
ore recently in the Barents Sea vs North Sea ( Gay et al.,
018 ). The prevalence of cod infection with Anisakis spp. 
n fillets was only ∼10% in the central North Sea (ICES area 
Vb) and ∼85% in the northern North Sea (ICES area IVa), 
hile in the Barents Sea (ICES area I) the prevalence was 
90% ( Gay et al., 2018 ). Our sampling areas were situated 
etween the northern North Sea and the Barents Sea, and 
herefore it might be expected that the level of infection 
ould be similar, with a high value in the range 85-90%. 
evertheless, our results show differences between the two 
tudy areas, FAO IIa1 and FAO IIa2, where the prevalence of 
nisakis spp. infection in cod fillet was 88% and 55%, respec- 
ively. In contrast, the prevalence of infection with Pseu- 
oterranova spp. in cod fillets was 20—30% in the northern 
orth Sea and less than 10% in the Barents Sea ( Gay et al.,
018 ) using the UV-compression method, while in our stud- 
es the equivalent figures were 14% in FAO IIa1 and 39.29% 
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n FAO IIa2 using candling. The less-sensitive method used 
n our studies showed a higher infection than described by 
ay et al. (2018) in neighboring areas and indicates that 
od from FAO IIa2 generally harbor more Pseudoterranova in 
he musculature than those from other areas studied. Taking 
nto account that candling generally underestimates infec- 
ion levels compared with UV-compression, which is consid- 
red to be more effective ( Levsen, 2005 ), the level of cod 
llet infection might be even higher. 
According to Gay et al. (2018) the abundance of Anisakis 

n fillet of cod from the northern North Sea was 6.12 ±
.32 (intensity 7.17 ± 6.27; max 29) and from the Barents 
ea 4.84 ± 6.56 (intensity 5.36 ± 6.69, max 65), while for 
seudoterranova the abundance values were 0.88 ± 4.41 
intensity 3.29 ± 8.09; max 46) and 0.03 ± 0.18 (intensity 
.00 ± 0.00, max 1), respectively. In our studies, the abun- 
ance of Anisakis in fillets was lower than recorded previ- 
usly in the northern North Sea and Barents Sea: 4.46 in 
AO IIa1 (maximum intensity 30 parasites per fish) and 2.32 
n FAO IIa2 (maximum intensity 25 parasites per fish). In the 
ase of Pseudoterranova , the abundance of 0.44 (max in- 
ensity 8 parasites per fish) in FAO IIa1 was lower than in 
he northern North Sea and higher than in the Barents Sea, 
ut in FAO IIa2 the abundance was higher at 4.34 (max in- 
ensity 53 parasites per fish) than reported in neighboring 
egions by Gay et al. (2018) . Again, our results might be an 
nderestimated due to the method used (candling vs UV- 
ompression). 
The differences in the levels of infection between the 

reas analyzed in our studies and the neighboring regions 
tudied previously ( Gay et al., 2018 ) might be driven by sev- 
ral factors: as mentioned above, different methods were 
sed; sampling was conducted in other areas of North At- 
antic, and at a different time (year and season: spring in 
ur study vs summer for Gay et al., 2018 ); the length distri- 
ution of the fish might differ between the analyzed sam- 
les. Fish length, sampling area, and sampling month or 
ear are all known to influence the distribution of Anisakis in 
sh ( Gay et al., 2018 ). Hemmingsen et al. (1995) reported 
aximum mean intensity and abundance of A. simplex in 
od in a subarctic fjord, Balsfjord, in Norway in the autumn, 
hile Strømnes and Andersen (2000) noticed a ‘spring rise’ 
f A. simplex third-stage larvae in some fish species in Nor- 
egian waters. Natural changes in host and parasite popu- 
ations should be also taken into account as an explanation 
f the observed differences. 
There are several cod stocks in the eastern North At- 

antic, and while all of them exhibit a common life his- 
ory pattern, considerable regional variations exist in their 
ecruitment, growth rate, age of maturity, migration pat- 
erns, food and spawning time ( Rätz and Lloret, 2003 ). Liv- 
ng in different habitats results in different exposure to par- 
sitic infection and each habitat brings unique possibilities 
or closing the parasite life cycle. The life cycles of nema- 
odes of genera Anisakis and Pseudoterranova are broadly 
imilar and involve crustaceans and many species of fish 
hat serve as intermediate or paratenic hosts, with ma- 
ine mammals as the final hosts ( McClelland et al., 1990 ). 
mportant cetacean hosts for A. simplex are the harbor 
orpoise, Phocoena phocoena ( Herreras et al., 2004 ), the 
hite-beaked dolphin, Lagenorhynchus albirostris , and the 
ommon bottlenose dolphin, Tursiops truncatus ( Smith and 
497 
ootten, 1978 ). The common seal (harbour seal), Phoca vi- 
ulina , is considered to be the most important final host 
or P. decipiens ( Aspholm et al., 1995 ). The mature para- 
ites produce eggs, which are released with the faeces of 
he final host and lead to free swimming ensheathed lar- 
ae in the marine environment. The larvae undergo one or 
wo moults before being ingested by invertebrates, mostly 
mall crustaceans. Depending on the fishing area, suitable 
ntermediate hosts may occur more or less abundantly and 
ay still be unknown ( Klimpel et al., 2004 ). Wootten and 
addell (1977) revealed that Phocanema (current name: 
seudoterranova ) larvae were common in the musculature 
f cod from the west coast of Scotland and rare in fish 
rom the central northern North Sea, while Anisakis larvae 
ere abundant in cod and whiting from the offshore north- 
rn North Sea and less common in other areas. The reason 
or such variations was explained by differences in the ge- 
graphical distribution of the invertebrate and vertebrate 
osts of the parasites. Studies conducted by Wootten and 
ron (2008) revealed that only Anisakis was found in fish 
eeding on planktonic crustaceans, while Pseudoterranova 
as a more benthic and inshore habitat, and is thus more 
ikely to be found in bottom-feeding fish (e.g. cod). This 
ight explain why during our studies more cod infected with 
nisakis were found in sampling area FAO IIa1, which is lo- 
ated offshore. 
However, experimental studies revealed that, in the eggs 

f A. simplex and P. decipiens , two moults occur during lar- 
al development ( Køie et al., 1995 ); therefore, invasive L3 
arvae are likely to be present in seawater and are avail- 
ble for invertebrates, fish and mammals. In this case, an 
ntermediate host is not always needed in the life cycle of 
he parasite. If they are present, the intermediate hosts are 
aten by a wide variety of transport or paratenic hosts, in- 
luding fish. At this stage, many different life-cycle patterns 
ay be observed ( EFSA, 2010 ), but ultimately infected fish 
re eaten by the definitive host and the life cycle of the 
arasite is completed. Fish that live in a habitat where: 1) 
nal hosts are numerous (and consequently there is large- 
cale transmission of parasite eggs into the environment); 
) the water conditions are favorable to parasite egg dis- 
ersion and survival; 3) appropriate intermediate hosts are 
resent and numerous or not needed, are more exposed to 
arasitic infection. Factors that drive the behavior of the 
arvae in the paratenic host are not fully known. Most par- 
sites remain in the visceral cavity of the fish or within the 
isceral organs, whereas in other cases parasites migrate to 
he musculature of the fish ( Cipriani et al., 2016 ). 
Our studies reveal that the distribution of parasites is not 

niform in cod muscle tissue. Comparing the distribution of 
arasites in the flesh of cod using the Wilcoxon matched- 
airs test revealed that significantly more Anisakis larvae 
p = 0.037) were localized in the left than the right belly 
aps. These results are in accordance with the findings of 
etrie et al. (2009) , but these authors detected significantly 
ore parasites (p < 0.000001) of both genera ( Anisakis and 
seudoterranova ) in the left than the right side of the body. 
The dominance of A. simplex larvae ( ∼58%) in the left- 

ided musculature was demonstrated during research con- 
ucted in the 1980s on Atlantic cod from Newfoundland 
nd Labrador ( Brattey and Bishop, 1992 ). An asymmetric 
istribution of Anisakis and Pseudoterranova (more larvae 
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n the left body musculature) was also reported for At- 
antic cod by Smith and Hemmingsen (2003) . Similarly in 
ll species of fish examined by Petrie et al. (2009) , ex- 
ept mackerel, there were significantly greater numbers 
f larval anisakids in flesh from the left side of the fish. 
etrie et al. (2009) speculated that this was because the 
isposition of organs within the body cavity might to some 
xtent obstruct the path of migrating worms into the right- 
ided musculature. Smith and Hemmingsen (2003) also pro- 
osed that the asymmetrical arrangement of internal organs 
n the cod (including the digestive tract) might result in 
symmetrical distribution of Anisakis larvae in the muscu- 
ature of the fish. However, for fish sampled in the north- 
rn North Sea, the right-sided fillets were slightly more in- 
ected with Anisakidae parasites than the left, whereas the 
pposite was observed for fish sampled in the Barents Sea 
 Gay et al., 2018 ). 
In our studies the majority of larvae were located in the 

elly flaps (99% of Anisakis larvae and 82% of Pseudoterra- 
ova ); indeed, the number of Anisakis and Pseudoterranova 
ndividuals was significantly higher in belly flaps than in 
llets (p < 0.001 and p = 0.025, respectively). Similar 
esults were obtained by Petrie et al. (2009) for Anisakis : 
ignificantly more larvae (p < 0.000001) were detected 
n the belly flaps compared to the fillets; however, for 
seudoterranova, there was no significant difference in the 
istribution between belly flaps and fillets (p = 0.396). In 
ur studies, in the dorsal parts of the cod musculature, 
nly Pseudoterranova larvae were present. Similarly the 
ajority of A. simplex larvae ( ∼95%) occurred in the flesh 
urrounding the body cavity ( Brattey and Bishop, 1992 ). The 
revalence and abundance of the parasites in the anterior 
art of the fillet were always greater than those for the pos- 
erior part ( Gay et al., 2018 ; Novotny and Uzmann, 1960 ). 
ccording to Petrie et al. (2009) significantly more A. 
implex were found in the belly flaps than in the fillets in all 
sh species. P. decipiens was significantly more abundant in 
he fillets of monkfish, but there was no difference between 
he numbers of this parasite in belly flaps and fillets in cod. 
he presence of the majority of larvae in the belly flaps 
ight be explained by the short distance that larvae need 
o migrate from the digestive tract. 
We observed differences in distribution between gen- 

ra: Anisakis were present mainly in the belly flaps, while 
seudoterranova were present (with descending frequency) 
n belly flaps, dorsal fillet and caudal fillet. An important 
actor influencing the migratory distance and encapsula- 
ion site of A. simplex L3 larvae might be the special at- 
ributes of the particular microhabitats encountered by in- 
ecting larvae within their hosts, such as the availability of 
xploitable nutrients ( Strømnes and Andersen, 1998 ). This 
uggests that the distribution of larvae might be driven by 
he diversity of the biochemical environment within the 
ost. One of the most important drivers of parasitic migra- 
ion seems to be lipids, which are very important for para- 
ite survival ( Jordanova et al., 2005 ). Nematodes must ac- 
uire lipids, mainly fatty acids and sterols, because they are 
ot biosynthesized from scratch ( Chitwood and Lusby, 1991 ; 
öhler and Voigt, 1988 ). This hypothesis has been con- 
rmed by the identification of lipids in the cuticle of the 
arasitic nematode A. simplex and the somatic tissues of 
he Atlantic cod ( Mika et al., 2010 ). A. simplex L3 larvae 
498 
ave a preference for host tissue with high lipid content 
 Strømnes and Andersen, 1998 , 2003 ). In experimental stud- 
es, it was shown that in a microhabitat containing few or no 
ipids, the L3 larvae were apparently stimulated to increase 
heir mobility and actively seek new and possibly better mi- 
rohabitats ( Strømnes, 2014 ). 
Parasitic infections affect almost all fish species and pose 

 serious problem for the fishing industry in many countries. 
herefore, updated knowledge about the level of infection 
ith zoonotic parasites is important, particularly in the case 
f fish species intended for human consumption. It is helpful 
o avoid catches in areas where the level of parasitic infec- 
ion is high, which minimizes the risk to consumers health 
 Rahmati et al., 2021a , b ) and delivers the safest raw mate-
ial for fish processing. The Norwegian Sea is an important 
od fishing ground and Norway is a key player in the Euro- 
ean export of cod (as a wide range of products) worldwide; 
herefore our results may be of commercial as well as scien- 
ific value. Recently, the northeast Atlantic has been iden- 
ified as a high-risk hot spot for the presence of Anisakis 
pp. in Gadidae fish, posing a potential hazard of anisakiosis 
 Rahmati et al., 2021a ). It is worth emphasizing that lev- 
ls of fish infection vary both temporally and spatially and 
hould be regularly monitored. 
Some research suggests that populations of anisakids are 

hifting over time. Thus, Molina-Fernández et al . (2015) and 
ahmati et al. (2021a) demonstrated that the prevalence of 
nisakis infection in fish may vary even between geograph- 
cally close locations. Fiorenza et al. (2020) estimated that 
n average Anisakis spp. abundance increased more than 
00 times from 1978 to 2015, with the most affected area 
eing the northeastern Atlantic. The elimination of zoonotic 
ematodes from fish is essential in the context of ensuring 
he safety and quality of fish products. The phenomenon of 
ccumulation of anisakids in certain parts of the fillet (belly 
aps) allows for the elimination of most parasites by cutting 
ff the abdominal parts of the fillet. This simple procedure 
inimizes the risk of human infection by accidental con- 
umption of nematode larvae and improves the aesthetic 
alue of the product. However, further treatment should be 
sed to at least kill the larvae that may remain in the other
arts of the fillet. 
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Abstract An eruption occurred on Dashli Island, 75 km from Baku, on 4 th of July 2021, at 
21:51 local time. The island is known as the mud volcano and has a history of eruption. We 
suspected that mud volcano eruption causes emergence on this island. Thus, the effect of this 
2021 eruption is investigated using a remote sensing technique. Processed Sentinel-1 and 2 im- 
ages are employed for this aim. We considered pre- and post-eruption scenarios to evaluate the 
effect of this eruption on the island. Satellite image classification is used to calculate shoreline 
changes. Results show that Dashli Island with an area of about 8.55 ha before eruption is now 

expanded to about 21.8 ha (about 155% increase). The DInSAR method is used to estimate the 
ground displacement of the island. According to the results, a two-year-displacement before 
the eruption was between 0.18 and 0.2 m, while a five-month-displacement after the erup- 
tion is estimated to be between 0.32 and 0.4 m. Considering ground displacement pre- and 
post-eruption we estimated 62000 m 

3 land gaining, due to emergence. We concluded that mud 
volcano can be counted as a feature of emergence in Dashli Island. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

∗ Corresponding author at: Faculty of Marine Science and Technology, University of Hormozgan, Bandar Abbas, Iran, Tel: + 989373683087. 
E-mail addresses: m_rahbani@hormozgan.ac.ir , maryamrahbani@yahoo.com (M. Rahbani). 

Peer review under the responsibility of the Institute of Oceanology of the Polish Academy of Sciences. 

https://doi.org/10.1016/j.oceano.2022.03.006 
0078-3234/ © 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier B.V. This is an open access 
article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

https://doi.org/10.1016/j.oceano.2022.03.006
http://www.sciencedirect.com
http://www.journals.elsevier.com/oceanologia
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:m_rahbani@hormozgan.ac.ir
mailto:maryamrahbani@yahoo.com
https://doi.org/10.1016/j.oceano.2022.03.006
http://creativecommons.org/licenses/by-nc-nd/4.0/


D. Ghaderi and M. Rahbani 

1

M
t
i
s
M
f
t
(
v
t
b
e
o

w
b
m
(
r
(
p
v
i
a
m
o
c
c
a  

T
a
l
m
e
D
+  

e
B
d
u
a
c
w

r
m
a
2
T
d
P
v
E
T
(
g
o
s
o  

—

t
u
e
W
l
2
c
l
s

2

D
I
G
3
(  

c
t  

a
i
t
(
o  

l
a
t  

o

f
a
A
v
l
(
t
0
T
I
(
s
p
o
p
r

3

3

T
c
e
s
a
a
w
d  

2

. Introduction 

ud volcano is a geological phenomenon, in which their ac- 
ivities are controlled by a combination of the gravitational 
nstability of the rapidly buried sediment and the overpres- 
ure of deep hydrocarbon production ( Mazzini et al., 2021 ; 
azzini and Etiope, 2017 ). This geological phenomenon 
orms in sedimentary onshore and offshore basins, where 
he eruption causes the subsurface muds to be uplifted 
 Odonne et al., 2020 ). Natural gases’ underground reser- 
oirs, tectonic activities and groundwaters are primary fac- 
ors for a mud volcano ( Müller, 2019 ). Various reasons have 
een proposed for the eruption of mud volcanoes including 
arthquakes ( Manga et al., 2009 ; Manga and Brodsky, 2006 ) 
r pressure of gas hydrate ( Dimitrov, 2002 ). 
More than 2500 mud volcanoes are identified around the 

orld, of which 353 are in Azerbaijan (the largest num- 
er of mud volcanoes in a country). About half of these 
ud volcanoes in Azerbaijan are located in the Caspian Sea 

 Baloglanov et al., 2018 ; Müller, 2019 ). The entire Caspian 
egion has long been known as a mud volcano-rich region 
 Kopf, 2002 ). Thus, the appearance of small islands is re- 
orted in this area due to the eruption of submarine mud 
olcanoes ( Schweder, 1893 ). Mud volcanoes can be divided 
nto different categories depending on their morphology and 
ctivity. The most active region with the largest number of 
ud volcanoes in the world is located in the Baku region 
f the Caspian coast, eastern Azerbaijan, which is mostly 
one-shaped ( Dimitrov, 2002 ). Also, the largest mud vol- 
ano in the world is located in Azerbaijan with a height of 
bout 400 m and a diameter of up to 3 km ( Müller, 2019 ).
hese volcanos may be dormant for decades, but mostly 
re continuously blubbering and/or erupting continually. A 
arge amount of mud could be discharged through the at- 
osphere and/or huge fireballs burst into the sky with any 
ruption ( Müller, 2019 ); like the one that occurred in the 
ashli Island, on 4 th of July 2021 at 21:51 local time (GMT 
 4); 75 km from Baku in the Caspian Sea. The flame of this
ruption was about 500 m ( Baker, 2021 ; BBC News, 2021 ; 
rowne, 2021 ; The Guardian, 2021 ). The degassing process 
uring eruption has the potential to extrude enormous vol- 
mes of rock material and sediment ( Rapoport et al., 1986 ) 
nd in the case of Dashli Island eruption, Sentinel-2 satellite 
ollected data via an image taken on the 4 th of July 2021, 
hich revealed a significant amount of sediment outcrop. 
A method to trace a mud volcano/volcano is to analyze 

emote sensing images, which is a popular and trustable 
ethod for such a phenomenon. Novellino et al. (2020) ex- 
mined shoreline changes for volcanic activity in 2018—
019 at Anak Krakatau, Indonesia using satellite imagery. 
hey used Sentinel-2 multispectral imagery, NDWI in- 
ex, and Otsu thresholding to extract coastline changes. 
atrick et al. (2004) monitored the thermal activity of mud 
olcano in the Copper River Basin, Alaska, using Landsat 7 
TM + thermal band data and a new Aster sensor. Using 
he Differential Interferometry Synthetic Aperture Radar 
DInSAR) technique, Antonielli et al. (2014) estimated the 
round deformation due to the activity of mud volcanoes 
f Azerbaijan. The pattern of ground displacement they ob- 
erved for different date intervals was a cumulative value 
f up to 20 cm and 10 cm at the Ayaz — Akhtarma and Khara
Zira Islandmud volcanoes, respectively. 
504 
InSAR satellites were launched in the early 90s in order 
o approach interferometric techniques. InSAR is commonly 
sed to monitor and estimate ground deformation related to 
arthquakes and volcanic activities ( Bouchra et al., 2020 ). 
e likewise applied these methods to survey the shore- 

ine changes and ground displacement that occurred on July 
021 in Dashli Island, to verify whether such a phenomenon 
ould cause emergence. For this purpose, Sentinel-2 satel- 
ite images with a spatial resolution of 10 m and Sentinel-1 
atellite SAR images have been employed. 

. Study area 

ashli Island (Azerbaijani: Da ̧s lı ada, also called Dashly 
sland), in the Baku Archipelago ( Aliyev et al., 2015 ; 
uliev and Panahi, 2004 ) with the geographical location of 
9.620278 ̊N and 49.711944 ̊E, in the southern Caspian Sea 
 Figure 1 A—B), is located 75 km from Baku, 30 km from the
oast of Azerbaijan, 10 km from Umid Gas field, and near 
he island of Cigil Adasi ( Figure 1 C). The island is known
s an active mud volcano, which is continuously blubber- 
ng. According to the recorded reports, two previous erup- 
ions on this island return back to the years 1920 and 1945 
 Baloglanov et al., 2018 ). The latest eruption on this island 
ccurred on the 4 th of July 2021. Figure 1 C shows the satel-
ite image (Sentinel-2) of the island on the 4 th of July 2021 
t 07:26 (UTC), before the eruption, and Figure 1 D-E shows 
he images of the Sentinel-1 on the 8 th of July and Sentinel-2
n the 24 th of July, after the eruption, respectively. 
In order to evaluate the significance of hydrodynamic 

actors in this phenomenon, we overviewed the average 
nnual pattern of current and wind in the area Baku 
rchipelago ( Figure 2 A—B). The average annual current 
elocity and direction in the area adjacent to Dashli Is- 
and is 6 cm/s and northeast respectively ( Figure 2 A) 
 Dyakonov, 2020 ; Dyakonov and Ibrayev, 2020 ). Wind pat- 
ern is presented as annual means with the resolution of 
.125 ° × 0.125 ° using ERA-Interim ( Berrisford et al., 2011 ). 
he maximum wind speed and direction adjacent to Dashli 
sland is about 4 m/s and north/northeast respectively 
 Figure 2 B). The hydrodynamics of the area expresses the 
outh and southwest direction of the current and wind. This 
attern is evident in Figure 1 E, where we can see parts 
f erupted matter being departed and transported as sus- 
ended matters away from the island, along the current di- 
ection, on the 24 th of July. 

. Material and methods 

.1. Data collection 

o trace the effect of eruption, images of the island were 
ollected from Sentinel satellites, before and after the 
ruption; referred to afterward as scenario “A” and “B” re- 
pectively. In scenario “A” data from July 2018, 2019, 2020, 
nd 2021 were considered to evaluate shoreline changes, 
nd data from 8 th of February 2021 and 2 nd of July 2021 
ere used to estimate ground displacement. In scenario “B”
ata on the 14 th , 19 th , and 24 th of July and 13 th of August
021 were considered for evaluation of shoreline changes, 
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Figure 1 A—B) Location of Dashli Island in the Caspian Sea, C) Sentinel-2 image before the eruption (4 th of July), D) Sentinel-1 
image after the eruption (8 th of July), and E) Sentinel-2 image after the eruption (24 th of July). 

Figure 2 Annually averaged (A) current pattern around Baku Archipelago region ( Dyakonov and Ibrayev, 2020 ) and (B) wind pattern 
(ECMWF) in the South Caspian Sea. Note: The green circle shows the location of Dashli Island. 
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Table 1 Bands information and date used from Sentinel-1 and 2 satellites. 

Satellite Date Instrument Band used Central 
wavelength 
(nm) 

Bandwidth 
(nm) 

Scenario 

Sentinel-2 A 25/07/2019 
19/07/2020 
04/07/2021 
14/07/2021 
24/07/2021 
13/08/2021 

MSI B3, B8 559.8, 832.8 36, 106 A 
A 
A 
B 
B 
B 

Sentinel-2 B 25/07/2018 
19/07/2021 

MSI B3, B8 559.0, 832.9 36, 106 A 
B 

Satellite Date Product Polarization used Scenario 

Sentinel-1 A 02/07/2021 
08/07/2021 
14/07/2021 
01/08/2021 

IW_GRD VH A 
B 
B 
B 

08/02/2021 
02/07/2021 

IW_SLC VV A 

02/07/2021 
17/12/2021 
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nd data from the 2 nd of July 2021 and the 17 th of Decem- 
er 2021 were used for estimating ground displacement. All 
ata is collected from the Earth Explorer Database of the 
.S. Geological Survey and Copernicus Open Access Hub of 
he ESA ( ESA, 2020 ; United States Geological Survey, 2020 ). 
able 1 summarizes detailed information about the satel- 
ites in use. Product Level-1C (L1C) of Sentinel-2 A & B, 
roduct IW_GRD , and IW_SLC of Sentinel-1 A were the data 
e used in this research. The spatial resolution of Sentinel- 
 A & B data is 10 m, and they subsets into frames of 100
m × 100 km, and product IW_GRD subsets into frames 
f 250 km × 250 km ( Gascon et al., 2017 ; Spinosa et al.,
021 ). Sentinel-2 is designed to provide optimized images 
or studying vegetation, urban planning, terrestrial ecosys- 
ems, and inland waters ( Soria et al., 2017 ). Sentinel-1 has 
 C-band (part of the electromagnetic spectrum in the mi- 
rowave range of frequencies between 4.0 GHz and 8.0 
Hz.), and a Synthetic Aperture Radar (SAR) instrument, 
hich enables it to operate in any weather conditions, 
egardless of light availability ( Elhag and Bahrawi, 2019 ; 
pinosa et al., 2021 ). 

.2. Satellite image classification for shoreline 

valuation 

1C product is radiometrically and geometrically corrected 
s standard ( Barsi et al., 2018 ), and is georeferenced to 
TM/WGS84 projection. They however should be atmo- 
pherically corrected before analyzing. Several methods 
re available for atmospheric correction including ACOLITE, 
en2Cor, iCOR, Polymer processor, and C2RCC 

1 which should 
e selected according to the type of the study area. C2RCC 

rocessor is the method used for coastal environments, thus 
1 Case 2 Regional CoastColour 

t  

2
e  

506 
e applied this method in our research which was also em- 
loyed in other works of literature such as Ghaderi and Rah- 
ani (2020) and Pereira-Sandoval et al. (2019) . 
Product IW_GRD of Sentinel-1 requires pre-processing 

uggested in Taha and Elbeih (2010) , Yen and Kim (2020) ,
nd Zollini et al. (2019) . They carried out the data pro- 
essing in four steps: A) refining with the orbit files , B) ra-
iometrically correction (for converting digital pixel values 
nto radar backscatter values), C) lee filtering to reduce the 
peckle noise, and D) repairing geometrically using terrain- 
orrected by SRTM (1 sec) digital surface model to avoid 
epair distortion. Following this method, we carried out all 
rocesses for both Sentinel-1 and 2 products, using SNAP 
ersion 7.0. 
To separate land from water in Sentinel-2 data, band 

pectral properties were considered. Different band ratio 
ethods are available for this separation, among them Nor- 
alized Difference Water Index (NDWI) ( McFeeters, 1996 ), 
hich is used in this research ( Eq. (1) ). The NDWI index uses
ands 3 and 8, with high reflection of green wavelength 
nd NIR (respectively) to specify between land and water 
eatures, and to convert pixels into positive for water fea- 
ures and negative for vegetation and/or soil features re- 
pectively ( Do et al., 2019 ). 

DW I = 

B GRE E N − B NIR 

B GRE E N + B NIR 
(1) 

To identify land from water features in product IW_GRD , 
H polarization data were considered as in Zollini et al. 
2019) . We used unsupervised classification Expectation—
aximization algorithm (EM) to divide the features into 
wo clusters of land and water ( Moser, 2002 ; Pôssa et al.,
018 ). This algorithm is efficient specifically for small ar- 
as ( ESA, 2021 ), which is the case in our research and is
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Figure 3 Schematic steps of DInSAR method ( Bouchra et al., 2020 ; Edalat et al., 2020 ). 
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lso applied in previous studies including but not limited to 
aselice and Ferraioli (2013) , Long et al. (2014) and Su et al. 
2014) . 

.3. Data processing to estimate ground 

isplacement 

o estimate the ground displacement due to the 2021 
ruption in Dashli Island, we employed two SAR data be- 
ore (Master) and after (Slave) the eruption. DInSAR meth- 
ds and SNAPHU application are used for this purpose 
 Antonielli et al., 2014 ). DInSAR is a scientific approach for 
onitoring land deformation ( Edalat et al., 2020 ), using 
EM data and phase information of the two spatial similar 
rea of SAR data ( Edalat et al., 2020 ). The total phase ( ∅ int )
s the sum of several components represented in Eq. (2) . 
anssen (2001) suggested ∅ int could be representative of 
round displacement ( ∅ Movement ) , since in comparative scales 
ther parameters of the equation cancels each other rela- 
ively. 

 int = ∅ Topography + ∅ Change + ∅ Movement + ∅ Atmosphere + ∅ Noise 

(2) 

Differential Radar Interferometry of SNAP toolbox soft- 
are used to generate differential interferograms , which 
ere filtered afterwards by Goldstein Phase Filtering . Be- 
ore unwrapped interferogram generates displacement, un- 
acking phase should be done by SNAPHU. Then, the results 
ere georeferenced by Doppler Terrain Correction SRTM (1 
ec) ( Bouchra et al., 2020 ; Edalat et al., 2020 ). Figure 3
hows the flowchart of the DInSAR method in the SNAP tool- 
ox software. 

. Results and discussion 

.1. Accuracy assessment for shoreline detection 

he acceptability of unsupervised classification of the EM 

lgorithm depends on the level of accuracy assessment 
 Islam et al., 2021 ). Here we used Cohen’s kappa coeffi- 
ient ( Rosenfield and Fitzpatrick-Lins, 1986 ) and confusion 
atrix (applying User Accuracy) to calculate the accuracy 
507 
nd efficiency of the EM algorithm and to detect the two 
and and water features ( Figure 4 ). The overall accuracy of 
he confusion matrix (AC) and the kappa coefficient (Kappa) 
re presented in Figure 4 . The efficiency of the EM algo- 
ithm in Sentinel-2 and Sentinel-1 images are fairly good 
 ∼0.98 and 0.95 respectively); which is also evident in the 
rovided classified images ( Figures 6 and 7 ). Calculating ac- 
uracy values for the 14 th of July for both Sentinel-2 and 
, we reached 97.84 and 0.95 values for AC and Kappa for 
entinel-1, and 99.13 and 0.98 values for AC and Kappa 
entinel-2 respectively. Figure 5 shows the images derived 
rom Sentinel-1 and Sentinel-2 before and after the erup- 
ion; it also shows the differences between SAR images and 
ulti-spectral images. SAR images are more confident than 
he multi-spectral image, since they are available even dur- 
ng unsuitable weather conditions. For instance, the first 
ulti-spectral satellite image after the eruption could not 
e used due to the heavy cloud cover (58.8%), while the 
AR image on the 8 th of July was the first qualified image, 
ell captured the effect of the eruption ( Figure 1 C). Ac- 
ording to classification performance ( Figure 4 ) Sentinel-2 
ulti-spectral data are more reliable, thus we used these 
ata to define the borders of the island before and after the 
ruption. 

.2. Effect of eruption 

.2.1. Shoreline change 

o evaluate the shoreline changes of the island before the 
ruption (Scenario “A”) images of Sentinel-2 of July, 2018, 
019, 2020 and 2021 were employed ( Figure 6 ). Our eval- 
ation demonstrates small changes in the area of the is- 
and since 2018, with about 0.7 ha increase till the 4 th of 
uly 2021, just before the eruption. The largest percent- 
ge of the change was about 10% (between 19/07/2020 
nd 25/07/2019). Besides, the perimeter of the island 
uring these years varied between 1.1 km and 1.3 km 

 Table 2 ). 
To survey the shoreline changes due to the eruption 2021 

Scenario “B”) three images of July and one image of August 
ere employed, and compared with those of scenario “A”, 
hich clarifies significant increase in the islands mass area, 
nd increment of the island’s borders. This means huge re- 
ease of erupted mud arising from the mud volcano causes 
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Figure 4 Confusion matrix and Cohen’s kappa coefficient of EM algorithm classification. 

Figure 5 Dashli Island’s SAR Images (Sentinel-1) and Sentinel-2, A and B represent the island before the eruption (Scenario “A”), 
and C and D after the eruption (Scenario “B”). The red circle and black ellipse represent the crater of the mud volcano and mud 
volcano edifice, respectively. 

Figure 6 Dashli Island condition before the eruption (Scenario “A”). A—D) NDWI (Normalized Difference Water Index) results of 
Sentinel-2 products (left), and EM classification results (right). E) Borders of the island between 2018—2021. 
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Table 2 Details about the shoreline changes in Scenario “A” and “B”. 

Product Date Area (ha) Percent change ha (up to 
the date) 

Perimeter (m) Diameter (m) 

small (SD) large (LD) 

Scenario A 

S2B_MSI-L1C 25/07/2018 7.8 − 1162.6 171.8 405.5 
S2A_MSI-L1C 25/07/2019 7.6 −2.43 (to 25/07/2018) 1137.3 166.2 411.1 
S2A_MSI-L1C 19/07/2020 8.4 10.12 (to 25/07/2019) 1177.9 187.4 417.3 
S2A_MSI-L1C 04/07/2021 8.6 1.97 (to 19/07/2020) 1194.7 177.1 430.4 

Scenario B 

S2A_MSI-L1C 14/07/2021 20.2 136.34 (to 04/07/2021) 1932.1 280.4 615.9 
S2B_MSI-L1C 19/07/2021 21.1 146.99 (to 04/07/2021) 1945.7 287.2 617.8 
S2A_MSI-L1C 24/07/2021 26.4 208.62 (to 04/07/2021) 2394.0 322.0 652.6 
S2A_MSI-L1C 13/08/2021 21.8 154.98 (to 04/07/2021) 1902.1 296.0 618.6 

Figure 7 Dashli Island condition after the eruption (Scenario “B”), A—D) NDWI (Normalized Difference Water Index) results of 
Sentinel-2 products (left), and EM classification results (right). The dashed-black-curves show the border of the island before the 
eruption (4 th of July). 
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xpansion of the island ( Figure 7 ). Results indicate that the 
sland’s area is increased till 13 th of August by up to 21.8 
a ( Figure 7 ) and 155% ( Table 2 ). The new feature of the
sland is owed by the geometry and position of the feeder 
ike which extrude the mud during eruptive activity. The 
rater of the mud volcano is located in the western part of 
he island (see Figure 5 C), probably sourced by a roughly 
NE-trending feeder. Thus, we suggest that the orientation 
f the feeder dike corresponds to the long axis of the mud 
olcano edifice. 
The smallest and largest diameters of the island (SD and 

D respectively) before and after eruption were calculated 
o verify the most exposed area to the island expansion 
 Table 2 ). Results indicate 119.0 and 188.2 m increase along 
D and LD, respectively; meaning the main expansion oc- 
urred along the LD (See Figure 7 ). 
509 
.2.2. Ground displacement 
alculating ground displacement is a way to estimate the 
mergence of the island due to the eruption, and could be 
chieved using DInSAR method to generate differential in- 
erferograms and SNAPHU to produce actual displacement 
f the island. Again, we considered two scenarios for ground 
isplacement; one for 5 months pre-eruption as scenario 
A”, and another for 5 months post-eruption as scenario “B”
 Figure 8 ). 
We are aware that DInSAR method is very sensitive to 

tmospheric conditions, thus we selected cloud-free data 
o estimate the differential interferograms. According to 
igure 8 A displacement due to the eruption is obvious (com- 
lex pattern of fringes in differential interferogram). For 
ore clarity, the phase changes are prepared along the two 
iameters of the island (LD and SD in Figure 8 C) to illustrate
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Figure 8 A) Differential interferograms after filtering, B) actual ground displacement, and C) phase changes of differential 
interferogram and actual ground displacement along SD (small diameter) and LD (long diameter). 
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he phase changes for two scenarios. The phase change in 
cenario “B” (red line) is more visible than in scenario “A”
Green line). To represent ground displacement, we used 
q. 2 as suggested by Hanssen (2001) , since the actual dis- 
lacement would be well justified subtracting the two data 
ith time interval ( Figure 8 B). Displacement in scenario “A”
s between 0.18 and 0.2 m, while in scenario “B” is between 
.32 and 0.4 m. Figure 8 C also shows the clear increase of 
he diameters SD and LD after the eruption. It should be 
entioned that for more reliability we considered a wider 
ange of two years (30/07/2018—02/07/2021) to produce 
ifferential interferograms and actual displacement of the 
sland ( Appendix A , Figure 9 D and E) before the eruption, 
nd we achieved a range of displacement between 0.17 and 
.23, which is fairly similar with the results derived as pre- 
ruption for 5 months. 
According to the results, the largest ground displacement 

s observed in the western part of the island (about 0.4 
), which can be counted as the main emergence of the 

sland ( Figures 7 and 8 C). Besides, the central part of the 
sland also shows ground displacement of the order of 0.4 
, which in this case can be counted as land uplift. After 
he western part, North and Southeast of the island are the 
rea where emergence is evident. Comparing these results 
ith the pattern of current and wind (see Figure 2 ) we con- 
luded geometry of the island and the location of the mud 
olcano is the main concern for the island expansion and 
he hydrodynamic condition plays no or minor role in this 
henomenon. 
In general, on the basis of shoreline change (hor- 

zontal) and ground displacement (vertical) we calcu- 
ated a rough volume of land emergence of about 
510 
2000 m 

3 , and the total uplift of the island as about 
03500 m 

3 . 

. Conclusions 

n this research, using remote sensing technique, we sur- 
eyed the impact of a mud volcano’s eruption on Dashli Is- 
and located in the south of the Caspian Sea (75 km from
aku). We observed considerable shoreline change in the 
eleased images of the island due to the eruption. Thus we 
sed processed Sentinel-1 and 2 satellite images of pre- and 
ost-eruption to evaluate possible emergence in this island 
ue to this phenomenon. Two methods were employed in- 
luding satellite image classification to detect the shore- 
ine change, and DInSAR to estimate ground displacement. 
ccording to satellite image classification of pre- and post- 
ruption, the small and large diameters of the island are in- 
reased 119.0 m, 188.2 m respectively, and the main expan- 
ion of the island is at the western side. It is more likely that
he geometry and position of the volcano, located on the 
estern part of the island, is responsible for this expansion. 
articularly, hydrodynamic activities around the island are 
f minor or no concern. We also analyzed the DInSAR results 
o estimate the uplift of the island. These results revealed 
hat the ground displacement of the island was between 
.17 and 0.23 m during the two years before the eruption, 
hile this displacement increases between 0.32 and 0.4 m 

n just 5 months after the eruption. This means about 62000 
 

3 of the island emerged from the sea due to this eruption.
e suggest that mud volcano in this island caused sustained 
mergence. 
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Abstract Coastline retreat poses a threat to nearshore environment and the assess- 
ment of erosion phenomena is required to plan the coastal engineering works. The hydro- 
morphodynamic response of a beach to natural and artificial forcing factors differ considerably, 
as the nearshore processes are especially complex and depended on a multitude of parameters, 
including prevailing wave and hydrodynamic conditions, beach topography, sediment charac- 
teristics and the presence of coastal protection works. The present study serves the purpose 
of numerically evaluating nearshore morphological processes and ultimately assessing the ca- 
pacity of coastal defence structures to control beach erosion. For this reason, a new sediment 
transport model including unsteady effects and swash zone morphodynamics, was coupled to 
the highly nonlinear Boussinesq wave model FUNWAVE-TVD, providing integrated predictions 
of bed level evolution, across various timescales of interest. The compound model was vali- 
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dated thoroughly against laboratory data and other numerical investigations. Overall, a good 
agreement between experimental and numerical results was achieved for a number of test 
cases, investigating the effects of different types of shore protection structures. The proposed 
integrated model can be a valuable tool for engineers and scientists desiring to obtain accu- 
rate bed level predictions, over complex mildly and steeply sloping sea bottoms composed of 
non-cohesive sediment particles. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

List of parameters 

Parameter Description, units 
A Wave amplitude, m 

C d Bottom friction coefficient 
c Sediment concentration by mass or volume, 

m 

3 /m 

3 

c a Reference sediment concentration, m 

3 /m 

3 

c x , c y Wave propagation velocities, m/s 
d Diameter of bed material, mm 

d 50 Median size of sediment, mm 

D Volumetric deposition rate, m 

3 /s 
D ∗ Dimensionless particle size 
E Volumetric erosion rate, m 

3 /s 
f c Current friction coefficient 
f w Wave friction coefficient 
g Gravitational acceleration, m/s 2 

h Water depth, m 

H Wave height, m 

H S Significant wave height, m 

H m 0 spectral significant wave height, m 

K c , K l Cross-shore and long-shore swash coefficients 
M Horizontal flux term 

n p Sand porosity 
k s Roughness height, m 

q volumetric net transport rate, m 

2 /s 
R 

b Eddy-viscosity-type breaking term 

R 

s Subgrid turbulent mixing term 

R Bottom friction term 

R e ∗ Shear Reynolds number 
T Wave period, s 
T p , Peak wave period, s 
u Instantaneous velocity in x direction, m/s 
ū Mean horizontal velocity in x direction, m/s 
u w Oscillatory horizontal velocity, m/s 

U δw Near-bottom wave velocity, m/s 
u a horizontal velocity at adaptive reference 

level, m/s 
U C Mean current velocity, m/s 
u ∗ Shear velocity, m/s 2 

u o Scaling velocity, m/s 
v Velocity in y direction, m/s 
v o Scaling velocity in y direction, m/s 
w s Settling velocity, m/s 
z Vertical distance above the bottom, m 

z a Reference height, m 

β Parameter of sediment diffusivity 
ε Empirical sediment coefficient 
ε s Sediment diffusivity, m 

2 /s 
ε s,c Current-related sediment diffusivity coeffi- 

cient, m 

2 /s 
ε s,w Wave-related sediment diffusivity coeffi- 

cient, m 

2 /s 
�r Ripple height 
δw Thickness of near-bed sediment mixing layer, 

m 

ζ Water level, m 

η Surface elevation, m 

κ Karman number 
θ Shields number 
θc Critical Shields number 
ρ Water density, kg/m 

3 

ρs Sediment density, kg/m 

3 

τ Shear stress, N/m 

2 

τc Dimensionless critical shear stress 
v t Eddy viscosity, m 

2 /s 
ω Wave frequency, Hz 
μ Dimensionless measure of dispersion 
ϕ m 

Internal friction angle, deg 
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. Introduction 

andy coasts have been constantly modified as a result 
f natural processes involving wind waves or swell, cur- 
ents, sea level variability and aeolian sediment trans- 
ort ( Divinsky et al., 2021 ; Divinsky and Kosyan, 2020 ; 
oelvink and Costas, 2019 ). Erosion of the coastal seabed 
nd ultimately a retreat of shoreline position is caused by 
515 
 combination of the abovementioned processes and has 
trong implications to the economy, environment and com- 
unity safety since a multitude of activities are concen- 
rated at the coastal zones. Additionally, anthropogenic un- 
lanned infrastructures in the coastal zone, along with jet- 
ies and other obstacles to longshore transport, reflective 
ertical walls that accelerate offshore sand bar migration 
 Seabergh and Kraus, 2003 ), as well as devegetation along 
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oasts are key causes intensifying beach erosion in the long 
erm ( Ruiz-Martínez et al., 2016 ). 
The most widely applied engineering technique to con- 

rol beach erosion is the construction of coastal defense 
tructures, which can also provide sufficient protection 
gainst flooding phenomena to the inland ( Charlier and De 
eyer, 1989 ; Nordstrom, 2014 ; Pranzini et al., 2015; Ser- 
old et al., 2017 ; van Rijn, 2013 ). A variety of coastal de-
enses can be encountered in the literature of coastal engi- 
eering, such as detached emerged and submerged break- 
aters, groynes, seawalls, riprap and wave attenuators. 
merged breakwaters, the presence of which leads to re- 
uced wave agitation alters the patterns of the nearshore 
reaking wave-induced current field and creates the ap- 
ropriate conditions for sediment deposition, thus enabling 
horeline advance. It should be noted that emerged break- 
aters have been used at a lesser extent in the recent 
ecades as a protection solution, due to their negative im- 
act on the aesthetic characteristics of coastal landscape. 
ence, submerged structures provide a good compromise 
etween the need to reduce the wave energy close to the 
hore and the aim to ensure landscape preservation and a 
ood water quality though the exchange of water between 
ffshore and inshore areas. Moreover, in case the long- 
hore sediment transport dominates the sediment transport 
egime, groynes are employed to retain the beach and main- 
ain the stability of the littoral system. 
The investigation of nearshore hydrodynamic and mor- 

hodynamic patterns, associated with the presence of 
oastal structures, has been carried out through labora- 
ory experiments during the last decades. In the studies of 
ing and Chiew (2000) and Birben et al. (2007) a series of 
xperiments were used to analyze the effect of offshore 
reakwaters on beach morphology and sediment accumu- 
ation ratio. Cáceres et al. (2008) carried out an experimen- 
al research to assess wave overtopping and wave-induced 
urrent field in the breaker zone around low-crested struc- 
ures. A new dimensionless parameter ( β) was proposed by 
ahmoudof and Hajivalie (2021) , through experimental in- 
estigations in order to describe wave transmission and re- 
ection phenomena over submerged breakwaters. However, 
caling effects inherently linked to the experimental con- 
itions and the sediment transport processes ( Gorrick and 
odríguez, 2014 ) render the long-term prediction of coastal 
ed evolution through experimental procedures a difficult 
ask. As a consequence, process-based models that can ad- 
ance understanding of the dominant process response (and 
eedbacks) of littoral systems to a wide range of coastal de- 
ense structures, have been extensively used in coastal en- 
ineering ( Afentoulis et al., 2017 ; Kobayashi, 2016 ; Lesser 
t al., 2004; Nam et al., 2011 ; Postacchini et al., 2016 ; 
ang et al., 2017 ; Zyserman and Johnson, 2002 ). 
These composite nearshore models are usually comprised 

f wave propagation, hydrodynamic, and sediment trans- 
ort/morphology models. A variety of sophisticated numer- 
cal tools have been utilized for the simulation of wave 
ransformation processes, taking into consideration that for 
ost coastal configurations waves are the dominant driv- 

ng factor, inducing morphological changes. Two distinct ap- 
roaches have been highlighted ( Hotlhiujsen, 2003 ) for the 
umerical investigation of the dominant processes govern- 
ng wave transformation: 
516 
) The phase-averaged approach that describes wave prop- 
agation in the spatial and time domain using the 
variance-density spectrum, which is the Fourier transfor- 
mation of the auto-covariance function of free-surface 
elevation. The most notoriously used models following 
this approach are 3 rd generation spectral wave models 
( Benoit et al., 1997 ). 

) The phase resolving deterministic approach describing 
details of the wave field in the spatial and temporal do- 
main at a resolution that is a small fraction of the wave- 
length / period. In this category, models solving the mild 
slope, shallow water (SWE), or Boussinesq equations have 
been employed. 

It should be noted that despite the plethora of model- 
ng tools available, each one is associated with flaws, which 
ave to be taken into serious consideration for the purpose 
f predicting the morphological evolution of coastal areas. 
odels based on the phase averaging approach are compu- 
ationally efficient but omit a large number of dominant 
ave processes in the nearshore, especially considering that 
ave diffraction, reflection and run-up are not usually ac- 
ounted for. In addition, coherencies observed in the wave 
eld and caused by abrupt bottom variations and strong cur- 
ent gradients are unable to be simulated in these models 
 Smit et al., 2015 ). Phase resolving models are able to re-
olve many of the aforementioned important wave trans- 
ormation processes but are often associated with major 
onstraints, i.e. mildly sloping bottoms (for models based 
n the mild slope wave equations) and satisfaction of the 
hallow water approximation (for the SWE wave models). 
rom deep to shallow water, dispersive nonlinear wave ef- 
ects can be simulated satisfactorily using Boussinesq mod- 
ls ( Kennedy et al., 2001 ; Madsen et al., 1997 ) since they
re sufficiently accurate in resolving nearshore wave phe- 
omena, such as refraction and diffraction ( Do et al., 2020 ). 
owever, until recent decades, their application to hydro- 
ynamic modeling in engineering projects was limited due 
o high computational cost ( Klonaris et al., 2018 , 2020 ) ren-
ering their use in practical applications almost impossible. 
Nowadays, several Boussinesq-type models coupled with 

 sediment transport module, suitable for coastal engineer- 
ng applications, can be encountered in the literature of 
oastal engineering ( Gallerano et al. 2016 ; Karambas and 
outitas, 2002 ; Karambas, 2012 ; Klonaris et al., 2016 ; 
obayashi et al., 2000 ; Malej et al., 2019 ). Moreover, dif- 
erent researches have successfully predicted the shoreline 
volution and beach morphology in the vicinity of detached 
reakwaters, groynes, or vertical quay walls ( Bouvier et al., 
019 ; Ding and Wang, 2008 ; Hieu et al., 2020 ; Karambas and
amaras, 2017 ). Tsiaras et al. (2020) used a nonlinear break- 
ng wave and morphodynamic model, including unsteady 
spects of the sand transport for evaluating the potential 
nfluence of the transmission coefficient and of the net 
ass influx over structure in the design process of sub- 
erged breakwaters. Moreover, Klonaris et al. (2020) pro- 
ided a detailed experimental and numerical investigation 
bout the effects of rubble-mound submerged breakwa- 
ers on beach morphology, using a compound Boussinesq- 
ype model. Although up to present, numerical predictions 
f wave-current interactions and morphological responses, 
ith and without the presence of coastal structures, are 
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till associated with considerable uncertainty related to 
he highly non-linear nature of these physical processes. 
n the above-mentioned studies, either the wave and hy- 
rodynamic module does not consider the reflection and 
ransmission (e.g. permeability) characteristics of emerged 
reakwaters and vertical obstacles, or the utilized sedi- 
ent transport approximations are not suitable to capture 
he wave non-linear effects on sand transport and simulate 
he 3D characteristics of the suspended sediment transport 
oads. 

In the present study, a fully nonlinear Boussinesq model 
 Shi et al., 2012 ), FUNWAVE — Total Variation Diminishing 
TVD), tasked with the simulation of wave propagation and 
ydrodynamic circulation was directly coupled to a quasi-3- 
 sediment transport and morphology model, which was de- 
eloped by the authors of this study. Thus, taking advantage 
f FUNWAVE model’s capacity to provide information on 
oastal structure’s reflection and transmission behavior and 
mploying advanced sediment transport approximations, in- 
luding unsteady sand transport aspects, this study seeks 
o reduce the uncertainty in hydro-morphodynamic predic- 
ions. Special attention was given to the role of sediment 
ransport dynamics across the swash zone, incorporating 
hem in the morphodynamic model, while advanced tech- 
iques were utilized to model the three-dimensional pat- 
erns of suspended load fluxes and consider wave nonlinear 
nd unsteady effects on bed load transport rates. Our scope 
s to introduce an integrated model that can be utilized to 
 wide range of maritime engineering applications, both for 
oft engineering (beach replenishment, sand dune manage- 
ent, drainage) and hard engineering techniques (design of 
roynes, breakwaters, seawalls, revetments). A particular 
ffort was made to keep the computational complexity at 
 reasonable level by utilizing morphological acceleration 
echniques and exploiting the efficient parallel scheme of 
he wave model. Moreover, in order to ensure the reliability 
f our numerical modelling approach, the compound model 
as extensively validated for five distinctive test cases, cov- 
ring a wide range of coastal engineering applications in 
oth experimental and field scales and providing significant 
nsights into the morphological response of sandy beaches 
o the combined action of waves and currents. 

. Description of models and formulations 

 fully coupled method for simulation of wave-current- 
eabed interaction was developed within the context of our 
esearch. The numerical output of FUNWAVE-TVD model is 
sed as forcing for a two-dimensional sediment transport 
odel in an interactive mode, while the computation of 
ediment fluxes and morphological changes provides the 
eedback of bathymetry updates on wave computations. 
articularly, the seabed morphology is updated over a mor- 
hological time step ( �t mor ) and for every bed level up- 
ate, simulations by three numerical tools are performed: 
UNWAVE-TVD model, followed by a sediment transport 
odel and a bathymetry updating module. This process is 
epeated until a preset duration, coinciding with the sim- 
lation end time is reached. The relevant flow chart out- 
ining the model interaction and feedback is illustrated in 
igure 1 . The implementation of a morphological accelera- 
517 
ion factor (Morfac) serves to multiply bed level changes by 
 nonunity integer quantity and therefore alters the mor- 
hology time scale. In this research, three different time 
cales and steps were utilized in order to simulate nearshore 
rocesses of a different nature, the time step ( �t) of the 
ave model (FUNWAVE-TVD), the time interval of wave ac- 
ion which is necessary to obtain the time averaged (mean) 
elocities that are referred here as currents ( �t cur ) and the 
orphological time step ( �t mor ) which is required to calcu- 

ate bathymetry updates. 

.1. Hydrodynamics 

ave propagation and hydrodynamic circulation can be 
imulated by FUNWAVE-TVD model from deep to shallow 

ater, including the surf and swash zone. The governing 
quations of the above model were based on the fully non- 
inear Boussinesq equations ( Nwogu et al., 1992 ), modi- 
ed by Chen et al. (2003) and Chen (2006) and extended 
o incorporate a moving reference level ( Kennedy et al., 
001 ). FUNWAVE-TVD is a nonlinear wave model that oper- 
tes with a hybrid finite-volume and finite-difference TVD- 
ype scheme developed by Shi et al. (2012) . The shock- 
apturing wave-breaking scheme, chosen for this study, 
as based on the work of Tonelli and Petti (2009) . This 
ethod takes advantage of the shock-capturing ability of 
on-linear shallow water equations (NSWE) and can simu- 
ate the moving hydraulic jumps. Following the Courant- 
riedrichs-Lewy (CFL) criterion, an adaptive time step was 
mplemented, based on a third-order Runge-Kutta scheme 
or nonlinear spatial discretization. The model includes 
etting-drying moving boundary conditions with the incor- 
oration of Harten-Lax-van Leer (HLL) construction method 
nto the scheme. The sponge layer technique introduced by 
arsen and Dancy (1983) is used by FUNWAVE-TVD model to 
eal with internal wave reflection problems. The governing 
quations of the wave model are presented below: 

t + ∇ · M = 0 , (1) 

 a,t + ( u a · ∇ ) u a + g∇η + V 1 + V 2 + V 3 + R + R 

b + R 

s = 0 . 

(2) 

Equation (1) represents the depth-integrated mass con- 
ervation, while Equation (2) denotes the depth-averaged 
orizontal momentum. The symbol M of Equation (1) is the 
orizontal flux and can be further expressed as: 

 = ( h + η) 
[
u a + μ2 

{(
z a 
2 

2 
− 1 

6 

(
h 

2 − ηh + η2 ))∇ ( ∇ · u a ) 
)

+ 

+ 

(
z a + 

1 
2 
( h − η) 

)
∇ ( ∇ · ( h u a ) ) 

}]
, (3) 

here η is the sea-surface elevation, h is the water depth, 
 a the horizontal velocity at the adaptive reference eleva- 
ion, z a and μ denotes a dimensionless measure of disper- 
ion. In addition, V 1 and V 2 are the dispersive Boussinesq 
erms, V 3 accounts for the second-order effect of vertical 
orticity, R represents the quadratic form of the bottom 

riction modeled by C d u a | u a | , where C d is the bottom fric- 
ion coefficient. The term R 

b in Equation (2) can be used 
ptionally, to model the eddy-viscosity-type breaking terms 



V. Afentoulis, A. Papadimitriou, K. Belibassakis et al. 

Figure 1 Flow chart of wave-current, sediment transport and morphology models. 
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in this study the shock-capturing scheme of Tonelli and 
etti (2009) was activated), while the term R 

s accounts 
or the subgrid turbulent mixing ( Chen et al., 2003 ). A 
magorinsky-type (1963) subgrid turbulent mixing algorithm 

s employed and the eddy viscosity associated with the sub- 
rid mixing is determined by breaking-induced current field 
 Chen et al., 1999 ). 
FUNWAVE-TVD model can simulate wave-generated 

earshore currents, such as rip current or alongshore cur- 
ents, and eddies due to shear instabilities, estimated 
ia the R , R 

b , R 

s dissipative and diffusive terms. In re- 
ent studies, Boussinesq models have been utilized to 
odel rip currents ( Geiman et al., 2011 ; Johnson and 
attiaratchi, 2006 ) and alongshore currents ( Chen et al., 
003; Feddersen et al., 2011 ) in the nearshore zone. 
eiman et al. (2011) presented a numerical study on wave 
veraging effects on estimates of the surf zone mixing. 
heir study revealed that FUNWAVE-TVD model is able to 
eproduce 1-h time-averaged mean Eulerian velocities con- 
istent with field measurements and numerical findings. 

.2. Morphodynamics 

n the present study, a new numerical model developed by 
he authors of this paper was applied to assess nearshore 
orphodynamics. The mode of suspended sediment move- 
ent is investigated using Van Rijn’s (1993) formula, while 
 formula for unsteady oscillatory flows, suggested by 
ibberink (1998) for the estimation of bed load transport, 
as implemented. The usage of Van Rijn’s approximation 
erves to distinguish suspended load transport that is com- 
uted above a reference height α and bed-load transport, 
hich was estimated using the near-bottom hydrodynamic 
arameters. It is also suited to assess sediment transport 
ates in combined breaking or non-breaking wave and cur- 
ent conditions. In the following subsections, the governing 
quations will be presented. Moreover, it has to be men- 
ioned that the Boussinesq-type 2DH model provided depth- 
veraged hydrodynamic parameters, that were exploited to 
518 
xtract near-bed flow characteristics and nonlinear time- 
arying near-bottom wave velocities using the parameteri- 
ation suggested by Karambas and Samaras (2017) , initially 
roposed by Isobe and Horikawa (1982) and modified by 
rasmeijer (2002) . This technique is based on the energy 
ux method, in which the fifth-order Stokes and the third- 
rder cnoidal wave theories were implemented appropri- 
tely, according to the applicable range. Two parameters 
ere utilized by Isobe and Horikawa (1982) to represent the 
symmetry of the velocity profile, based on laboratory and 
eld experimental results. Thus, wave properties such as 
he wave profile and water particle velocities can be ex- 
racted at an arbitrary depth, based on the offshore wave 
eight and period, local water depth and bed slope without 
xplicitly quantifying skewness. Grasmeijer (2002) modified 
his approximation to calculate time-varying near-bed or- 
ital velocities using local wave characteristics. 

.2.1. Suspended load transport 
an Rijn (1993) suggested a multi-layer model, describing 
he time-averaged sediment concentration profile. This pro- 
le can be obtained by the integration of the time-averaged 
onvection-diffusion under equilibrium (stationary) condi- 
ions. The three-dimensional convection-diffusion (mass- 
alance) equation for the suspended sediment can be writ- 
en, as follows: 

∂ ( c ) 
∂t 

+ 

∂ ( uc ) 
∂x 

+ 

∂ ( vc ) 
∂y 

+ 

∂ [ ( w − w s ) c ] 
∂z 

− ∂ 

∂x 

[
ε s,x 

∂ ( c ) 
∂x 

]

− ∂ 

∂y 

[
ε s,y 

∂ ( c ) 
∂y 

]
− ∂ 

∂z 

[
ε s,z 

∂ ( c ) 
∂z 

]
= 0 , (4) 

n which ( u,v,w) = local flow velocities, ( ε s,x , ε s,y , ε s,z ) = lo-
al turbulent sediment mixing, w s = particle fall velocity, 
nd c = sediment concentration. 
Integration of Equation (4) with respect to z leads to: 

∂ ( c ave ) h 

∂t 
+ 

∂ ( Uc ave ) h 

∂x 
+ 

∂ ( V c ave ) h 

∂y 

− ∂ 

∂x 

[
ε s,x h 

∂ ( c ave ) 
∂x 

]
− ∂ 

∂y 

[
ε s,y h 

∂ ( c ave ) 
∂y 

]
= S, (5) 
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here c ave is the depth-averaged concentration and 
 U, V, W ) the depth-averaged velocities, and S represents 
he source term of the convection-diffusion equation that 
s based on the mismatch between a current and an equi- 
ibrium concentration ( Galappatti and Vreugdenhil, 1985 ; 
alappatti, 1983 ). In order to estimate the equilibrium con- 
entration , we need to prescribe the boundary conditions of 
he problem. Considering that the concentration presents 
ariability in a time-scale much larger than the representa- 
ive wave period stationary conditions in the surface and 
n the bed boundary are assumed. Thus, the longitudinal 
iffusion terms can be neglected in relation to the verti- 
al diffusion term, whilst the unsteady concentration term 

 ∂ ( c ave )/ ∂ t) is relatively small with respect to the other
erms. Moreover, at the water surface, the vertical diffu- 
ive flux through the free surface is equal to zero: 

w s c − ε s,cw 
dc 
dz 

= 0 , at z = η. (6) 

At bed-boundary surface, the vertical mixing or the ex- 
hange of sediment fluxes, according to Galappati (1983) , 
an be described as: 

w s c − ε s,cw 
dc 
dz 

= D − E , at z = z b , (7) 

here D is the sediment deposition rate and E being the 
ediment erosion rate. 
The sediment erosion rate was evaluated explicitly, while 

he deposition rate was included in the transport equation 
mplicitly ( Lesser et al., 2004 ), as follows: 

rosion rate : c α
ε s 

�z 
, Deposition rate : c k 

( ε s 

�z 
+ w s 

)
, (10) 

n which, c α = sediment concentration at the reference 
evel α, ε s = sediment vertical diffusion coefficient, �z = 

ertical distance from the reference level α to the center 
f reference cell, and c k = sediment concentration in the 
eference cell. The vertical distribution coefficient due to 
urrents can be calculated using a parabolic approximation 
s proposed by Van Rijn (1993) . 
Erosion and deposition rates are responsible for the verti- 

al readjustment of the concentration distribution and they 
ere used, herein, in order to estimate sediment source and 
ink terms throughout the vertical. It should be noted that 
ource and sink terms are not normally time-invariant over 
epth. However, in this study, we consider the existence of 
n equilibrium concentration profile, which is adjusted to 
urrent conditions within a specific time interval. The ad- 
ustment of the depth-averaged concentration to its equi- 
ibrium value, for specific time and space scales, was de- 
cribed by Katopodi and Ribberink (1992) . 
For oscillatory flows, the concentration at the reference 

evel α is expressed as: 

 a = 0 . 015 ρs 
D 50 

α

(
θ−θcr 
θcr 

)1 . 5 

D ∗
0 . 3 , (8) 

here ρs = sediment density, α = reference level, D 50 = me- 
ian particle diameter of bed material, θ = Shields param- 
ter, θcr = critical Shields parameter, D ∗ = non-dimensional 
article diameter. The reference level ( α) herein, was con- 
idered equal to 0 . 5 ∗�r (wave-induced ripple height), while 
ts maximum value cannot be greater than the 20% of the 

ater column. 
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The vertical distribution coefficient due to the to- 
al wave and current mixing was calculated following 
esser et al. (2004) and Van Rijn (1993) . This method pro- 
ides detailed information of distribution coefficient varia- 
ions over the water depth and leads to similar turbulent 
ixing values to those generated by the standard algebraic 
urbulence ( Lesser et al., 2004 ). 
Thus, the vertical distribution coefficient due to currents 

an be calculated as: 

 s,c = kβu ∗,c z 
(
1 − z 

h 

)
for z < 0 . 5 h, 

 s,c = 0 . 25 kβu ∗,c z ( 1 − z/h ) for z ≥ 0 . 5 h, (9) 

here, ε s,c = vertical diffusion coefficient due to currents, 
 = von Kármán constant (0.4), u ∗,c = current related bed 
hear velocity, β van Rijn’s factor (used to describe the dif- 
erence between fluid and granular diffusion). 
The vertical distribution coefficient due to waves is cal- 

ulated as: 

 s,w = ε s,bed = 0 . 004 D ∗δs U δw , for z ≤ δs , 

 s,w = ε s,max = 0 . 035 h H s / T P , for z ≥ 0 . 5 h, 

 s,w = ε s,bed + ( ε s,max − ε s,bed ) 
(

z − δs 

0 . 5 h − δs 

)
, for δs < z < 0 . 5 h, 

(10) 

here ε s,w = vertical distribution coefficient due to 
aves, δs = thickness of the near-bed sediment mixing 
ayer, which was equal to three times the ripple height 
 δs = 3 ∗ �r ), U δw = near-bottom wave velocity, D ∗ = non- 
imensional particle diameter. The total vertical diffusion 
oefficient can be expressed as: 

 s,Tot = 

√ 

ε s,w 2 + ε s,c 2 . (11) 

Ultimately, after integration of the convection diffusion 
quation over the time the net suspended sediment fluxes 
an be expresses as follows: 

 s = 

( 

c ave h U c − ε s,x h 

∂c ave 

∂x 
, c ave h V c − ε s,y h 

∂c ave 

∂y 

) 

, (12) 

here, U c and V c mean over the depth current velocities. 

.2.2. Bed-load transport 
ollowing the approach suggested by Ribberink (1998) , bed- 
oad sediment transport can be calculated using a formula 
or unsteady oscillatory flows where the instantaneous solid 
ux is assumed to be proportional to a function of the differ-
nce between the actual time-dependent bed shear stress 
nd the critical bed shear stress ( Figure 4 ). Therefore, the 
onlinear effects of wave asymmetry on bedload transport 
ates can be satisfactory predicted using the proposed ap- 
roach. Ribberink’s (1998) formulation has been calibrated 
owards several flume data sets including wave-current in- 
eraction in a plane regime (suspended load negligible) and 
eld data (unidirectional flows in rivers). In total, more than 
5 bed-load transport measurements in oscillating water 
unnels were utilized to corroborate the validity of this ap- 
roach ( Ribberink, 1998 ). The solid fluxes can be calculated, 
s follows: 

 SB = m Rib 

√ 

( s − 1 ) g d 

3 〈 
(∣∣∣−−→ 

θ ( t ) 
∣∣∣ − θcr 

)n Rib 
−−→ 

θ ( t ) 
| θ ( t ) | 〉 , (13) 
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here, 
−−→ 

θ (t) = 0 . 5 f cw | u (t) | −−→ 

u (t) / [ ( s − 1 ) gd ] is the time- 
ependent Shields parameter with the instantaneous veloc- 
ty 

−−→ 

u (t) = 

−→ 

U c + 

−−−→ 

u W 

(t) , s is the relative density of sediment 
nd f cw the wave-current friction factor. 〈 〉 : Time-averaged 
ver wave period, and m Rib = 11, n Rib = 1.65: adjusted co- 
fficients. 

.2.3. Swash zone 

he swash zone is the area of the coastal environment 
here the waves run up and down, dissipating or reflect- 
ng their energy after moving towards the shore. The sedi- 
ent fluxes are often large close to the shoreline because 
f swash uprush and backwash phases. Sediment transport 
enerated from bed evolution at a swash time scale can be 
everal orders of magnitude larger than those derived from 

he most of available sediment transport formulas, applied 
n the surf zone. Thus, numerical models often underesti- 
ate this sediment migration and tend to yield sediment 
ransport that decreases too rapidly from the swash zone 
owards the offshore ( Klonaris, 2016 ; Masselink et al., 2009 ; 
am et al., 2009 ). For the estimation of longshore and cross- 
hore sediment transport in the swash zone, the approxima- 
ion proposed by Larson and Wamsley (2007) has been used. 
he net transport rates can be expressed as follows: 

 tc,net = K c 
tan ϕ m 

tan 2 ϕ m 

− ( dh 
dx 

)2 u 

3 
0 

g 

(
dh 

dx 
− tan βe 

)
t 0 
T 

, (14) 

 t l ,net = K l 
tan ϕ m 

tan 2 ϕ m 

− ( dh 
dx 

)2 u 

2 
0 v 0 
g 

t 0 
T 

, (15) 

here K c , K l are cross-shore and long-shore empirical coeffi- 
ients, respectively, ϕ m 

is the internal friction angle ( ≈ 30 °). 
 0 , u 0 and t 0 are scaling velocities and time, T is the swash 
uration (considered equal to the incidence wave period), 
an βe is the foreshore equilibrium slope. The calculation of 
cale velocities was based on the ballistic theory, while the 
ave front velocities at the still-water shoreline obtained 
y FUNWAVE-TVD model were used as initial conditions, for 
ore details see Larson et al. (2004) . Equation (15) implies 
hat the cross-shore sediment transport rate is zero if fore- 
hore slope is in equilibrium, while longshore transport still 
ccurs if the transporting velocity v 0 is not zero during the 
prush and backwash phase. In order to define the foreshore 
quilibrium, slope the methodology suggested by Larson and 
amsley (2007) and Larson et al. (2004) was applied herein. 
hus, the equilibrium slope can be expressed as: 

an βe = 

I U − I B 
I U + I B 

tan ϕ m 

, (16) 

here 

 U = 

1 
T 

∫ t m 

t s 
( | θ ( t ) | ) 3 / 2 dt , 

I B = 

1 
T 

∫ t e 

t m 
( | θ ( t ) | ) 3 / 2 dt , (17) 

n which T is the wave period, t s and t e the start and end 
ime of the swash oscillation, and t m 

the moment at which 
prush changes to backwash. 
Klonaris et al. (2018) proved that the application of the 

atter quasi-empirical formulation is especially efficient in 
520 
redicting swash morphodynamics, in conjunction with a 
hase resolving Boussinesq-type model, ensuring the con- 
inuity of sediment fluxes throughout the surf and swash 
ones and providing a smooth transition between them. The 
ain advantage of this approximation is that the computed 
ediment transport rates do not decrease too rapidly from 

he swash to offshore zones, guaranteeing the stability of 
he solution throughout the entire coastal zone. 
The investigation of sediment dynamics in this zone is 

f high interest for engineering applications. Swash dynam- 
cs determine the shoreline position, thus the precise eval- 
ation of the natural processes in this zone contributes 
o the performance evaluation of coastal defense struc- 
ures in terms of their capacity to maintain or advance the 
horeline seaward. Hence, it is considered that combining 
 highly nonlinear Boussinesq wave model with a sophis- 
icated representation of wetting-drying conditions, along 
ith a quasi-3D sediment transport formula incorporating 
ediment fluxes in the swash zone is crucial in obtaining ac- 
urate bed level predictions in the presence of coastal engi- 
eering structures, therefore improving engineering design. 

.3. Morphology 

otal sediment transport rates are computed as the sum of 
he bed and suspended loads in the intermediate depths and 
urf zone. In the swash zone, the sediment rates, estimated 
sing Larson and Wamsley’s (2007) approximation, are also 
dded to the total sum of sediment fluxes in cross-shore and 
longshore direction. The variables of FUNWAVE-TVD model 
ave been used to estimate these rates following the time 
cale of hydrodynamic circulation. However, morphological 
hanges vary at a different and slower rate compared to the 
hort-term variations of hydrodynamics. Thus, the estima- 
ion of bathymetry update requires maintaining a budget of 
he sediment fluxes that have been derived by averaging the 
nstantaneous flow parameters. Thus, these sediment trans- 
ort fluxes were integrated over a number of time steps, 
hich correspond to several wave periods. The bathymetry 
pdate was calculated by solving the sediment mass conser- 
ation equation which reads: 

∂ z b 
∂t 

= −Morfac 
1 − n p 

∇ · q tot , (18) 

here n p is the sediment porosity, q tot = ( q t ot ,x , 

 t ot ,y ) denotes the total volumetric sediment transport 
ate equal to the sum of suspended and bed-load transport 
ate, z b is the local bottom elevation and Morfac is a mor- 
hological acceleration factor ( Lesser, 2004 ). This nonunity 
actor (Morfac) applies a scalar multiplier to the sedi- 
ent continuity equation and speeds up the depth change 
ates, multiplying them by a constant value. In this study, 
orfac values (ranging from 1 to 30) were systematically 
dapted to be compared with a baseline condition of no 
cceleration. Care must be taken not to exaggerate with 
xtreme Morfac values, in order to describe realistically 
he interaction of the wave, hydrodynamic and morphology 
odules. 
The effect of the bed slope on sediment transport 

as been included following Watanabe (1988) . Following 
eont’yev (1996) and Karambas et al. (2002) the sedi- 
ent mass conservation equation can be obtained from 
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Figure 2 Initial beach profile setup in the Dette et al. (2002) experiments. 
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Table 1 Summary of the retrieved experimental wave 
and bathymetry data from the study of Dette et al. (2002) . 

H s (m) 1.20 
T p (s) 5.5 
Water depth at wavemaker (m) 5.0 
D 50 (mm) 0.30 
Total duration (h) 23 
Bed slope Varying 
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quation (18) as follows: 

∂ z b 
∂t 

= − ∂ 

∂x 

(
q t ot ,x − ε 

∣∣q t ot ,x 
∣∣ ∂z 
∂x 

)
− ∂ 

∂y 

(
q t ot ,y − ε 

∣∣q t ot ,y 
∣∣ ∂z 
∂y 

)
, 

(19) 

n which, ε is an empirical coefficient that varies within the 
ange of 2.0 to 5.0. The second term in each of the paren- 
heses in the right part of Equation (19) describes the diffu- 
ion term, as well as additional gravitational term reflects 
he effect of local bed slope on sediment transport. 

. Model validation 

or the validation of the presented composite model, 
our different test cases were evaluated, both in 1DH 

nd 2DH configurations. Our results were compared to 
xperimental and numerical findings involving hydrody- 
amic, sediment transport loads and short and medium- 
erm bathymetry changes. Taking advantage of FUNWAVE- 
VD model’s capacity to employ rapidly varying terrains and 
teep slopes in the surf zone, this study provides signifi- 
ant insights into the sediment transport dynamics in a va- 
iety of coastal engineering applications. Sediment trans- 
ort and morphology evolution were analyzed for the case 
f large-scale wave flumes using the experimental find- 
ngs of Alsina et al. (2012) and Dette et al. (2002) . These 
est cases were also utilized for the calibration of several 
mpirical factors and formulas, as the required computa- 
ional cost for the performed simulations was significantly 
ower than that of the 2DH cases. Our numerical model 
as applied afterwards, in the case of the physical exper- 
ments of Badiei et al. (1995) , concerning the effect of 
 groyne on the shore morphology. Ultimately, the effect 
f shore parallel emerged and submerged breakwaters on 
he hydrodynamics and morphology was evaluated. For this 
urpose, our numerical results were quantitatively com- 
ared to the empirical models from previous related studies 
 Bos et al., 1997; Cáceres et al., 2005 ; Deltares/Delft Hy- 
raulics, 1997 ). Thus, the efficiency of the proposed cou- 
led model was tested under real field dimensions and for 
 total duration of 50 days, providing significant conclusions 
bout the time scale of the achieved morphological equilib- 

ium. r

521 
.1. 1DH Surf and swash zone morphological 
rocesses in cross-shore direction 

.1.1. Large Wave Flume experiment 
he first set of comparisons refers to the experimental cam- 
aign carried out at the Grosser Wellenkanal in Hannover 
ithin the context of the EU SAFE project. The results of 
his work were presented in the study of Dette et al. (2002) .
he main objective of that study was to investigate the ef- 
ectiveness of beach nourishment as a soft protection tech- 
ique to combat coastline erosion. The experiments were 
erformed in a wave flume 324 m long, while the width 
nd the depth of the flume were 5 m and 7 m, respec-
ively. Figure 2 depicts a layout of the flume bathymetry. 
erein, the test B2 of the experimental campaign was re- 
roduced in order to evaluate the results of our numerical 
oupled model. Irregular waves were applied ( H s = 1 . 20 m 

nd T p = 5 . 5 s) using a TMA spectrum internal wavemaker 
 Wei and Kirby, 1999 ), for a total duration of 23 hours. The
nitial bathymetry was characterized by a horizontal bed of 
 m depth followed by the theoretical Bruun equilibrium 

rofile ( Bruun, 1954 ; Dean, 1977 ) below the water level. 
he sea bottom was represented by well-sorted sand with 
 median sediment size of D 50 = 0 . 30 mm. A summary of
he retrieved experimental wave and bathymetry data that 
ere used as input for the numerical simulation is given in 
able 1 . 
The bathymetry data were discretized on an equispaced 

rid with a spatial step of �χ= 0.5 m and a fixed bottom
riction coefficient was utilized and set equal to C d = 0.008, 
s it was found that it leads to the best agreement with the
xperimental data. The minimum water depth used to rep- 
esent wetting-drying conditions was set equal to 0.01 m. 
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Figure 3 Computed and measured significant wave height after 19 h 45 min. of wave action for the test case B2 in 
Dette et al. (2002) . 

Figure 4 Computed and measured total sediment transport rate after 1.5 h (up) and after 19 h 45 min. (down) for the test case 
B2 in Dette et al. (2002) . 
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he selected Courant number in the time-stepping scheme 
f the FUNWAVE-TVD model was relatively low (CFL = 0.3) 
o achieve numerical stability. A low morphological factor 
as utilized (Morfac = 2) to ensure the stability of the 
umerical simulation and calibrate the sediment transport 
odel. The empirical coefficient ε of Equation (19) was set 
qual to 5, in order to represent the effect of the bed slope 
n seabed morphology. The applied settling velocity w s was 
qual to 0.0267 m/s, with sand porosity n p= 0.4. 
Figure 3 shows the distribution of significant wave 

eight along the flume profile and the comparison be- 
ween the computed and measured data for the test B2 of 
ette et al. (2002) . Computed and measured values of sed- 
ment transport rates and seabed geometry are depicted in 
igures 4 and 5 , respectively. The wave height distribution 
as accurately computed using FUNWAVE-TVD model taking 
dvantage of its high order nonlinearity. Moreover, the sed- 
ment transport model reproduced adequately the peaks of 
he sediment load distribution along the cross-shore profile. 
he bar formation is well predicted, although the model 

verestimates the shoreline erosion in the swash zone. t

522 
.1.2. SANDS experiment 
his test case refers to the Hydralab III SANDS project 
Scaling and Analysis and New instrumentation for Dynamic 
ed testS). The experiment was carried out in the Canal 
e Investigacion y Experimentacion Maritima (CIEM) at the 
niversidad Politecnica de Cataluña (UPC), Barcelona. The 
imensions of the large-scale wave flume were: 100m 

ong, 3m wide and 4.5 m deep. Figure 6 shows a snap- 
hot of the initial bathymetry in the laboratory flume. 
he experimental findings were presented in the study of 
lsina et al. (2012) . The main purpose of this physical exper- 
ment was to investigate the link between swash zone dy- 
amics and surf zone morphodynamics and how dissipative 
eaches with mild-sloping beach face tend to decrease the 
ate of sand bar migration towards the sea, while more re- 
ective swash conditions intensify sediment transport ero- 
ive rates. 
During the experiment, moderately energetic random 

aves were applied ( H s = 0 . 53 m and T p = 4 . 14 s) and the
ame wave conditions were repeated for a series of 47 
ests. Each test was comprised of 500 waves with a to- 



Oceanologia 64 (2022) 514—534 

Figure 5 Computed and measured bottom elevation after 19 h 45 min. of wave action for the test case B2 in Dette et al. (2002) . 

Figure 6 Initial beach profile used for SANDS experiment ( Alsina et al. 2012 ). 

Table 2 Summary of the retrieved experimental wave 
and bathymetry data from the study of Alsina et al. (2012) . 

H s (m) 0.53 
T p (s) 4.14 
Total duration (h) 21.15 
Water depth at wavemaker (m) 2.47 
D 50 (mm) 0.25 
Bed slope 1:10 
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al duration equal to 27 min. The random wave time se- 
ies corresponded to a JONSWAP spectrum with a peak fac- 
or of γ= 3.3. The initial bathymetry was characterized 
y a constant sloping beach with a gradient of 1:10. The 
ea bottom was represented by well-sorted sand with a 
edian sediment size D 50 = 0 . 25 mm. A summary of the 
etrieved experimental wave and bathymetry data that 
ere used as input for the numerical simulation is given in 
able 2 . 
In order to reproduce the experimental procedure nu- 

erically, the bathymetric data were interpolated on a 
ne grid with a spatial step of �x = 0 . 2 m. The initial
athymetry consisted of a horizontal bottom of 2.47 m 

epth followed by a uniform slope of 1:10. A fixed bottom 

riction coefficient ( C d ) was utilized and set at 0.009 and 
he minimum water depth for wetting-drying conditions was 
onsidered equal to 0.01 m. Once again, the Courant num- 
er used in the time-stepping scheme of the FUNWAVE-TVD 
523 
odel was relatively low ( CF L = 0 . 3 ) in order to achieve
umerical stability. No morphological acceleration factor 
Morfac = 1) was employed, as the total simulation time 
as relatively low (Duration = 21.15h). Similar wave condi- 
ions to that of the experiment were generated ( H s = 0 . 53
 and T p = 4 . 14 s) by an irregular wavemaker in a water
epth of 2.47 m, producing a JONSWAP spectrum. The em- 
irical coefficient ε of Equation (19) was set equal to 5. in 
rder to consider the impact of the bed slope on seabed 
orphology. The applied settling velocity w s was equal to 
.0267 m/s, with sand porosity n p = 0.4. 
The initial computed and measured cross-shore distribu- 

ion of significant wave height after 21.15 hours of wave 
ction are both depicted in Figure 7 . The initial beach pro- 
le, as well as the computed and measured final beach pro- 
les at 21.15 hours, are also shown in Figure 7 . The present
est case corresponds to erosive conditions close to the 
wash zone due to the initial reflective beach profile that, in 
urn, force significant sediment quantities into deeper wa- 
er. FUNWAVE-TVD model estimated accurately the cross- 
hore wave height distribution due to its higher order of 
onlinearity. However, it should be noted that some discrep- 
ncies between measurements and numerical results appear 
n the area where water depth is less than 0.5 m. A break-
ng event takes place just after x = —20 m leading to the
ormation of the inner bar. 
The numerical outputs of the sediment transport model 

re in good agreement with experimental results, as an ac- 
urate prediction of the sandbar formation was achieved. 
verall, the evolution of the bed shape over time follows 
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Figure 7 Computed and measured cross-shore distribution of significant wave height after 21.15 hours (top panel). Computed 
and measured final beach profile after 21.15 hours (bottom panel). 
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velocities can be seen in the lee side of the structure. 
he same sequence as that of the experiment, since a sea- 
ard sandbar migration was observed. However, a bed- 
hange over-estimation of ± 0.10 cm can be detected in 
he swash and surf zone. 

.2. 2DH numerical simulations for the effect of a 

ingle groyne structure on the shore 

he impact of a groyne structure, which acts as an artificial 
bstacle to the longshore sediment transport and affects 
he subsequent shoreline evolution, was numerically inves- 
igated in our study and compared with the experimental 
ndings of Badiei et al. (1995) . Single groynes are referred 
o as the structures that are usually placed normal to the 
horeline and block the littoral drift partially or completely 
 Kristensen et al., 2016 ). Groynes are employed to produce 
ediment cells in which the shore can turn against the lo- 
ally predominant wave direction. These structures can also 
e situated close to a river mouth to aid the canalization of 
he flow into the sea ( Valsamidis et al., 2017 ), or as terminal
tructures (jetties) which limit the amount of sediment, de- 
osited in the harbor basin. An accretive or erosive trend is 
xpected to occur in the vicinity of a groyne due to the pres- 
nce of a source or sink, respectively. Moreover, in coastal 
anagement, a system of multiple groynes is typically used 
o advance the shore seaward and trap large amounts of 
ediments by blocking alongshore sediment fluxes. Thor- 
ugh research of groyne system functionality was conducted 
y French (2001) . 
The physical model presented by Badiei et al. (1995) con- 

erns nearshore sediment transport dynamics and morpho- 
524 
ogical effects of groynes on a mobile bed with an initial 
traight beach, which was exposed to obliquely incident ir- 
egular waves at an angle of 11.6 degrees (with respect to 
he shore-normal). The test NT2 of the experimental study 
as reproduced numerically in the scope of the present 
ork. The median particle diameter of bed material ( D 50 ) 
as 0.12 mm and the initial cross-shore constant beach 
lope was 1:10. 
The integrated coupled model was applied to reproduce 

he hydrodynamic and morphodynamic conditions of the ex- 
eriment. The spatial domain has been discretized with a 
patial step of �x = 0.2 m and �y = 0.5 m in cross-shore and
longshore direction, respectively. Irregular waves (charac- 
erized by a JONSWAP spectrum at the wave-maker), were 
enerated with H s = 0 . 8 m and T p = 1 . 15 s, whilst the angle
etween the normal to the coast and the main direction of 
ave propagation was set at 11.6 °. For the absorption of the 
ave energy propagating out of the model area, a sponge 
ayer of about 5 m was applied at the offshore boundary 
f FUNWAVE-TVD model and periodic lateral boundary con- 
itions were employed. In Figure 8 , the initial bathymetry 
ith a constant slope of 10:100 is illustrated. The wave- 
aker was placed at X = 7 m and in the deepwater region a
at bottom of 2 m was considered. The total duration of the 
imulation was 12 hours, equal to that of the experiment 
nd a morphological acceleration factor in the order of 5 
as employed. The applied settling velocity w s was equal 
o 0.0084 m/s, with sand porosity n p = 0.39. 
Figure 9 depicts the wave-induced current field after 

 hour of wave action. The groyne structure alters the 
ongshore currents’ direction in its vicinity, as decreased 
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Figure 8 3D view of model’s initial bathymetry. 

Figure 9 Simulated hydrodynamic circulation after 1 hour of wave action for a groyne field subject to waves with a 11.6 ° angle 
of incidence. Color map corresponds to the initial bathymetry. 

Figure 10 Simulated bathymetry for a groyne field subject to waves with a 11.6 ° angle of incidence depicting the measured 
(dotted line) and computed (solid line) final shoreline position. Color map indicates the final bathymetry. 
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he nearshore currents reach a maximum velocity of about 
.1 m/s. Moreover, offshore-oriented velocities are ob- 
erved in the swash zone, reflected from the beach face, 
ith a maximum velocity of 0.06 m/s. The direction and 
rder of magnitude of computed currents are in line with 
he numerical findings of the study of Karambas and Sama- 
as (2017) , in which the present experimental test case 
as also reproduced. However, reflection phenomena in the 
icinity of groyne are less intense in our study, due to the 
pplication of inner sponge layers that represent flow fric- 
ion and energy dissipation within the structure. 
Figure 10 shows the final bottom evolution after 12 hours 

f wave action. The sediment accretion updrift of the struc- 
ure contributes to an advance of the shoreline seaward, 
hilst the lack of sediments at the lee side of the struc- 
ure results in a shoreline retreat. Overall, the numerical 
525 
ndings are in very good agreement with the experimental 
esults, as is evident in Figure 10 . The computed final shore- 
ine position is almost identical to that of the experiment, 
ith some small discrepancies encountered close to the lat- 
ral boundaries. 

.3. 2DH numerical simulations for the effect of a 

etached breakwater on the shore 

.3.1. Single emerged breakwater 
o provide significant protection against erosion phenom- 
na in the littoral environment, layout optimization of a 
reakwater is necessary. Previous studies have revealed that 
reakwater geometry affects hydrodynamic processes and 
volution of bottom topography, resulting in a plan form 
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Figure 11 3D illustration of the initial bathymetry (breakwater at 200 m from shore). 
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evelopment (formation of tombolo or salient) in the lee 
f the breakwater ( Bos et al., 1997 ; Cáceras et al., 2005 ;
eltares/Delft Hydraulics, 1997 ; Zyserman et al., 2002 ). 
he type of beach plan form strongly depends on the dimen- 
ions and location of the structure. In the case of emerged 
etached breakwaters, the beach can extend and come in 
ontact with the structure (formation of tombolo). Perma- 
ent tombolo is expected for L/D > 1 and salient for L/D 

 1 according to Van Rijn (2011) with L being the breakwa- 
er length, and D being the offshore distance to the origi- 
al shoreline. However, the morphological evolution in the 
ee of breakwaters is a complex physical process that can- 
ot be analyzed in terms of only two parameters (L, D). 
he beach response relies on several environmental factors, 
uch as three-dimensional bathymetry characteristics, pre- 
ailing hydrodynamic conditions and sediment supply. Ad- 
itionally, geometric properties of the structure, including 
reeboard, structure slopes, crest width, length of the gap 
etween segments of the breakwater system, and breakwa- 
er porosity are known to be influential in beach morphology 
 Afentoulis et al., 2019 ). 
Deltares/Delft Hydraulics (1997) and Bos et al. (1997) 

arried out a study about the effect of a detached emerged 
reakwater on coastal hydro-morphodynamics, using nu- 
erical modeling approaches. Herein, this work is used as a 
enchmark test for the validation of our numerical model in 
eld conditions. This application is of high interest, as the 
odel’s behavior may vary from laboratory to field dimen- 
ions. It has been revealed that the achievement of move- 
ble bed equilibrium is slower in the field than in the labo- 
atory’s controlled conditions, where the use of lightweight 
ediment can introduce additional scale effects ( Gorrick 
nd Rodríguez, 2014 ). Hence, the present test case corre- 
ponds to a total duration of 50 days, which is deemed a 
ufficient period to explore the model’s capacity to cap- 
ure fluid-seabed interactions over a relatively larger time 
cale. 
The examined test case consisted of 300 m long break- 

ater with a crest height of + 0.5 m, located on an initially 
long-shore uniform sloping bottom, with a slope of 1:50 
nd placed at 200 m offshore the shore. In order to repro- 
uce this test case numerically, the bathymetric data were 
526 
nterpolated over a rectangular grid with a spatial step of 
x = 2 m and �y = 5 m in cross-shore and alongshore di-
ection, respectively. Irregular waves were generated with 
 rms = 2 . 0 m and T p = 8 . 0 s. Fine sand was considered with
edian sediment size D 50 = 0 . 25 mm. The applied settling 
elocity w s was equal to 0.0267 m/s, with sand porosity 
 p = 0.41 and the selected Courant number in the time- 
tepping scheme of the FUNWAVE-TVD model was CFL = 

.45. A sponge layer 100 m wide was applied at the offshore 
ide to absorb the reflected waves from the breakwater. The 
issipation of wave energy at the breakwater location was 
chieved using large bottom friction locally (a high drag co- 
fficient of C d = 10 was considered) and periodic lateral 
oundary conditions were applied. A morphological acceler- 
tion factor (Morfac = 30) was employed to reduce the rela- 
ively high computational cost. The morphological acceler- 
tion option was activated after 7 days of wave action when 
uasi-steady flow conditions prevailed. In Figure 11 the ini- 
ial bathymetry along with the breakwater configuration is 
llustrated. 

Figure 12 shows a snapshot of the computed instanta- 
eous free surface elevation. The nearshore processes that 
an be identified in this Figure are the wave shoaling, 
iffraction into the sheltered area as well as run-up and 
un-down. The wave breaking over the breakwater can be 
bserved at X = 400 m. Subsequently, Figure 13 depicts the 
ean sea level during the 1st hour of wave action. Wave 
et-up of about 0.08m can be observed in the lee part of 
he breakwater and in the illuminated area due to the wave- 
nduced flux nearshore. 

The initial wave-induced current field after 1 hour of 
ave action, superimposed with bathymetry contours, is 
epicted in Figure 14 . A formation of two eddies can be 
bserved in the lee of the breakwater. The generation of 
ddies is due to the current circulation towards the shel- 
ered area, parallel to the shoreline and across both sides. 
his formation is generated due to the gradient of the mean 
ea level between the illuminated area and the sheltered 
rea, which leads to diffraction effects with a consequent 
orcing of currents towards the down-wave of the struc- 
ure ( Karambas, 2012 ). Additionally, weak rip currents with 
 velocity of about 0.2 m/s can be identified between the 
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Figure 12 Snapshot of the instantaneous computed free surface elevation. 

Figure 13 Mean surface elevation during the 1st hour of wave action. 

Figure 14 Simulated hydrodynamics after 1 hour of wave action. Colors: initial Bathymetry, vectors: calculated wave induced 
current intensity and direction. 
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ateral boundaries of the model and the structure, while 
ffshore-oriented velocities are detected close to the shore, 
eflected from the beachface with a maximum velocity of 
.75 m/s. 
Figure 15 shows the wave-induced current field after 1 

ay of wave action, superimposed with seabed changes dur- 
ng this time. The seabed evolution is more intense in the 
527 
ones where significant spatial velocity gradients occur. The 
eveloped plan form results in a shortening in the shore- 
ormal direction of the two eddies, which are shifted to- 
ards the two gaps, with a slight decrease of the relevant 
elocities compared to the initial current field. Close to the 
hore, the seaward oriented currents resulted in the alter- 
ng of the uniformity of the beach in the alongshore direc- 
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Figure 15 Simulated morphodynamics after 1 day of wave action. Colors: sea bed elevation, vectors: calculated mean wave 
induced current intensity and direction. 

Figure 16 Simulated morphodynamics after 10 days of wave action. Colors: sea bed elevation, vectors: calculated mean wave 
induced current intensity and direction. 

t
t
t
t
b
e
t
b
d
m
b
b
m
a
t

i
n
t
t
l
t
w
b
t
p
a

a
t

t
D
c
w
b
L  

i
m
t
i  

s
a
t
a
a
(

3
T
t
a
o
e
t

ion, with associated erosion conditions. Figure 16 shows 
he seabed elevation after 10 days of wave action and 
he associated wave-induced currents. Behind the struc- 
ure, the shoreline extends out and a tombolo starts to 
e formed. It should be mentioned that the initial geom- 
try with a cross-shore constant slope is not realistic, thus 
he wave-current-seabed system tends to find equilibrium 

y altering the beach slopes near the shoreline. Therefore, 
issipative conditions are observed in the foreshore beach 
orphology after 10 days and the computed erosion of the 
each face at both sides is about 1m. This three-dimensional 
each form forces alongshore nearshore currents with a 
agnitude of 0.3 m/s. In addition, strong rip currents with 
 magnitude of about 0.9 m/s are detected in the vicinity of 
he breakwater. 
The bathymetry obtained after 50 days of wave action 

s illustrated in Figure 17 . It can be observed that no sig- 
ificant differences in sea bottom geometry take place be- 
ween 10 and 50 days. It is concluded that the rate of bot- 
om level change was high initially and slowed down as equi- 
ibrium approached. Close to the equilibrium stage, rela- 
ively weak velocities of about 0.3 m/s characterize the 
ave-induced current field. During this phase, the waves 
reak out of the shadow zone due to the presence of the 
ombolo, resulting in a less energetic current field in the 
rotected area. Consequently, since the current velocities 
re relatively weak, the sediment fluxes are insignificant 
528 
nd there is no noticeable change of the seabed geome- 
ry. 
The agreement between the obtained results and 

he corresponding retrieved data of the study of 
eltares/Delft Hydraulics (1997) seems quite satisfactory, 
oncerning the accretion close to the center-line of the 
ave tank and the observed erosion of the beach face at 
oth sides. Overall, a formation of tombolo was achieved for 
/D > 1, which is in line with the available field data used
n the study of Deltares/Delft Hydraulics (1997) . Further- 
ore, the outcome of our numerical investigation is consis- 
ent with the computed bottom evolution and hydrodynam- 
cs revealed in the study of Razak et al. (2018) , concerning a
imilar test case. Razak et al. (2018) used XBeach model to 
ssess beach response in the lee part of breakwater under 
he same wave conditions as that used in our study. Once 
gain, a single tombolo was formed after 50 days of wave 
ction whilst the computed currents followed flow patterns 
discrete vortices) close to our estimates. 

.3.2. Single submerged breakwater 
he proposed coupled model was utilized to investigate 
he hydrodynamic and morphodynamic patterns as well 
s the beach morphology in the vicinity of a submerged 
ffshore breakwater. These structures lead in wave en- 
rgy reduction through depth-induced wave breaking and 
he shoreline response to submerged breakwater is gov- 
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Figure 17 Simulated morphodynamics after 50 days of wave action. Colors: sea bed elevation, vectors: calculated mean wave 
induced current intensity and direction. 

Figure 18 Snapshot of the instantaneous computed free surface elevation. 
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rned by hydrodynamic processes such as wave setup, 
ave set-down, onshore mass flux, and nearshore currents 

 Ranasinghe et al., 2010 ). The effect of structure freeboard 
s also dominant in shaping hydrodynamic patterns shore- 
ard of the breakwaters. When a submerged breakwater is 
ocated close to the beach, strong erosion behind the struc- 
ure appears and high turbulence levels occur due to wave 
reaking associated with high sediment suspension, which 
an be driven outwards the sheltered area by diverging 
uxes ( Tsiaras et al., 2020 ). Thus, potential erosion could 
ccur in the case of short structure distances relative to the 
hore. Cáceres et al. (2005) used numerical modeling ap- 
roaches, based on a phase averaged wave driver, to inves- 
igate the bed evolution behind low-crested structures. The 
ffect of structure freeboard and significant wave height 
ere thoroughly analyzed. 
In order to evaluate the effect of submerged structures 

n beach morphology, the study of Cáceres et al. (2005) was 
tilized as a benchmark case. A smooth cross-shore slope, 
round 2:100, characterized the seabed and the bathymet- 
ic data were interpolated over a rectangular grid with a 
patial step of �χ = 2 m and �y = 4 m in cross-shore 
nd alongshore direction, respectively. Irregular waves were 
enerated with H rms = 1 . 0 m and T p = 4 . 0 s with a shore-
ormal direction. The breakwater crest height was set at 
0.5 m (freeboard = 0.5 m) and the structure was placed in 
 distance of 230 m to the shore. The bottom evolution was 
omputed for a duration of 200 hours and a morphological 
529 
cceleration factor (Morfac = 15) was employed to reduce 
he computational cost. No sponge layers were employed in 
he location of the structure to simulate the depth-induced 
ave breaking and discharge flux over the submerged break- 
ater. Fine sand was considered with median sediment size 
 50 = 0 . 25 mm. The applied settling velocity w s was equal 
o 0.0267 m/s, with sand porosity n p = 0.41 and the se- 
ected Courant number in the time-stepping scheme of the 
UNWAVE-TVD model was CFL = 0.45. 
In Figure 18 , a snapshot of the free surface elevation 

s illustrated. It can be observed that some wave breaking 
s initiated on the breakwater crest at X = 470 m while a
ortion of incident wave energy is reflected from the front 
reakwater face. The transmission of waves from the down- 
tream side of the breakwaters is highly nonlinear, where 
ree and bound transmitted waves travel into the shore 
 Christou et al., 2008 ). Nearshore phenomena such as wave 
hoaling, diffraction, run-up and run-down can also be iden- 
ified in Figure 18 . In contrast to emerged structures, sub- 
erged breakwater leads to wave transmission and overtop- 
ing. These processes can be reproduced more accurately 
hrough the highly nonlinear phase-resolving wave driver 
roposed in this study in contrast to the phase-averaged 
ne utilized in Cáceres et al. (2005) . Thus, the net mass 
ransport that occurs above the structure increases wave- 
etup in the lee zone, which in turn forces outward rip cur- 
ents around the heads of the structures and through the 
aps. 
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Figure 19 Simulated hydrodynamics after 1 hour of wave action. Colors: initial bathymetry, vectors: calculated wave induced 
current intensity and direction. 

Figure 20 Simulated hydrodynamics after 200 hours of wave action. Colors: final bathymetry, vectors: calculated wave induced 
current intensity and direction. 

Figure 21 Simulated seabed changes after 200 hours of wave action. Colors: Seabed level changes (Dz). 
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Figure 19 presents seabed geometry and the wave- 
nduced current field after one hour of wave action. Two 
ymmetric eddies can be identified associated with strong 
urrents of about 0.8 m/s. This is in line with the other stud- 
es, which have revealed that the dominant source of vortic- 
ty, in the case of submerged breakwaters, is located around 
he edges of the structure ( Bouvier et al., 2019 ). In contrast 
o the case of the emerged breakwater, the nearshore vor- 
ex is hindered, and the order magnitude of nearshore ve- 
ocities is relatively low, of about 0.3 m/s. This is due to 
he fact that the overtopping flux extends in a limited area 
round the structure and governs the circulation, suppress- 
ng the nearshore currents. 
530 
The computed bathymetry and the associated wave- 
nduced current field after 200 hours of wave action are 
resented in Figure 20 . The model results are in good agree- 
ent with the findings of Cáceres et al. (2005) , as the inte-
rated model succeeded in reproducing all morphological 
nd hydrodynamic patterns behind the breakwater and up 
o the shore. Once again two symmetric eddies can be iden- 
ified outside of the sheltered area, while strong diverging 
rosive currents, with a velocity of 0.8 m/s, prevail through 
he gaps. The overall bottom evolution reveals erosion close 
o the structure, while the shoreline is accreting, and the 
ormation of salient can be observed. Figure 21 illustrates 
omputed bottom elevation changes after 200 hours of wave 
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ction. The predicted bed-level accretion in the sheltered 
rea is about 1 m, whilst intense erosion of 1.2 m can be 
dentified in the zone where erosive diverging currents ap- 
ear. Furthermore, slight bed level erosion of 0.3 m can be 
bserved close to the swash zone. 

. Conclusions 

n the present paper, a newly developed sediment trans- 
ort model was introduced and coupled to a highly nonlin- 
ar Boussinesq wave model in order to assess the combined 
ffect of waves and currents and ultimately the bed level 
volution of coastal areas. Special attention was given to 
he swash zone dynamics which are considered dominant in 
haping the morphological bed level changes, as well as to 
he unsteady wave effects on the bed load sediment trans- 
ort rates. The combination of the sophisticated Boussinesq 
odel along with a quasi-3D sediment transport model in- 
orporating swash zone dynamics is considered to be ex- 
remely valuable in obtaining accurate bed level predic- 
ions in complex coastal areas. Of particular interest was 
he investigation of the interaction between hydrodynam- 
cs, seabed and coastal structures, with the obtained results 
aving strong implications on the improvement of the struc- 
ures’ design and performance in protecting the shoreline. 
The model was validated against the experimental data 

f Alsina et al. (2012) and Dette et al. (2002) in order to 
ssess seabed morphology in the inner and swash zone. 
he prediction of erosion or accretion close to the shore- 
ine is crucial for engineering applications and can affect 
he solution throughout the whole computational domain. 
he effect of swash zone dynamics was embedded, and 
he good agreement between model results and labora- 
ory measurements enhance the robustness of our numer- 
cal approach. For the evaluation of the morphological in- 
uence of groyne structures, the physical experiment of 
adiei et al. (1995) was reproduced. The numerical model 
esults are in very good agreement with the experimen- 
al findings in the context of an accurate prediction of the 
easured bed evolution and shoreline position. Moreover, 
he performance of the composite model was evaluated in 
erms of its capacity to estimate the effects of detached 
merged and submerged breakwaters on morphological fea- 
ures under real field conditions. The computational re- 
ults were quantitatively compared to those of other stud- 
es ( Cáceres et al., 2005 ; Deltares/Delft Hydraulics, 1997 ) 
nd a good agreement was achieved. The formation 
f tombolo/salient was reproduced accurately and was 
ound to be in agreement with the limits defined in the 
iterature. 

Regarding the several parameters/coefficients that uti- 
ized in this research, special attention should be given to 
he choice of the empirical coefficient of Equation (19) , 
here values up to 3 should be employed for intermediate 
eaches and up to 5 for reflective beach profiles, in order 
o represent avalanching phenomena associated with steep 
lopes. This element was proven particularly important in 
rder to guarantee the stability of the numerical simulations 
nd the accuracy of the final solution, in combination with 
 properly selected time step of the continuity equation 
Exner), which was set equal or slightly higher than the cor- 
531 
esponding one, used in hydrodynamic simulations. Further- 
ore, the application of periodic boundary conditions al- 

owed us to obtain a realistic wave-induced current field and 
inimize boundary effects in 2DH simulations. In addition, 
he acceleration techniques utilized in this research were 
ignificantly effective to reduce the computational burden, 
lthough a sensitivity analysis that was carried out herein, 
evealed that the values of the nonunity factor (Morfac) 
reater than 30 affects unrealistically the hydrodynamic so- 
ution. In the absence of clearly defined limits in the liter- 
ture, Morfac values were adopted with particular caution 
n this work by performing trial and error simulations of a 
ew hours, to define the upper allowable values of Morfac. 
his analysis served to consider non-linear morphological re- 
ponses to wave forcing, and obtain a good compromise be- 
ween simulation speed and accurate results. 
In this study, swash and nearshore morphodynamics were 

nvestigated over dissipative and reflective beaches, as well 
s in transition profiles between the two states, where the 
ormation of wave-breaking induced sandbars under the 
horeface was accurately predicted, especially in the case 
f 1DH applications that allow us to assess small-scale phys- 
cal processes. Although, further investigations are needed 
o model sand ripple morphology using finer grids and ac- 
retive wave sequences during the transition from reflec- 
ive to dissipative beach states, knowing that the simulation 
f nearshore accretion phenomena is generally a more de- 
anding task that requires the implementation of ground- 
ater processes. Moreover, in order to extend the limitation 
f the present numerical approach, the role of aeolian sedi- 
ent transport has to be considered in case of dune erosion 
nd further benchmark test cases need to be evaluated, in- 
luding estuary dynamics and gravel beaches. 
Considering all the above, it is believed that the pre- 

ented integrated model can be a valuable asset for engi- 
eers and scientists desiring to obtain accurate bed level 
volution predictions in complex bathymetries with the 
resence of a variety of coastal protection structures, both 
n experimental and in field cases thus improving their de- 
ign and configuration. 
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Abstract The Svalbard Archipelago has experienced some of the most severe temperature 
increases in the Arctic in the last three decades. This temperature rise has accelerated sea-ice 
melting along the coast of the archipelago, thus bringing changes to the local environment. In 
view of the importance of the near-future distribution of land-fast sea ice along the Svalbard 
coast, the available observation data on the ice extent between 1973 and 2018 are used herein 
to create a random forest (RF) model for predicting the daily ice extent and its spatial distribu- 
tion according to the cumulative number of freezing and thawing degree days and the duration 
of the ice season. Two RF models are constructed by using either regression or classification 
algorithms. The regression model makes it possible to estimate the extent of land-fast ice with 
a root mean square error (RMSE) of 800 km 

2 , while the classification model creates a cluster 
of submodels in order to forecast the spatial distribution of land-fast ice with less than 10% 
error. The models also enable the reconstruction of the past ice extent, and the prediction of 
the near-future extent, from standard meteorological data, and can even analyze the real-time 
spatial variability of land-fast ice. On average, the minimum two-monthly extent of land-fast 
sea ice along the Svalbard coast was about 12,000 km 

2 between 1973 and 2000. In 2005—2019, 
however, the ice extent declined to about 6,000 km 

2 . A further increase in mean winter air 
temperatures by two degrees, which is forecast in 10 to 20 years, will result in a minimum two- 
monthly land-fast ice extent of about 1,500 km 

2 , thus indicating a trend of declining land-fast 
ice extent in this area. 
© 2022 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he Svalbard Archipelago is the largest land area in the Eu- 
opean part of the Arctic. The West Spitsbergen Current and 
he semi-continuous weather front between the cold masses 
f Arctic air and the warmer air of the polar cell strongly 
nfluence the Svalbard climate. Because of the low air tem- 
erature and the highly-indented coastline, the coastal wa- 
ers of Svalbard are covered every year by land-fast sea ice 
referred to hereafter as fast ice), i.e., ice that holds fast 
o the coastline or the sea bottom. Fast ice usually accu- 
ulates in fjords, between islands, and in shallow inshore 
aters. In the Arctic, fast ice is biologically significant as 
 breeding and molting site for seals, mainly ringed seals 
 Pusa hispida ), which are the principal prey of polar bears 
 Ursus maritimus ) ( Krafft et al . , 2006 ; Smith and Lyder-
en, 1991 ). Moreover, fast ice protects coastal areas from 

rosion by wave action for as long as it persists. The ef- 
ects of climate change are intensified in this region, with 
he Arctic experiencing one of the largest increases in air 
emperature in the present century ( Førland et al . , 2011 ; 
saksen et al., 2016 ). Since the beginning of the 20th cen- 
ury, meteorological observations have shown that the air 
emperature has always fluctuated in this region, and the 
emperature has risen by 4—5 °C during the last 40—50 years 
 Hanssen-Bauer et al., 2019 ). Although the winter air tem- 
eratures between the 1960s and early 1990s were only 
lightly higher than at the beginning of the 20th century, the 
emperature increased by the beginning of the 21 st century 
nd continues to do so ( Nordli et al., 2014 , 2020 ). 
The mean annual temperature changes at three meteo- 

ological stations in the Svalbard Archipelago between 1975 
nd 2018 are presented in Figure 1 , along with the mean 
inter temperature changes, which is when land-fast ice 
redominantly occurs. Current forecasts envisage a mean 
nnual temperature rise in this region of at least 1 °C per 
igure 1 The air temperature changes at three meteorological sta
olid lines show the annual mean, and the dashed lines show the winte
 rolling yearly mean (left). The locations of the meteorolgical statio
lesund (78.923 °N, 11.933 °E), and Hopen (76.5 °N, 25.067 °E) (right).

536 
ecade until the mid-21 st century ( Hanssen-Bauer et al., 
019 ). 
The large-scale permanent monitoring of local sea 

ce conditions in the fjords and coastal waters of Sval- 
ard began just under 20 years ago using the new tech- 
ology of high and medium resolution satellite imag- 
ng, mainly via C-band Synthetic Aperture Radar (SAR) 
ensors ( Hanssen-Bauer et al., 2019 ; Johansson et al., 
020 ; Muckenhuber et al., 2016 ) and GIS-based auto- 
atic or semi-automatic systems for sea ice classification 

 Zakhvatkina et al., 2019 ). Since 2005, the Norwegian Ice 
ervice has produced ice charts of the Svalbard area al- 
ost daily (Monday—Friday). Since the new methods of 

ce mapping were introduced, it has been possible gradu- 
lly to improve the accuracy of the maps. Previously, fast 
ce conditions in Svalbard were assessed mainly from var- 
ous observations made as part of several fast-ice related 
rojects ( Gerland et al., 2008 ; Hanssen-Bauer et al., 2019 ; 
huravskiy et al., 2012 ). For example, analyses of the total 
umber of fast-ice days before 1 st April (the ring seal pup- 
ing date) were performed using satellite data from 1974 
o 1988 to reveal a substantial interannual variability of 0—
55 days in the fjords of northern Spitsbergen (the largest 
sland of Svalbard), and 38—107 days on the western coast 
 Smith and Lydersen, 1991 ). 
There have been several reports on local fast ice condi- 

ions in the last 20 years. For example, an analysis of the 
emporal changes in ice cover during 2000—2014 in Isfjor- 
en and Hornsund using SAR and optical images revealed a 
ignificant decrease in the extent of fast ice in both fjords 
 Muckenhuber et al., 2016 ). Meanwhile, systematic observa- 
ions in Kongsfjorden since 2003 initially detected substan- 
ial interannual variability in the fast ice extent with inter- 
als of 2—3 years or more ( Gerland and Renner, 2007 ), i.e.,
 similar pattern to that observed in the 1970s and 1980s. 
owever, more recent observations have indicated that the 
tions in the Svalbard Archipelago between 1975 and 2018. The 
r (December—May) means. Eight-year smoothing was used with 
ns: Isfjorden—Barentsburg (78.1 °N, 14.3 °E), Kongsfjorden—Ny- 
 



Oceanologia 64 (2022) 535—545 

i
s  

t
e
h
b  

t
c  

2  

A
t
t
K  

p
t
d

2

2

T
m
I
t
1
i
t
o
(
s
t
f
k
t
t
/
t
w
p

t
c
t
p
r

2

T
p
d
S
d
c
(
v
H
c
d

d
t
f
(
t
a
d
s
s
t
w
R
u
i
a
t
r
v
l
f

2

T
i
d
c
v
fl
m
f
s  

p
F

f
e

F

T

w  

i
i
m  

a
i
n
b
i
H
S
t
t
b
c
l
g
d

ce extent is smaller in most years and that the ice sea- 
on is becoming shorter ( Pavlova et al . , 2019 ). In particular,
here has been a smaller extent of fast ice near the north- 
rn coasts of Svalbard, although occasional observations 
ave shown that the fast ice cover can last from Novem- 
er until July ( Wang et al . , 2013 ). It is generally agreed
hat the duration of fast ice cover around Svalbard has be- 
ome perceptibly shorter in the last ten years ( Dahlke et al . ,
020 ; Hanssen-Bauer et al . , 2019 ; Pavlova et al . , 2019 ).
n understanding of this temporal distribution is also vi- 
al in studying environmental changes, coastal erosion, and 
he ecology of many species ( Hanssen-Bauer et al . , 2019 ; 
rafft et al . , 2006 ; Smith and Lydersen, 1991 ). Hence, the
resent project aims to determine the changes in the ex- 
ent of fast ice and to predict its near-future extent and 
istribution. 

. Material and methods 

.1. Meteorological data 

wo sets of data were used in the present work — one for 
odeling and the other for assessing the modeling method. 

n the first case, observational meteorological data from 

he Hopen, Barentsburg, and Ny- ̊Alesund stations between 
973 and 2019 were acquired as daily summaries, includ- 
ng minimum, maximum and average air temperatures, from 

he National Centres for Environmental Information (NCEI) 
f the National Oceanic and Atmospheric Administration 
NOAA) ( https://www.ncdc.noaa.gov/cdo-web/datatools/ 
electlocation ) ( Menne et al. , 2012 ). In the second case, 
he Arctic Regional Reanalysis dataset of hourly short-term 

orecasts of surface meteorological variables at a 2.5- 
m resolution was used. This dataset was produced using 
he HARMONIE-AROME regional numerical weather predic- 
ion model ( https://cds.climate.copernicus.eu/cdsapp#! 
dataset/reanalysis- carra- single- levels?tab=overview ), and 
he 2 m daily air temperatures at noon from 1998 to 2019 
ere downloaded as multivariate rasters for use in the 
resent study. 
The mean annual and winter air temperature changes be- 

ween 1975 and 2018 at the above-mentioned meteorologi- 
al stations reveal a significant increase in the winter mean 
emperature between 2000 and 2005 ( Figure 1 ). This time 
eriod was therefore used herein to divide the analyzed pe- 
iod into two parts. 

.2. Ice data 

he following three sets of sea-ice data were used in the 
resent project: (i) the daily operational ice charts pro- 
uced by the Norwegian Ice Service in 2005—2018 for the 
valbard Archipelago were downloaded from the archive 
ataset of the Norwegian Meteorological Institute ( https:// 
ryo.met.no/archive/ice-service/icecharts/quicklooks/ ); 
ii) the ice charts for 1973—1998 were downloaded in 
ector.shp format from the Climate and Cryosphere 
istorical Ice Chart Archive ( http://www.climate- 
ryosphere.org/resources/historical- ice- chart- archive/gis- 
ata ), and (iii) the 10 km x 10 km raster-gridded 
537 
aily sea ice concentration data for the entire Arc- 
ic between 2003 and the present were obtained 
rom the US. National Snow and Ice Data Center 
 https://nsidc.org/data/G10033/versions/1 ). The lat- 
er data set was created using various methods according to 
vailability over time. Thus, the earliest charts were pro- 
uced by combining sources such as aerial reconnaissance, 
urface observations, and airborne and ship reports. Sub- 
equently, infrared and visible-band satellite imagery from 

he Advanced Very High-Resolution Radiometer (AVHRR) 
as used, and currently, data from the Synthetic Aperture 
adar and Advanced Microwave Scanning Radiometer are 
sed. According to Yu et al. (2014) , the relative uncertainty 
n chart-derived fast ice extent can range from 5% to 25% on 
verage. As this estimation was made for the 25-km resolu- 
ion National Ice Center charts produced in 1975—2006, the 
elative uncertainty is assumed to be 5—20% herein. The GIS 
ector and raster layers with a georeferenced coastline and 
and-water mask of the Svalbard Archipelago were obtained 
rom the GIS Centre, University of Gda ńsk. 

.3. Data pre-processing 

he observational meteorological data contained fields with 
ncomplete values of the mean, maximum, and minimum 

aily air temperatures. The minimum and maximum values 
ontained only occasional gaps, whereas gaps in the mean 
alues were very frequent. The data pre-processing work- 
ow involved the following two steps: (i) a linear regression 
odel was built to estimate the average daily temperature 
rom the minimum and maximum values, then (ii) a regres- 
ion equation was used to fill gaps in the average daily tem-
erature within each data set. These data are presented in 
igure 1 above. 
The next step was to calculate the cumulative number of 

reezing degree days (FDD) and thaw degree days (TDD) by 
mploying Stefan’s Law ( Leppäranta, 1993 ): 

 DD = 

∫ t 

0 

[
T f − T 0 ( t ) 

]
dt for T 0 < T f (1) 

 DD = 

∫ t 

0 

[
T 0 ( t ) − T f 

]
dt for T 0 > T f (2) 

here t is time, T f is the freezing temperature, and T 0 ( t )
s the average daily temperature. The freezing temperature 
s −1.9 °C (the freezing temperature of seawater). The for- 
ulas generally use the day as the unit of time. The FDD is
lso referred to as the sum of negative degree days, and 
s used to simplify the formula for estimating ice thick- 
ess ( Leppäranta, 1993 ) by providing the cumulative sum of 
elow-zero temperatures for each successive day. The TDD 

s similar, but with respect to temperatures above −1.9 °C. 
erein, it was assumed that the ice season starts on 1 st 

eptember and lasts for 300 days until June. The defini- 
ion of the ice season allows the number of ice seasons and 
he number of days within a particular ice season (ICSD) to 
e assigned to each day. Hence, a tidy text format file was 
reated for 13,794 days (1/09/1973—27/06/2019). The fol- 
owing two spatial data models were used to organize the 
eoreferenced data for analysis: (i) a set of 110 randomly 
istributed points in an area of fast ice localization, and (ii) 

https://www.ncdc.noaa.gov/cdo-web/datatools/selectlocation
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-carra-single-levels?tab=overview
https://cryo.met.no/archive/ice-service/icecharts/quicklooks/
http://www.climate-cryosphere.org/resources/historical-ice-chart-archive/gis-data
https://nsidc.org/data/G10033/versions/1
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Figure 2 The spatial data models used in the present project: 
110 points and a grid of 4782 hexagonal polygons. 
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 grid of 4782 polygonal cells with areas of 16 km 

2 . Each 
odel was assigned a unique ID to points and polygons, 
s indicated in Figure 2 . The grid of polygons defines the 
roject area of interest, which is 76512 km 

2 . 
The Arctic Regional Reanalysis dataset of daily air tem- 

erature was assigned to the randomly distributed points 
resented in Figure 2 by extracting its values from rasters. 
n the resulting tidy text format, the file rows represent days 
n 110 columns, with the air temperature at each point. 
The scanned ice cover maps were manually or automat- 

cally digitized to time series of rasters with the following 
lasses: 0 (water), 1 (land), 2 (open water), 3 (very open 
rift ice), 4 (open drift ice), 5 (close drift ice), 6 (very 
lose drift ice), and 7 (fast ice). The spatial resolution of 
he rasters was 300 m, and the fast ice classes were used 
o convert the vector ice charts to the raster format with 
he same shape and spatial resolution. Combining these two 
ce sets gives the time series of 1960 rasters for the years 
973—2018, with a gap between 1999 and 2004. It contains, 
n average, one or two ice concentration maps per week. 
he tidy text format file of fast ice contains rows repre- 
enting each map, with a separate column for each hexagon 
4782 columns in total), with classes 1 and 0 indicating the 
resence and absence of fast ice. 
The daily sea ice concentration raster gridded data for 

he entire Arctic was used along with the fast ice class to 
reate an additional text file with two columns representing 
ime and fast ice extent in the area of interest. 

.4. Machine learning modeling 

he RF regression and classification models were used to 
redict the ice cover extent and to classify the hexag- 
nal grid cells for the two classes (ice/no ice) on any 
ay using the FDD, TDD, and ICSD as predictive fea- 
ures. The RF model, introduced by Breiman (2001) , has 
een used in many geophysical and environmental applica- 
ions ( Lutz et al . , 2018 ; Mutanga et al . , 2012 ; Rodriguez-
aliano et al., 2014 , 2015 ). In this method, random decision 
rees are created by bootstrapping data in which the sam- 
le data are drawn and replaced. Then the majority vote or 
538 
verage prediction across all trees is used to generate the 
esult. The main advantages of the RF model are that over- 
tting can be reduced by averaging several trees and that no 
tatistical assumptions are required regarding normal distri- 
ution and data linearity. The model also allows one to mea- 
ure the relative importance of each feature for the predic- 
ion. Furthermore, it is easy to apply, and the few default 
yperparameters usually give good results. However, one of 
he model’s shortcomings is that it is impossible to extrap- 
late beyond the range of values in the training set. As a 
esult, predictions can be made only in the range of values 
epresented by the training data set. In the present study, 
he range of values in the training set is 0—2800 for the FDD,
.1—300 for the TDD, and 0—38288 km 

2 for the ice cover 
xtent. The typical workflow uses a training set containing 
he dependent and independent variables to train the RF 
odel, and a test data set to validate the results. The RF 
odeling was performed using the Python Scikit-learn pack- 
ge ( Pedregosa et al., 2011 ). The following two models were 
reated: (i) a regression model for predicting the total fast 
ce extent (in km 

2 ) along the coast of Svalbard for every day
ith available FDD, TDD, and ICSN data, and (ii) a classifica- 
ion model for predicting the presence or absence of fast ice 
n each hexagonal cell of the grid (by assigning the values 1 
r 0) and for building the cluster of independent models in 
rder to predict the spatial distribution of fast ice. 
The regression and classification modeling uses a train- 

ng set to build a model and test sets to validate the model.
oth sets are randomly created by splitting the basic set 
f daily data with known FDD, TDD, and ICSN, along with 
he total fast ice extents for the regression model and the 
resence or absence values of each cell in the cluster for 
he classification model. A standard method for evaluating 
he accuracy of the model on continuous data (total fast ice 
xtent) is the root mean square error (RMS). However, the 
rror rate is used for evaluating the machine learning classi- 
cation model, where the error rate is defined as one minus 
he accuracy, and the accuracy is the ratio of the number of 
bservations with correct classification to the total number 
f classified observations. The Scikit-learn functionality also 
llows the tuning of hyperparameters and the analysis of 
eature importance, the latter being a measure of how the 
andom shuffle of a particular feature influences the result. 
rom 1973 to the present time, the available data range 
akes the RF method applicable for the present project. In 
iew of the spatial scale (a few hundred square kilometers) 
nd the statistical nature of the models, it is assumed that 
he FDD and TDD are highly autocorrelated and that the val- 
es from one point in Isfjorden can be used. This assumption 
s discussed in detail later. 
The random hyperparameters used in the present work 

re listed in Table 1 . These were tuned by using a field cross-
alidation grid. 
The accuracy of the model was evaluated via the follow- 

ng two steps: (i) the feature importance was evaluated us- 
ng Scikit-learn, giving accuracies of 60%, 30%, and 10% for 
he FDD, TDD, and ICESD, respectively, and (ii) the RMS er- 
or was calculated as 802 km 

2 , which is approximately the 
rea of 50 cells in Figure 2 . The RF classification model us-
ng a cluster of 4782 independent submodels uses the same 
eatures as the regression model. The model maps the fast 
ce distribution in time. The array of fast ice cells can be 
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Table 1 The hyperparameters tested and used in sklearn.ensemble.RandomForestRegressor (scikit-learn 0.23.2). 

Hyperparametres Hyperparameter grid values tested Best hyperparameters 

Using bootstrap sample when building trees. True, False True 
The maximum depth of tree. 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, None 80 
The number of features considered when 
looking for the best split. 

auto, sqrt auto 

The maximum number of samples required 
to be at a leaf node. 

1,2,4 2 

The minimum number of samples required 
to split an internal mode. 

2,5,10 2 

The number of trees in the forest. 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 
2000 

1800 

Figure 3 The rate errors in the predicted spatial distribution 
of fast ice by the classification model. 
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ummed for any day to give the fast ice cover in km 

2 . The
ocal ice cover depends on, among other things, the water 
epth, water heat flux, wave action, water circulation, wa- 
er heat flux, and local microclimate. All these features are 
rrelevant in the machine learning process if the dependent 
ariable (target) represents a single location. The model 
ses only basic features from one location and predicts new 

alues only for that particular location. As a result, the ro- 
ust autocorrelation of features in space is irrelevant. The 
esults of error evaluation for the fast ice distribution model 
re presented as a rate error map in Figure 3 . The rate er-
ors were calculated independently for each cell using the 
orresponding rows of the validation set. Thus, the classifi- 
ation model exhibits a less than 10% error in predicting the 
patial distribution of fast ice for most of the study area. 
ow error values cover the area, with occasional fast ice 
nly. 

. Results 

.1. Cumulative freezing degree days 

he cumulative freezing degree days were previously used 
y Yu et al. (2014) to explain the changes in fast ice extent 
n the Arctic because this approach provides a measure of 
539 
oth the changing surface air temperature and its cumula- 
ive effect throughout an entire ice growth season. The FDD 

s the simplest parameter that correlates well with fast ice 
uration due to its cumulative nature ( Leppäranta, 2014 ). 
s an ice season straddles two consecutive years, starting in 
utumn and ending in early summer, all statistics should ap- 
ly to an ice season rather than a year. The cumulative FDD 

n each ice season from 1973/74 to 2018/19 in Isfjorden is 
resented in Figure 4 , where the values are assigned to the 
ear when the ice season begins. 

.2. Fast Ice extent in Svalbard 

n RF regression model was used to model the changes in 
ast ice extent in the area of interest, with a total surface 
f about 76,000 km 

2 ( Figure 5 ). The extent of fast ice fluctu-
tes from year to year with 3—4 year cycles of high and low
alues. Two periods of ice extents larger than 25,000 km 

2 

ppeared before 1990, separated by periods with less exten- 
ive fast ice. The winter season fast ice extent is larger than 
5,000 km 

2 on only a few occasions after 2000, whereas such 
ce seasons are common before 2000. The modeled extents 
re compared with the results of Yu et al. (2014) for the 
eriod 1975—2007. However, their analysis was performed 
sing data with a spatial resolution of 25 km 

2 , which may be
oo coarse for the Svalbard fjords. Nevertheless, the two- 
ime series show several similarities. They both have ice ex- 
ents of less than 15,000 km 

2 for nearly all ice seasons after
000, and only a few such low extents before. The winters 
ith large extents, such as 1977—1978 and 1981—1982 are 
lso visible in both. However, the maximum fast ice extents 
eported by Yu et al. (2014) are larger than 40,000 km 

2 . 
his is because they occasionally recorded fast ice beyond 
he area of interest of the present work. 

.3. Distribution of fast ice extent 

he cell net classification model makes it possible to esti- 
ate the spatial distribution of fast ice for any day. Fur- 
hermore, as the created time series is complete, it is easy 
o calculate statistics for fast ice extent within any time 
ange. For example, the average duration of fast ice in the 
eriods 1973—2000 and 2005—2019 are seen to differ signif- 
cantly ( Figure 6 a and b). According to Dahlke et al. (2020) ,
uch time ranges emphasize the stationary ice situation be- 
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Figure 4 The cumulative freezing degree days (FDD) in Isfjorden during the ice seasons 1973/74 to 2018/19 (assigned to the year 
when the ice season starts). The vertical red line indicates the year 2005 as the start of warmer winters, and the horizontal line 
shows the minimum FDD before 2005 (the season 1984/85 was the one that determined this level). 

Figure 5 The time series of fast ice extent obtained using the regression model, where the orange line shows 10-year rolling 
mean. 
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ore 2000 and the significantly reduced ice cover in recent 
imes. 
Between 1973 and 2000, at least half of the surface area 

f the fjords in west Spitsbergen was covered by fast ice for 
 to 5 months, while the fjords in northern Spitsbergen were 
ntirely covered by fast ice for the same length of time. 
he northwestern Spitsbergen coast also had fast ice cover 
or 4—5 months ( Figure 6 a). The east coast, where there 
re no fjords, was covered by fast ice, mainly in the bays. 
etween 2005 and 2019, however, the distribution and du- 
540 
ation of fast ice cover changed dramatically. In the fjords 
f West Spitsbergen, fast ice persisted for four months only 
t their heads, whereas those in northern Spitsbergen were 
overed by fast ice for less than half the fjord lengths, 
sually for two months and only locally for three months 
 Figure 6 b). The most significant differences in duration are 
n the fjords of Spitsbergen, with the largest changes be- 
ng in the northern ones. Throughout this area, the duration 
as been reduced by 3—4 months. Such dramatic changes 
ave occurred only locally; elsewhere, the reduction has 
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Figure 6 The mean distribution of the fast ice duration in Svalbard (a) during the ice seasons of 1973—2000, (b) during the ice 
seasons of 2005—2019, and (c) in the near future, assuming a 2 °C increase in winter air temperature. 

Table 2 The extent of fast ice for various durations of ice cover, with durations of more than 2 months indicated in bold. 

Duration of fast ice cover 1973—2000 extent (km 

2 ) 2005—2019 extent (km 

2 ) 2005—2019 + 2 °C; near-future extent (km 

2 ) 

1 week—1 month 18 059 11 255 6 085 
1—2 months 7 464 4 119 1 341 
2—3 months 4 467 2 564 712 
3—4 months 2 363 12 320 2 391 6 177 301 1 522 

4—5 months 1 830 930 356 
more than 5 months 3 660 292 153 
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enerally been from 1 to 3 months. In northern Svalbard, 
he duration of fast ice has decreased by two months; else- 
here, the changes are no greater than one month, and lo- 
ally no more than two months. The significant changes re- 
ate mainly to the fjord’s branches (e.g. in Isfjorden), where 
he fast ice cover before 2000 was long-lasting. 
The map in Figure 6 c shows the model scenario used in 

he present study, in which the average fast ice duration 
or the years 2005—2019 is projected into the future 10—
0 years, based on the two-degree increase in the winter 
ir temperature predicted by Hanssen-Bauer et al . (2019) . 
ere, a dramatic decrease in the ice extent is predicted 
cross the entire area. The areas of fast ice extent accord- 
ng to duration are presented in Table 2 . However, these 
otal values will differ from the modeled maximum areas 
ecause the ice cover may occur at different times. Accord- 
ng to the validation procedure described above, the values 
n Table 2 have an error rate no greater than 10%. 

. Discussion 

lthough many papers describe the decrease of fast ice 
xtent in Svalbard (e.g., Gerland et al . , 2008 ; Hanssen- 
auer et al., 2019 ; Zhuravskiy et al . , 2012 ), no prediction
as made therein regarding the near future. Nevertheless, 
541 
iven the firm basis of air temperature forecasts, these can 
e used to model the future fast ice extent. Indeed, the 
rediction of fast ice extent is vital for the analysis of many 
hysical and biological processes. Among these, the most 
mportant physical processes are the terrestrial discharge 
f freshwater ( McClelland et al., 2012 ) and coastal ero- 
ion ( Frederick et al . , 2016 ). In addition, changes in the
xtent of fast ice have significant ecological consequences 
 Krafft et al., 2006 ; Smith and Lydersen, 1991 ). 
The important assumption in the present project is that 

he air temperature changes have strong spatial autocor- 
elation, thus enabling spatial modeling of the entire area 
ased on the temperature at one point only. The cumulative 
DD was previously used by Yu et al. (2014) to understand 
he long-term changes in fast ice in the Arctic. Hence, the 
emporal and spatial distributions and their correlation with 
he FDD were analyzed in the present study using the Arc- 
ic Regional Reanalysis dataset of hourly short-term fore- 
asts of surface meteorological variables. As the aim was 
o use the FDD series from Isfjorden, all series were corre- 
ated with this point. Due to the massive amount of data, 
he FDD was calculated using the air temperature at noon 
nstead of the mean daily air temperature. This is justi- 
ed because the elevation of the sun doesn’t change sig- 
ificantly during the day and, hence, the daily temperature 
ange is small. The analysis was performed using a 110-point 
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Figure 7 The cross-correlation of air temperature residuals (a). The mean maximum seasonal cumulative freezing degree days 
(FDD) (b). The decadal change in FDD relative to the mean (c). 
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ime series of daily mid-day air temperatures during 1998—
019 ( Figure 2 ). Because the cross-correlation is impacted 
y time series dependence, the correlation analyses were 
erformed on temperature residues. 
The results of the correlation analyses are presented in 

igure 7 . For most of the analyzed areas, the correlation co- 
fficients of temperature residues with Isfjorden are higher 
han 0.8 ( Figure 7 a). Only in the northern-western parts of 
ordaustlandet do the coefficients decrease to 0.74. De- 
pite the influence of various water masses, the west and 
ast coast air temperatures correlate well, with values of 
bout 0.9. This strong correlation is essential when build- 
ng a total regression model and distributed classification 
odels of fast ice extent based on one-point FDD and TDD 

alues. Meanwhile, the mean maximum ice season FDD is 
een to change gradually from the southwest to north-east 
n the range 600 to 2400 days ( Figure 7 b), in agreement 
ith the results of Yu et al. (2014) for the years 1977—
007. Further, the results in Figure 7 c indicate that the esti- 
ated changes in FDD relative to the mean value per decade 
re higher than 15% for all areas. The fastest changes 
ake place near Sørkapp, with a 40% decrease per decade, 
hile the smallest changes occur at northern-western 
pitsbergen. 
As detailed in the Materials and methods section, three 

ifferent data sets were used to create and evaluate a con- 
inuous picture of fast ice changes near the coasts of Sval- 
ard ( Figure 8 ). Here, all three data sets contain classified 
and-fast ice. The reliability of this classification is reflected 
n the metadata for each dataset, and is not within the 
cope of the present project. 
542 
The time series of FDD was calculated for Isfjorden. As 
he air temperature in Kongsfjorden is nearly identical, 
he FDD will be very similar in both fjords. The results in 
igure 4 confirm the observed shortening of the fast ice sea- 
on from 2005/2006 onwards ( Pavlova et al., 2019 ). Prior to 
hat season, the FDD oscillated with a frequency of a few 

ears, varying between 1800 and 2300 days, with an over- 
ll decreasing trend. After 2005/2006, the FDD was signifi- 
antly higher than the 1973—2005 (32-season) minimum in 
nly two out of 13 subsequent seasons, but was lower than 
he minimum (between 900 and 1200 days) in 9 seasons. In- 
erannual variability still occurs, but the decreasing trend 
n FDD now applies to both the mean and minimum values. 
he general trends reflected in the above analysis thus con- 
rm the earlier results ( Gerland and Hall, 2006 ; Gerland and 
enner, 2007 ; Pavlova et al., 2019 ). 
Machine learning models have two advantages over the 

bservational mapping of sea ice extents. As noted above, 
uch maps were created using various methods according 
o availability, thus improving with time. By contrast, the 
ccuracy of estimation using a machine learning model is 
onstant, as determined by the evaluation process. Further- 
ore, when accurate data are unavailable, better results 
an be obtained by teaching the model using more accurate 
ontemporary data. In addition, such models can be used for 
orecasting the future fast ice extent, and the performance 
f the model can be evaluated by comparing its predictions 
ith observations in the area of interest (the grid of hexag- 
nal polygons in Figure 2 ). The results of the RF regression 
nd classification models are compared with the Norwegian 
ce Service ice-chart data set and the grid data from the US 
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Figure 8 The time series of fast ice extent for project AOI ( Figure 2 ) according to the data from the ice charts produced by the 
Norwegian Ice Service, the grid data from the US National Snow and Ice Data Center, the random forest classification model results, 
and the random forest regression model results. The ticks mark link each year to the 1 st January of the next year. 
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ational Snow and Ice Data Center in Figure 8 . The compar- 
son is for the time window when both data sources were 
vailable. A significant similarity between these four time 
eries is observed, although some differences between the 
wo observational datasets exist. 
The two main features controlling the model results are 

he FDD and TDD, although the influence of the FDD is 
wice that of the TDD. The machine learning models are 
esigned to make the most accurate predictions possible. 
or example, in the distributed classification model, all lo- 
al factors such as water temperature or circulation are 
ndirectly included when designing the rules for a partic- 
lar model cell. The fast ice extent time series obtained 
sing the regression model is presented in Figure 5 , and the 
lassification model gives nearly identical results ( Figure 8 ). 
he characteristic feature is one of fluctuations in the ice 
xtent that are superimposed onto the long-term trend 
epresented by the 10-year rolling mean (orange line on 
igure 5 ). In the latter, the fast ice extent is seen to de-
rease gradually over time, being halved within the last 
orty years (a rate of about 100 km 

2 per year). This re- 
ult in in agreement with that of Dahlke et al . (2020) , 
ho indicated a decrease of 10—20% per decade in the 
jords. In our study, the analysis of spatial change was 
ade using a cluster of local random forest models; this 

s a new method, but similar solutions have been used 
y others (e.g., Georganos et al . , 2019 ). The present re- 
ults show a significant decline in fast ice ( Figure 6 and 
able 2 ). The coverage of fast ice lasting more than two 
onths was 12,320 km 

2 in 1973—2000, but was halved 
n 2005—2019. Further, according to the forecast, an in- 
rease in temperature by two degrees will decrease the 
wo-month ice coverage four-fold compared to that of 
005—2019. 
The amount of fast ice is not a function of air tem- 

erature only. The surface air temperature can explain 
round 25—26% of the fast ice variability ( Dahlke, et al . , 
543 
020 ). Many factors have smaller or larger impacts locally. 
he increased freshwater input from glaciers may alter the 
jord fast ice persistence. The temperature and salinity of 
he water column also play important roles. For example, 
ongsfjorden is affected by heat transport in the upper wa- 
er column, which may impact the ice loss ( Cottier et al., 
007 ; Sundfjord et al., 2017 ). Also, surface wind stress can 
ause advecting drift ice, and the mechanical destruction 
f the existing fast ice may change its extent ( King et al.,
017 ). The snow cover has also important effects on de- 
elopment of fast ice ( Wang et al., 2015 ). As a result, the
resence of ice is determined by the unique relationship 
etween air temperature and other factors at each local- 
ty. The classification model creates a separate RF model 
or each locality with an accuracy of greater than 80% 

 Figure 3 ). Additionally, the use of air temperature predic- 
ions enables these models to predict the future fast ice 
xtent. 

. Conclusions 

(1) The quality of ice extent data depends on the time of 
its acquisition, with older data being less accurate than 
newer data. However, it is possible to use current ob- 
servations to model the past via machine learning with 
errors that are mostly independent of time. Machine 
learning is also an effective method for modeling the 
near-future extent and spatial distribution of fast ice. 
The modeling uses cumulative freezing degree days, 
thawing degree days, and the total number of days of 
a particular ice season. Due to the statistical nature of 
the modeling process, it is possible to use data from a 
single station if a strong spatial correlation exists. 

(2) The most crucial parameter is the cumulative freezing 
degree days (FDD), with a 60% influence upon the fast 
ice extent and duration. Since 2005, a significant de- 
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crease in the FDD has been observed near Svalbard. 
The changes in air temperature and, hence, the FDD, 
are strongly correlated in space. The FDD has a signifi- 
cant increasing trend from the southwest to the north- 
east, with about 400 days across 100 km. As a result of 
warming, the highest (40%) decrease in FDD per decade 
is observed near Sørkapp. The lowest (10%) decrease is 
observed at northwest Spitsbergen. 

(3) The maximum winter fast ice extent in the fjords and 
coastal waters of Svalbard has oscillated from 5,000 to 
30,000 km 

2 in the last 50 years, with a few-yearly se- 
quence of higher and lower values. The greatest fast 
ice extent occurred during certain years between 1975 
and 1990. 
During the last forty years, the mean ice extent has 
decreased by half at a rate of about 100 km 

2 per year. 
(4) The most crucial changes in ice extent duration, before 

and after 2000, are in the western and northern parts 
of Spitsbergen. The reduction in ice presence is from 1 
to 3 months. An increase in mean air temperature by 
two degrees will reduce the duration of fast ice extent 
by approximately four times compared to the present. 
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Abstract This article addresses the effects of the air-sea drag coefficient on estimation of 
wind stress based on wind statistics. This is achieved by applying the same wind stress pa- 
rameterizations chosen by Wrobel-Niedzwiecka et al. (2019) together with mean wind speed 
statistics from three locations in the North Atlantic and one location in the Northern North 
Sea. The expected values and the variances of the wind stress are provided. This study is com- 
plementary to that of Wrobel-Niedzwiecka et al. (2019), also demonstrating different results 
depending on the drag coefficient formula used. 
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. Introduction 

nowledge of the wind stress on the sea surface is impor- 
ant in order to understand the interaction between the at- 
osphere and the ocean as the air-sea interface represents 
heir coupling by exchanging heat and momentum. This con- 
ributes to air-sea mixing processes which occur across the 
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cean surface, and knowledge about these processes is cru- 
ial in climate and ocean studies. The wind shear stress 
nters in modelling and prediction of, for example, ocean 
urface waves, ocean currents and ocean circulations. The 
hysical processes in the air-sea mixed layer are usually 
onlinear depending on relevant air and sea parameters. 
ue to the lack of consistent theories on the exchange of 
he horizontal momentum between the air and the sea, pa- 
ameterizations in terms of bulk formulae are often used by 
esearchers when undertaking atmospheric and ocean stud- 
es. 

Wrobel-Niedzwiecka et al. (2019) (hereafter referred to 
s WN19) studied the effect of some commonly used bulk 
ormulae of the wind shear stress parameterized in terms 
f a drag coefficient and the mean wind speed (see Eq. (1) ).
hey evaluated the dependence of the average monthly and 
nnual wind stress values on the choice of drag coefficient 
sing actual wind fields representing global satellite data 
nces. Production and host- ing by Elsevier B.V. This is an open 
nses/by/4.0/ ). 
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rom the North Atlantic and the European Arctic. Differ- 
nces were obtained depending on the drag coefficient for- 
ula used. They used the formulae provided by Wu (1969 , 
982) , Garratt (1977) , Yelland and Taylor (1996) , Kalnay 
t al. (1996) , Large and Yeager (2004) , and Andreas et al. 
2012) (see WN19 for more details related to these refer- 
nces as well as a review of the relevant literature). 
The purpose of this article is to estimate the wind stress 

sing the same shear stress bulk formulae as in WN19 to- 
ether with mean wind speed statistics at four locations; 
hree in the North Atlantic (NA) and one in the Northern 
orth Sea (NNS). Thus, this study is complementary to that 
f WN19, also demonstrating different results depending on 
he drag coefficient formula used. WN19 found that the area 
verage annual mean values of wind stress were smallest us- 
ng the Andreas et al. (2012) formula and largest using the 
u (1969) formula which is different from the present re- 
ults, i.e. the mean wind stress is largest using the Andreas 
t al. (2012) formula and smallest using the Wu (1969) for- 
ula or the Large and Yeager (2004) formula. The reason for 
his difference is unclear but it is probably related partly to 
ow the wind data is used together with the drag coefficient 
ormulae and partly to the use of global and local wind data. 
owever, further studies are required to investigate this, 
hich is beyond the scope of this article. 
The article is organized as follows. This introduction is 

ollowed by providing the background of the wind stress bulk 
ormulae used. Then the statistical properties of the wind 
tress using mean wind speed statistics are derived. Finally, 
 summary and the main conclusions are given. 

. Background 

s referred to, WN19 made a review of some frequently 
sed bulk formulae for the wind shear stress on the sea 
urface. Due to the lack of consensus on which formulae 
s the most reliable and as no consistent theory on the ex- 
hange of horizontal momentum between the atmosphere 
nd the ocean exist in the literature these bulk formulae 
re adopted in the present study. For the sake of complete- 
ess the formulae are summarized here (see WN19 for more 
etails). 
The bulk formula for the wind shear stress on the sea 

urface is given as 

= ρC D U 

2 
10 (1) 

here ρ is the air density, C D is the sea surface drag coeffi- 
ient, and U 10 is the mean wind speed 10 m above the sea 
urface. The friction velocity u ∗ is defined as u 

2 
∗ = τ/ρ which 

ombined with Eq. (1) yields 

 

2 
∗ = 

τ

ρ
= C D U 

2 
10 (2) 

N19 considered the following parameterizations of C D 

here U 10 is in m s −1 (see WN19 and their Table 1 for more 
etails): 
Wu (1969) (W69) 

 D × 10 3 = 0 . 5 U 

0 . 5 
10 ; 1 ≤ U 10 ≤ 15 (3) 
W

547 
Garratt (1977) (G77) 

 D × 10 3 = 0 . 75 + 0 . 067 U 10 ; 4 ≤ U 10 ≤ 21 (4) 

Wu (1982) (W82) 

 D × 10 3 = 0 . 8 + 0 . 065 U 10 ; 1 ≤ U 10 (5) 

Yelland and Taylor (1996) (YT96) 

 D × 10 3 = 0 . 29 + 

3 . 1 
U 10 

+ 

7 . 7 
U 

2 
10 

; 3 ≤ U 10 ≤ 6 (6) 

 D × 10 3 = 0 . 60 + 0 . 070 U 10 ; 6 ≤ U 10 ≤ 26 (7) 

Kalnay et al. (1996) (K96) 

 D × 10 3 = 1 . 3 ; 0 ≤ U 10 (8) 

Large and Yeager (2004) (LY04) 

 D × 10 3 = 

2 . 7 
U 10 

+ 0 . 142 + 0 . 076 U 10 ; 0 ≤ U 10 (9) 

Andreas et al. (2012) (A12) 

 D × 10 3 = 0 . 0583 2 
(
1 − 0 . 243 

0 . 0583 
U 10 

)2 

; 0 ≤ U 10 (10) 

All these C D models are valid for neutral stability of the 
tmosphere. 
In summary, Eq. (2) using Eqs. (3) —(10) is provided in 

able 1 by defining u ≡ U 10 and T ≡ τ/ρ referred to as mod- 
ls 1—7. More specifically, Eq. (2) using Eq. (3) is referred to 
s model 1 and is represented as 

 (u ) × 10 3 = f u 

g (11) 

here the coefficients f, g are given in Table 1 . Further- 
ore, Eq. (2) using Eqs. (4) —(10) are referred to as models 
—7, respectively, and are represented as 

 (u ) × 10 3 = a + bu + c u 

2 + d u 

3 + e u 

4 (12)

here the coefficients a, b, c, d, e are given in Table 1 . 

. Estimating wind stress using wind statistics 

arametric models for the cumulative distribution function 
 cdf ) (or the probability density function ( pdf )) of u = U 10 

re provided in the literature, see for example a review by 
itner-Gregersen (2015) . In the present study results are ex- 
mplified using four cdfs of u ; one from Johannessen et al. 
2001) , two from Mao and Rychlik (2017) and one from Li et
l. (2015) . The first cdf of u is based on one-hourly values of
 from wind measurements covering the years 1973—1999 
rom the Northern North Sea (NNS) (see Johannessen et al. 
2001) for more details). The next two cdfs of u represent 
he wind speed at two locations along a ship route in the 
orth Atlantic (NA) with coordinates 20 o W 60 o N (South of 
celand) and coordinates 10 o W 40 o N (see also Figure 2 in 
N19) fitted to 10 years of wind speed data (see Mao and 
ychlik (2017) for more details). The last cdf of u repre- 
ents the wind speed obtained as best fit to hindcast wind 
ata from 2001—2010 at the Buoy Cabo Silleiro location 40 
m off the North-West Spanish coast (see Li et al. (2015) for 
ore details). All these cdfs are given by the two-parameter 

eibull model 
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Table 1 Wind stress formulae and coefficients according to Eq. (11) for model 1 and Eq. (12) for models 2—7. 

Model, Eq. number Authors a b c d e f g u 1 [ m s −1 ] u 2 [ m s −1 ] u 3 [ m s −1 ] 

1, Eq. (11) W69 - - - - - 0.5 2.5 1 - 15 
2, Eq. (12) G77 - - 0.75 0.067 - - - 4 - 21 
3, Eq. (12) W82 - - 0.8 0.065 - - - 1 - ∞ 

4, Eq. (12) YT96 7.7 3.1 0.29 - - - - 3 6 - 
- - 0.60 0.070 - - - - 6 26 

5, Eq. (12) K96 - - 1.3 - - - - 0 - ∞ 

6, Eq. (12) LY04 - 2.7 0.142 0.076 - - - 0 - ∞ 

7, Eq. (12) A12 - - 0.0034 -0.0283 0.059 - - 0 - ∞ 

Table 2 Wind stress results using wind statistics from NA ( 20 o W 60 o N) and NNS (the results for E[ T ] and E[ T ] ± 1 SD are 
multiplied by 10 3 ). 

Model 
number 

NA ( 20 o W 60 o N) NNS 

E[ T ] 
[ m 

2 s −2 ] 
R [ T ] E[ T ] − 1 SD 

[ m 

2 s −2 ] 
E[ T ] + 1 SD 

[ m 

2 s −2 ] 

T ( E[ U 10 ] ) 
E[ T ] E[ T ] 

[ m 

2 s −2 ] 
R [ T ] E[ T ] − 1 SD 

[ m 

2 s −2 ] 
E[ T ] + 1 SD 

[ m 

2 s −2 ] 

T ( E[ U 10 ] ) 
E[ T ] 

1 144 0.78 32 256 1.03 94 1.08 0 196 0.83 
2 191 0.88 23 359 0.70 147 1.07 0 304 0.48 
3 187 1.02 0 378 0.73 128 1.49 0 319 0.57 
4 179 0.999 0 358 0.68 135 1.29 0 309 0.47 
5 147 0.82 26 268 0.84 100 1.18 0 218 0.74 
6 155 1.04 0 316 0.71 105 1.54 0 267 0.58 
7 1213 1.72 0 3299 0.42 807 2.86 0 3115 0.22 

P

w

θ
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(  

n
a

 (u ) = 1 − exp 
[
−

(u 

θ

)β
]
; u ≥ 0 (13) 

ith the Weibull scale ( θ) and shape ( β) parameters as 
NNS ( Johannessen et al., 2001 ): 

= 8 . 426 m s −1 , β = 1 . 708 (14) 

NA (20 o W 60 o N) ( Mao and Rychlik, 2017 ): 

θ = 10 . 99 m s −1 , β = 2 . 46 (15) 

NA (10 o W 40 o N) ( Mao and Rychlik, 2017 ): 

θ = 7 . 11 m s −1 , β = 2 . 30 (16) 

NA (Buoy Cabo Silleiro) ( Li et al., 2015 ): 

θ = 7 . 866 m s −1 , β = 2 . 002 (17) 

According to the summary of the models in Table 1 they 
re generally valid within a finite interval of u and thus the 

pdf of u follows the truncated Weibull pdf: 

p t (u ) = 

1 
N 

p(u ) ; u 1 ≤ u ≤ u 3 (18) 

 = exp 
[
−( 

u 1 

θ
) 
β
]

− exp 
[
−( 

u 3 

θ
) 
β
]

(19) 

here 

p(u ) = 

dP (u ) 
du 

= 

β

θ
( 
u 

θ
) β−1 exp 

[
−( 

u 

θ
) 
β
]
; u 1 ≤ u ≤ u 3 (20) 

In the following the expected value, E[ T ] , and the vari- 
nce, Var[ T ] , of the wind shear stress T = τ/ρ are cal-
ulated based on the given formulae and coefficients in 
548 
able 1 , and the wind statistics from NNS and NA. For mod-
ls 1—3 and 5—7 E[ T ] and Var[ T ] are calculated from Eqs.
18) —(20) as ( Bury, 1975 , Ch. 2) 

 [ T (u ) ] = 

∫ u 3 

u 1 

T (u ) p t (u ) du (21) 

ar [ T (u ) ] = E 
[
T 2 (u ) 

] − ( E [ T (u ) ] ) 2 (22) 

 

[
T 2 (u ) 

] = 

∫ u 3 

u 1 

T 2 (u ) p t (u ) du (23) 

here u 1 and u 3 are given in Table 1 . For model 4 the corre-
ponding results are calculated as 

 [ T (u ) ] = 

∫ u 2 

u 1 

T 1 (u ) p t (u ) du + 

∫ u 3 

u 2 

T 2 (u ) p t (u ) du (24) 

 

[
T 2 (u ) 

] = 

∫ u 2 

u 1 

T 2 1 (u ) p t (u ) + 

∫ u 3 

u 2 

T 2 2 (u ) p t (u ) du (25) 

nd Var[ T (u ) ] as in Eq. (22) . Here u 1 ≤ T 1 ≤ u 2 and u 2 ≤
 2 ≤ u 3 are as given in Table 1 . One should notice that these 
esults can be calculated analytically using the results in 
ppendix A . 
The coefficient of variation is 

 [ T (u ) ] = 

(Var [ T (u ) ] ) 1 / 2 

E [ T (u ) ] 
(26) 

The results for NNS ( Eq. (14) ) and NA (20 o W 60 o N) ( Eq.
15) ) for models 1—7 are given in Table 2 . It should be
oted that these two locations are located near the study 
rea of WN19 (i.e. the North Atlantic and the European 
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Figure 1 E [ T ] , E [ T ] + 1 SD and E [ T ] − 1 SD where SD = (Var[ T ]) 1 / 2 at the NA (20 o W 60 o N) and NNS locations. 
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rctic, see Figure 2 in WN19). Results are provided for 
[ T ] , R [ T ] , E[ T ] plus and minus one standard deviation
 SD ), E[ T ] ± 1 SD , where SD = (Var[ T ]) 1 / 2 = E[ T ] × R [ T ] . It
hould be noted that the values of E[ T ] and E[ T ] ± 1 SD are
ultiplied by the factor 10 3 and all dimensions are in m 

2 s −2 . 
rom Table 2 it appears that the wind shear stress is larger 
t NA (20 o W 60 o N) than in NNS for all models with the largest
alue for model 7 and the smallest for model 1 at both loca- 
ions. At both locations it also appears that the wind shear 
tress is significantly larger for model 7 compared with the 
ther models. Moreover, the coefficients of variation R [ T ] 
or all the models are large; in the range 0 . 78 −1 . 72 for NA
549 
nd in the range 1 . 07 −2 . 86 for NNS, i.e. reflecting large
tandard deviations. 
The values of E[ T ] ± 1 SD are also depicted in Figure 1 .

t appears from Table 2 and Figure 1 that for models 1 −6
t both locations the values of E[ T ] are within the intervals
[ T ] − 1 SD and E[ T ] + 1 SD of the other models. Although
[ T ] for model 7 is significantly larger than those for the
ther models, there is overlap between the other models 
nd the interval E[ T ] − 1 SD for model 7. 
As referred to in the introduction, these results are dif- 

erent from those found by WN19, i.e. as they obtained the 
mallest wind stress using the Andreas et al. (2012) formula 
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Table 3 Wind stress results using wind statistics from NA ( 10 o W 40 o N) and NA (Buoy Cabo Silleiro) (the results for E[ T ] and 
E[ T ] ± 1 SD are multiplied by 10 3 ). 

Model 
number 

NA ( 10 o W 40 o N) NA (Buoy Cabo Silleiro) 

E[ T ] 
[ m 

2 s −2 ] 
R [ T ] E[ T ] − 1 SD 

[ m 

2 s −2 ] 
E[ T ] + 1 SD 

[ m 

2 s −2 ] 

T ( E[ U 10 ] ) 
E[ T ] E[ T ] 

[ m 

2 s −2 ] 
R [ T ] E[ T ] − 1 SD 

[ m 

2 s −2 ] 
E[ T ] + 1 SD 

[ m 

2 s −2 ] 

T ( E[ U 10 ] ) 
E[ T ] 

1 69 1.03 0 140 0.72 86 1.05 0 176 0.74 
2 81 0.85 12 150 0.58 113 0.997 0.3 226 0.52 
3 67 1.04 0 137 0.72 93 1.22 0 206 0.66 
4 70 0.89 8 132 0.59 97 1.10 0 204 0.55 
5 63 0.87 8 118 0.83 80 0.999 0.1 160 0.79 
6 56 0.99 0.6 111 0.75 77 1.21 0 170 0.66 
7 229 1.88 0 659 0.38 433 2.26 0 1412 0.30 
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nd the largest wind stress using the Wu (1969) formula. In 
rder to check these results the two cdfs in Eqs. (16) and 
17) are included representing wind conditions at locations 
arther south in the North Atlantic than the study area in 
N19. It should be noted that the scale parameter θ ( Eqs. 
16) and (17) ) is smaller than those in Eqs. (14) and (15) ,
hile the shape parameter β ( Eqs. (16) and (17) ) have val- 
es between those in Eqs. (14) and (15) , reflecting different 
eatures of the wind data. Thus, similar results to those in 
able 2 and Figure 1 are provided in Table 3 and Figure 2 for
odels 1—7 at these two NA locations ( Eqs. (16) and (17) ). 
From Table 3 it appears that the wind shear stress is 

arger at NA (Buoy Cabo Silleiro) than at NA (10 o W 40 o N) for
ll models with the largest value for model 7 and the small- 
st for model 6 at both locations, but the wind shear stress 
t these locations are smaller than those at the two other 
ocations (i.e. Table 2 and Figure 1 ). It is noticed that the 
mallest value was obtained for model 1 at the two other 
ocations, which is attributed to the different features of 
he cdfs of the wind speed. Moreover, it also appears that 
he wind shear stress is significantly larger for model 7 com- 
ared with the other models at both locations. The coef- 
cients of variation R [ T ] are large for all the models; in
he range 0 . 85 −1 . 88 at NA (10 o W 40 o N) and in the range
 . 997 −2 . 26 at NA (Buoy Cabo Silleiro). From Table 3 and
igure 2 it also appears that for models 1 −6 the values of 
[ T ] are within the intervals E[ T ] − 1 SD and E[ T ] + 1 SD of
he other models at both locations, while there is overlap 
etween the other models and the interval E[ T ] − 1 SD for 
odel 7. 
Thus, the overall results at these two locations exhibit 

he same main features as those obtained at NA (20 o W 60 o N) 
nd in NNS, i.e. the wind shear stress is largest using model 
 ( Andreas et al., 2012 ), while WN19 obtained the small- 
st shear stress using this model. The reason for this dif- 
erence is unclear, but it is likely that it is partly related 
o how the wind data is used together with the drag co- 
fficient, and partly to the use of global (WN19) and local 
present) wind data. However, more studies are required to 
nvestigate this issue, but this is beyond the scope of this 
rticle. 
An alternative to the stochastic method used here for 

stimating the wind shear stress is to use a deterministic 
ethod, which is to substitute u = E[ U 10 ] in Eqs. (11) and 
550 
12) for models 1—7, i.e. to calculate T ( E[ U 10 ] ) . Here E[ U 10 ]
s obtained using the cdf in Eq. (13) giving ( Bury, 1975 , 
h. 2) 

 [ U 10 ] = θ�

(
1 + 

1 
β

)
(27) 

here � is the gamma function. Then, this yields for NNS 
 Eq. (14) ) E[ U 10 ] = 7 . 52 m s −1 ; 
NA ( Eq. (15) ) E[ U 10 ] = 9 . 75 m s −1 ; NA ( Eq. (16) ) E[ U 10 ] =

 . 30 m s −1 ; NA ( Eq. (17) ) E[ U 10 ] = 6 . 97 m s −1 . By using this
ethod together with the results for E[ T ] in Tables 
 and 3 , the deterministic to stochastic method ratios 
 ( E[ U 10 ] ) /E[ T ] are provided in Table 2 for NNS and NA (20 o W
0 o N), and in Table 3 for NA (10 o W 40 o N) and NA (Buoy
abo Silleiro). At all locations the ratios are smaller than 
ne, except for model 1 at NA (20 o W 60 o N) where the ratio
s slightly larger than one. Overall, the stochastic method 
hould be used as the statistical features of the wind shear 
tress are taken into account consistently, which is not the 
ase for the deterministic method. 

. Summary and conclusions 

 summary and the main conclusion are as follows: 
The effect of the air-sea drag coefficient on estimating 

ind stress based on wind statistics are demonstrated. This 
as achieved applying the same seven wind stress bulk for- 
ulae chosen by Wrobel-Niedzwiecka et al. (2019) together 
ith mean wind speed statistics from three locations in NA 
nd one location in NNS. Results are given in terms of ex- 
ected values ( E [ T ]) and standard deviations ( SD ) of the
ind stress. 
The wind stress is larger at NA (20 o W 60 o N) than in NNS

or all formulae with the largest value resulting by using the 
ndreas et al. (2012) formula and the smallest by using the 
u (1969) formula at both these locations near the study 
rea of Wrobel-Niedzwiecka et al. (2019) . Two other data 
ets from locations farther south in NA are used to check 
he results, which confirms that the largest wind stress is 
btained using the Andreas et al. (2012) formula, while the 
mallest is obtained using the Large and Yeager (2004) for- 
ula. Moreover, at all locations the standard deviations of 
he wind stress are large; E[ T ] are within the intervals 
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Figure 2 E [ T ] , E [ T ] + 1 SD and E [ T ] − 1 SD where SD = (Var[ T ]) 1 / 2 at the NA (10 o W 40 o N) and NA (Buoy Cabo Silleiro) loca- 
tions. 
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[ T ] − 1 SD and E[ T ] + 1 SD using the other formulae, ex-
ept for the Andreas et al. (2012) formula for which there is 
verlap between the interval E[ T ] − 1 SD and the intervals 
f the other formulae. 
These results are different from those obtained by 

robel-Niedzwiecka et al. (2019) where the smallest wind 
tress resulted from using the Andreas et al. (2012) formula 
nd the largest wind stress by using the Wu (1969) formula. 
he difference is probably attributed to how the wind data 
s used in combination with the drag coefficient and to the 
se of global ( Wrobel-Niedzwiecka et al., 2019 ) and local 
present) wind data. However, this is not conclusive and 
eeds further investigations. 
551 
The present stochastic method should be used rather 
han the deterministic one since the statistical features of 
he wind stress are then taken into account in a consistent 
ay. 

ppendix A 

et p t (u ) denote the truncated pdf in Eqs. (18) —(20) . Then 
[ T ] and Var[ T ] in Eqs. (21) —(25) can be calculated analyt-
cally using the results provided in Abramowitz and Stegun 
1972 , Chs. 6.5 and 26.4). 
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For models 1 and 2 the calculations contain terms like: 

 [ u 

n ] = 

∫ u 3 

u 1 

u 

n p t (u ) du 

= 

1 
N 

θn 
{
�

[
1 + 

n 

β
, 

(u 1 

θ

)β
]

− �

[
1 + 

n 

β
, 

(u 3 

θ

)β
]}

(A1) 

here � is the gamma function, �(x, y) is the incomplete 
amma function, n is a real number (not necessarily an in- 
eger), �(x, 0) = �(x) and �(x, ∞ ) = 0 . 
For model 3 the calculations contain terms like (i.e. for 

 3 → ∞ in Eq. (A1) ): 

 [ u 

n ] = 

∫ ∞ 

u 1 

u 

n p t (u ) du = 

1 
N 

θn �

[
1 + 

n 

β
, 

(u 1 

θ

)β
]

(A2) 

or model 4 the calculations contain terms like: 

 [ u 

n ] = 

∫ u 2 

u 1 

u 

n p t (u ) du 

= 

1 
N 

θn 
{
�

[
1 + 

n 

β
, 

(u 1 

θ

)β
]

− �

[
1 + 

n 

β
, 
(u 2 

θ

)β
]}

(A3) 

 [ u 

n ] = 

∫ u 3 

u 2 

u 

n p t (u ) du 

= 

1 
N 

θn 
{
�

[
1 + 

n 

β
, 

(u 2 

θ

)β
]

− �

[
1 + 

n 

β
, 

(u 3 

θ

)β
]}

(A4) 

One should notice that in both Eqs. (A3) and (A4) , p t (u ) 
nd N are as given in Eqs. (18) and (19) , respectively. 
For models 5, 6 and 7 the calculations contain terms like 

i.e. using the Weibull pdf without truncation corresponding 
o u 1 = 0 , u 3 → ∞ in Eq. (A1) : 

 [ u 

n ] = 

∫ ∞ 

0 
u 

n p(u ) du = θn �

(
1 + 

n 

β

)
(A5) 
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