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Abstract The simulation of Lagrangian drift is an important task in applications such as dis- 
persion of pollutants, larvae and search and rescue activities. In this study, the Eulerian cur- 
rent, Stokes drift and wind effect on the simulation of observed drifters were analysed. The 
Lagrangian OceanParcels model was used, and the surface trajectories were assessed by com- 
parison with 9 GPS drifter trajectories in the Gulf of Finland, Gulf of Riga and Lithuanian coast. 
The Normalised Cumulative Lagrangian Separation (NCLS) distance between the simulated and 
the satellite-tracked drifter trajectories, and the mean absolute error (MAE) were used as com- 
parison metrics. The present study suggests the need to consider the Stokes drift and the wind 
factor in addition to the modelled Eulerian currents to obtain a better description of the trajec- 
tories of particles. By making these considerations, the OceanParcels model could adequately 
simulate particle trajectories in the sub-basins within the Baltic Sea. The realized model tests 
showed that motion of surface drifters are strongly controlled by the Stokes drift when the 
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significant wave height is > 1 m, whereas the wind component and the Eulerian currents are 
crucial when the significant wave height is < 0.6 m or the wave (Stokes drift) directions do not 
match the wind direction. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

arine litter is observed across oceans and seas worldwide, 
ven in remote areas located far from human activities, and 
s a global environmental concern ( Chiba et al., 2018 ). Thus, 
racking the movement of litter particles in oceans is cru- 
ial. Although ocean currents and wind control the distri- 
ution and accumulation of floating marine debris, observa- 
ional data of marine litter are sparse. Thus, analysing and 
redicting the marine debris movement is challenging ( van 
ebille et al., 2020 ). 
Factors such as physical properties (size and buoyancy) of 

he debris influence their transport. Approximately 40% of 
ismanaged plastic waste that enters the ocean is denser 
han seawater, and hence, it sinks to the ocean floor near 
he coast rather than being carried away by surface currents 
nd winds ( Andrady, 2011 ). Even in simplified 2D modelling, 
urface drift trajectories being a combination of numerous 
rocesses, are challenging to simulate. Details of their input 
actors can still be misunderstood as some of them are dif- 
cult to predict. Some very influential factors of the input 
o the model such as windage can only be estimated. About 
—14% of the factors influencing the drifter are governed by 
rocesses (other than direct wind and wave impact) such as 
ddies, fronts, upwellings, etc. ( Delpeche-Ellmann et al., 
021 ). 
Currents, winds, waves and the general prevailing circu- 

ation basically define the drift of various objects and sub- 
tances in the surface layer ( Vandenbulcke et al., 2009 ). 
tate-of-the-art three-dimensional circulation models ad- 
quately replicate the major features of the hydrophysi- 
al fields such as temperature, salinity, and large-scale wa- 
er level and currents ( Myrberg et al., 2010 ; Pärn et al., 
021a,b ). The reproduction of the details of hydrography 
nd patterns of currents is limited by the model resolu- 
ion, which may substantially modify the statistical prop- 
rties of the drift of various substances. The reason for this 
s that even small errors in the estimates of current pat- 
erns and shifts in the position of the water particles due 
o the impact of a multitude of relatively small-scale turbu- 
ent motions can drastically change the calculated trajec- 
ories of the drift of floating objects ( Griffa et al., 2004 ; 
oomere et al., 2011 ). For instance, the fact that drifters 
eployed in the same location may be in different loca- 
ions within a few hours or days ( Davulien ė et al., 2014 ;
oomere et al., 2011 ). The separation rate of drifters in the 
ulf of Finland (GoF) is 200—300 m/day when drifters are 
eployed from the same location (initial separations < 150 
) ( Soomere et al., 2011 ), whereas it is approximately 1000 
/day in the southeastern part of the Baltic Sea ( Davulien ė 
t al., 2014 ). 
454 
Earlier drifter studies have been published when 
ackas et al. (1989) studied sea ice motions based on drifter 
bservations and meteorological forces in the Baltic Sea. 
ästgifvars et al. (2006) studied how well hydrodynamic 
odels can reproduce the drift of buoys. The modelled up- 
ermost layer currents do not replicate drifters over longer 
ime periods (t > 12 h) that are also affected by other ocean
rivers, buoyancy effects, Stokes drift, etc. ( Murawski and 
oge Nielsen, 2013 ). To solve this problem, Vandenbulcke 
t al. (2009) used Super-ensemble techniques to predict the 
urface drift trajectories, which significantly improved the 
esults because a larger number of models smooths out the 
rediction errors. Murawski and Woge Nielsen (2013) im- 
roved the surface current based approach and modelled 
he drift under the joint impact of currents, and wind and 
ave-driven advection was addressed using an advanced oil 
pill model in the Gulf of Finland. Ensemble modelling re- 
uires a lot of resources, so instead of using them, scientists 
se their own individual models for drift prediction. In this 
ase, the developed parameters may be suitable for a par- 
icular model while they may not be appropriate for another 
odel. 
As described before, the uncertainty of modelling drift 

epends on the magnitude of sub-grid processes (enters as 
 random perturbation) and the replicable features of the 
ow field. However, the third factor that controls the dis- 
ersion is the coastlines which make up the geometry of the 
asin. Lilover et al. (2018) examined high-resolution Eule- 
ian and Lagrangian sea ice kinematics based on an ADCP 
nd icebound drifting buoys in the Gulf of Finland. The av- 
rage asymptotic ice speed and wind ratio depends on the 
irection of the wind indicating the role of morphometry 
f the coast in the speed of the icebound drifting buoys. 
o, the inaccuracy of morphometric data is one factor that 
aused the model errors. The shore effect was also reflected 
n the pattern of locations of coastal hits (beaching) of La- 
rangian trackers regardless of the wind forces in the Gulf 
f Finland ( Viikmäe and Soomere, 2018 ). 
Tracking Lagrangian trajectories is a powerful tool for un- 

erstanding and modelling motion in oceans. Drifters pro- 
ide essential information on the use of Eulerian fields, 
redicted wind and waves to model Lagrangian movement. 
nowledge of the origin and destination of substances in the 
arine environment and the spread of particles is essen- 
ial for modelling the fate of marine litter, living organisms 
 Corell, 2012 ) and plankton. 
The present study investigates the relative impact of 

ulerian current, wind drift and Stokes drift on the simula- 
ion of observed drifters. We provide a possible method to 
ompute Lagrangian numerical trajectories for marine litter 
n the Baltic Sea. To improve and test model predictions, 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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he model results were compared with data obtained from 

eld measurements by 9 drifters in three specific areas 
GoF, GoR and the Lithuanian coast). Therefore, the results 
f simulation parameters can be site-specific. Moreover, 
he size of the drifter was not considered. 
The wave-generated Stokes drifts can be neglected in 

odel calculations ( Edwards et al., 2006 ; Tamtare et al., 
021 ), but in this study, they have been considered crucial 
o obtain satisfactory results from windage and Eulerian cur- 
ents. The present study attempts to tune the Lagrangian 
odel to reliably simulate marine litter. Marine litter dif- 
ers in the shapes and properties, and the microlitter does 
ot extend out of the water like drifters. Hence, the mi- 
rolitter moves as a part of the water currents. Therefore, 
he present study explored a calculation scheme where the 
urface current of the Stokes drift and the Eulerian model 
howed a strong influence factor, whereas the windage had 
nly a small influence. 
Generally, the dimensions of the drifters are taken into 

ccount, but in this study, drifters of three different sizes 
ere used, and hence, the sizes were ignored. It has 
een found in the model calculations that the trajectory 
nd speed of floating items are controlled by their size 
 Giudici et al., 2019 ) and other physical characteristics 
 Miron et al., 2020 ; Zhang, 2017 ). However, considering the 
omplexity of sea processes, we parameterized wind and 
ave effects in a very simple way. Nicole Delpeche-Ellmann 
t al. (2021) studied effects induced by wind and surface 
aves on the observed surface drift in the Gulf of Finland 
or the period 2011—2018. For example the drifters in cases 
 and 11 in 2014 with the same dimensions, the same mean 
ave height (0.5 m), and almost the same mean wind speed 
7.1 m/s and 7.5 m/s respectively) were considered, but the 
peed of these drifters was significantly different: 0.16 m/s 
nd 0.1 m/s. Also, when a drifter with the same dimensions 
in 2018, case 1) was in mean wave height of 1 m, mean wind
peed 10.4 m/s, the speed of the drifter was only 0.12 m/s. 
elpeche-Ellmann et al. (2016) used the data from three 
rifters of the same dimensions that were deployed simulta- 
eously on 15 May 2013 with their initial locations differing 
nly by a few meters near the island of Naissaar (59.548 °N, 
4.580 °E), and the average speed of the drifters was 0.16, 
.12 and 0.15 m/s. 
Comprehensive performance analysis of marine litter 

racking models in the Baltic Sea is still missing due to 
nsufficient Lagrangian data. Only a few satellite-tracked 
rifter experiments have been performed in the Baltic Sea 
 Davulien ė et al., 2014 ), but a large number of observations 
nd a thorough analysis of drifters have been made in the 
ulf of Finland ( Delpeche-Ellmann et al., 2021 ). The diffi- 
ulties in using surface drifters in the Baltic Sea are asso- 
iated with heavy ship traffic ( HELCOM, 2009 ) and fishing 
ctivities in this area. 

. Material and methods 

.1. Study sites 

he GoF is an elongated, shallow (mean depth: 37 m) water 
ody in the northeastern Baltic Sea ( Figure 1 ). The water 
ass dynamics are affected by the open part of the Baltic 
455 
ea on the western side and by a large inflow of fresh- 
ater from the east. Thus, buoyancy-driven currents are 
ital for water circulation ( Soomere et al., 2008 ), result- 
ng in a strong east-west gradient in salinity and sea level 
 Myrberg et al., 2013 ). The current system in the GoF ex-
ibits a complicated pattern, mostly comprising of cyclonic 
irculation at the basin-scale, occasional large elongated 
nticyclonic gyre in the east-west direction that covers part 
f the central gulf area ( Soomere et al., 2011 ) in the sur-
ace layer depending on the other prevailing natural condi- 
ions as well as mesoscale eddies and frequent upwellings 
 Liblik and Lips, 2017 ). 
The Gulf of Riga (GoR) is shallow (mean depth: 29 m), 

elatively closed, and an almost circular eastern sub-basin 
f the Baltic Sea ( Figure 1 ). The water exchange with the
altic Proper occurs through two openings, namely the Irbe 
trait (with a sill depth of 25 m and a minimum cross-section 
rea of 0.4 km 

2 ) in the west, and the Suur strait (with a sill
epth of 5 m and a minimum cross-sectional area of 0.04 
m 

2 ) in the north. A general cyclonic circulation occurs in 
he GoR ( Yurkovskis et al., 1993 ). Thus, inflowing saltier wa- 
er through the Irbe Strait moves towards the south along 
he western slope of the gulf. The basin circulation in the 
urface layer depends on the existing wind forces and strat- 
fication ( Lips et al., 2016 ). However, dominant circulation 
atterns in spring (near the freshwater inflow) become the 
nticyclonic gyre in the southeastern part of the GoR, and 
yclonic in the northwestern part of the GoR ( Soosaar et al., 
014 ). 
The southeastern part of the Baltic Sea along the Lithua- 

ian coast is a part of the existing strong and high- 
ersistence cyclonic gyres within the Baltic Proper. 

.2. Drifter data 

n October 2010, five drifters were deployed at different 
ocations in the GoF. Figure 1 specifies the launch position 
nd trajectory of each drifter. Table 1 presents the duration 
nd total length of the trajectories. 
Lightweight, durable, and cost-effective drifters were 

eveloped by the Tallinn University of Technology and lo- 
al engineering companies. The drifters had a rugged and 
imple housing construction and were equipped with a gen- 
ral packet radio service based on two-way communication. 
ata were transferred in real-time through the internet at 
0-minute intervals. No data were available if the connec- 
ion was lost. Erroneous data were excluded from the study. 
he drifter was a round tube with an outer diameter of 0.11 
, a length of 1 m, and a submerged part of approximately
.95 m ( Verjovkina et al., 2010 ). 
Tests 6—8 were conducted in 2013 and 2014, where three 

rifters were deployed in the GoF and GoR. The basic drifter 
esign comprised a polyethylene pipe with length and di- 
meter of approximately 1.8 m and 0.05 m, respectively. 
he drifter was positioned vertically in the water, where 
pproximately 9/10th part of the pipe was submerged and 
he remaining 1/10th part of the pipe was above water 
 Torsvik, 2016 ). 
Test 9 was conducted from 22 to 30 November 2013. 

he surface drifter experiment was performed along the 
ithuanian coast ( Figure 1 ) ( Davulien ė et al., 2014 ). Three
rifters (a,b,c) were deployed at the location 55.750 °N and 
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Figure 1 Observed trajectories of drifters deployed at the locations indicated by black stars. 

Table 1 Duration and trajectories of drifters; GoF (Gulf of Finland), GoR (Gulf of Riga), LT (Lithuanian coast). 

Test no. Area Trajectory [km] Date Mean/Max speed 
[m/s] 

Mean/Max Hm0 
[m] 

Test 1 GoF 82 24—31.10.2007 0.16 0.8 0.6 1.5 
Test 2 GoF 73 24—31.10.2007 0.17 0.4 0.6 1.5 
Test 3 GoF 64 16—19.10.2007 0.2 0.5 0.85 1.8 
Test 4 GoF 11 10—11.10.2007 0.14 0.2 1 1.3 
Test 5 GoF 21 9—10.10.2007 0.25 0.4 1.3 1.8 
Test 6 GoF 284 15.05—13.06.2013 0.16 1.7 0.4 1.2 
Test 7 GoR 78 02.10—14.11.2013 0.1 0.7 0.9 3.3 
Test 8 GoR 65 5—12.07.2014 0.1 1.1 0.65 1.3 
Test 9 LT 41 22—30.11.2013 0.17 0.5 1.1 2.5 
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0.972 °E, approximately 6 km from the coast. Each drifter 
as a tube-shaped plastic pipe weighing 1.8 kg, with a di- 
meter of 0.05 m and a length of approximately 2 m (the 
ubmerged part was 1.4 m long). The signals of two drifters 
drifters b and c) were lost 56 h after beginning the exper- 
ment. The drift experiment ended after 8 days. The dis- 
ance between drifters a and b increased to 500 m in 16 h 
rom the start of the experiment, and more than 2500 m in 
6 h ( Davulien ė et al., 2014 ). The maximum dispersion rate 

f the drifters was 470 m/h. d

456 
.3. Modelling the routes of drifters 

he paths of floating objects can be used to study the com- 
ined effect of wind, waves, and sea surface currents on 
heir drift. If the wind, wave, and sea surface current con- 
itions during the drift are known, the optimal wind drag co- 
fficients can be calculated such that the model best fits the 
bserved trajectories. Wind, wave and sea surface data can 
e obtained from either sensors or ocean and atmospheric 
ynamic models. 
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Figure 2 The track of the observed drifter is compared to the 
modelled drifter carried by Eulerian model currents x E , mod- 
elled drifter carried by x Ew ( x E and adjusted for the wind vector 
x w ), the modelled drifter carried by x ES ( x E and Stokes drift x S ), 
and the modelled drifter carried by x ESw ( x E , Stokes drift x S and 
the wind vector x w ). 
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Figure 3 The track of the observed drifter is compared to the 
modelled drifter carried by Eulerian model currents x E , mod- 
elled drifter carried by x Ew ( x E and adjusted for the wind vector 
x w ), the modelled drifter carried by x ES ( x E and Stokes drift x S ), 
and the modelled drifter carried by x ESw ( x E , Stokes drift x S and 
the wind vector x w ). 
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Tuomi et al. (2018) confirmed that the Stokes drift is a 
rucial component of the surface drift in the Baltic Sea. Ad- 
itionally, those authors determined that the annual mean 
alue of the Stokes drift in the Baltic Sea is 0.08—0.1 m/s. 
hus, the influence of the Stokes drift on the surface drift is 
s crucial as that of surface currents on the surface drift. 
The following equations are used for simulating the 

rifter location x as a function of time t : 
dx 
dt 

= u E + βu S + αu w (1) 

here u E is the Eulerian sea surface current of the upper 
rid cell calculated with the GETM model ( Section 2.5 ), and 
 S is the wave-induced Stokes drift. This Stokes drift data is 
rovided by the Finnish Meteorological Institute (FMI), with 
 timestep of 1 h and a grid resolution of 1 nautical mile. 
 w is the wind vector taken from an ERA5 reanalysis ser- 
ice output, and α is the wind correction term. It can be 
1 = 0.022 and α2 = 0.007. The values are obtained by the 
rial and error method, where the drifters’ MAE (t = 48h) is 
inimal. Beta indicates whether the Stokes drift was used 
r not. For validation, the Lagrangian model produced the 
ollowing tracers: 

 E , α = β = 0 (1a) 

 ES , α = 0 , β = 1 (1b) 

 Ew , α = α1 = 0 . 022 , β = 0 (1c) 

 ESw , α = α2 = 0 . 007 , β = 1 (1d) 

The mean error (MAE) for the distance (d) between the 
bserved drifter and the modelled drifter was calculated 
very hour. 

AE = 

1 
n 

n ∑ 

i =1 

d i (2) 

here d i is the separation distance between observed and 
imulated trajectories at time step i . 
457 
For model skill assessment, the normalised cumulative 
agrangian separation (NCLS) distance ( Liu and Weisberg, 
011) was calculated as follows: 

CLS = 

MAE 
∑ n 

i =1 l i 
(3) 

here l i is the length of the observed trajectory at time step 
 , and n is the forecast horizon. The present study calculated 
CLS after 24 h and 48 h. 

.4. Lagrangian model description 

he OceanParcels framework was used to track marine lit- 
er. This framework can create customisable particle track- 
ng simulations by using outputs from ocean circulation 
odels. OceanParcels is a Lagrangian ocean analysis tool 
hat has wide flexibility for modelling particles with differ- 
nt characteristics and can be efficiently implemented using 
odern computing infrastructure. 
The latest version of OceanParcels includes a set of inter- 

olation schemes that can read different discretised fields, 
rom rectilinear to curvilinear grids in the horizontal direc- 
ion and from z- to s-levels in the vertical direction. Addi- 
ionally, the set of schemes can read different variable dis- 
ributions such as the distributions in Arakawa’s A-, B-, and 
-grids ( Delandmeter and van Sebille, 2019 ). 
The timestep for the calculation of the position of virtual 

rifters in OceanParcels was 0.5 h. The starting points of 
irtual drifters were determined by the starting points and 
imes of the observed drifters. 

.5. Eulerian ocean surface current data 

he OceanParcels simulations for plastic model valida- 
ion were performed using a coupled three-dimensional 
odel system comprising a hydrodynamic model GETM 

 https://getm.eu/ ; Burchard and Bolding, 2002 ; Stips 
t al., 2004 ) and general ocean turbulence model (GOTM; 

https://www.frontiersin.org/articles/10.3389/fmars.2021.630388/full#B43
https://getm.eu/
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ww.gotm.net ). This system resolves the vertical mixing 
 Umlauf and Burchard, 2005 ) and ice existence problems 
 Pärn et al., 2021a ,b). The Baltic Sea model implementation 
onsidering the land-based runoff by Väli et al. (2019) , had 
 horizontal resolution of 2 × 2 nautical miles and includes 
5 vertical σ layers with an open boundary in northern Kat- 
egat ( Pärn et al., 2021a , b ). The thickness of the extracted
pper layer is 1.6 m. The meteorological data of the ERA5 
eanalysis obtained from the ECMWF for every 1 h were ap- 
lied to the model and wind correction analyses. 
The drift depends strongly on surface currents. Due to 

he complicated nature of these currents, no model can sim- 
late them accurately. There are numerous sources of dif- 
erences behind the results produced using different hydro- 
ynamic models. We checked the drift with another inde- 
endent model NEMO-Nordic for surface currents to exam- 
ne if it yields the same effect as the GETM model (Supple- 
entary material, Section 1 ). For comparison, we used the 
ourly high-resolution NEMO-Nordic data, which are avail- 
ble since 2019. Hence, this model comparison study does 
ot describe the time series associated with drifters and is 
ot generalizable. This provides case-by-case insight that in 
any cases the patterns of current movement coincide, but 
lso that the direction of currents at the same time and 
ocation can be significantly different across models. For 
nstance, in the Gulf of Finland, the best agreement was 
eached between the two models on 20 July (Figure S2), 
hen the average MAE of the 4 trajectories was 5.1 km, 
nd the average length of the 4 trajectories was 23 km dur- 
ng 24 h. In the comparison of all trajectories in the Gulf 
f Finland, the average MAE was 8.1 km. The best agree- 
ent between the two models in the Gulf of Riga was 3.4 
m on 02 June (Figure S3a) when virtual drifters travelled 20 
m on average. The MAE of all trajectories during the two 
onths of June and July was 6.7 km. The best agreement 

s in the Lithuanian coastal waters on 04 July (Figure S4), 
hen MAE = 3.6 km, and virtual drifters covered an average 
f 28.4 km during 24 h. During the two months, the MAE of 
ll trajectories was 7.1 km. 

. Results 

imulated Eulerian currents do not fully reproduce observed 
agrangian tracks. The trajectories of virtual drifters ( x E ) 
enerated by the Eulerian currents in Tests 1 and 2 ( Figures 2 
nd 3 ) exhibited a similar shape to the observations, but the 
engths of the trajectories were more than 2 times shorter, 
nd thus, the virtual drifter and drifter end positions are 
7.2 km apart. In Tests 3, 4 and 5 ( Figures 4—6 ), in the mod-
lled trajectory x E the disagreement with the drifter obser- 
ations is so great that the simulated trajectory does not 
eflect the observations at all. 
We can see that the virtual drifter trajectories calcu- 

ated from Eulerian currents are significantly shorter in all 
he Tests (Tests 1—5) than in the observations. This is an ex- 
ected feature as the drifter normally has motions caused 
y subgrid motions in addition to those that are replicated 
y circulation models. Tests 1—5 ( Figures 2—6 ) serve to ex- 
lore the relevance of Stokes drift and windage effects as 
lternative parameters for optimising simulated drift tra- 
458 
ectories. The modelled trajectories ( x ES ; Figures 2—6 ) gen- 
rated by the Eulerian currents and Stokes drift are closer 
o the observations than x E . However, while using x ES , the 
peeds were higher than those of the virtual drifters (Tests 
 and 2), and the virtual drifters reached the northern shore 
f the GoF ( Figures 2 and 3 ) faster. The mean significant
ave height ( Hm0 ) was 0.9 m (if the first 48 h are excluded
rom the drifter journey). The inclusion of Stokes drift pro- 
ided more impetus and the trajectories lengthened too 
uch ( Figures 2 and 3 ). In Tests 3 and 4, the speed is com-
aratively slower and the trajectory x ES is shorter than in 
he observations. In Test 3, for the first 20 h, Hm0 = 1.3 m,
nd then falls to 0.5 m for the 5 h during the rest of the
ourney, Hm0 = 0.85 m. 
The wind speed (from E) of Tests 1 and 2 was relatively 

ow ( U < 4.5 m/s) for the first 30 h, and the mean significant
ave height was small ( Hm0 < 0.2 m). Then on 27 Octo-
er, the drifters (Tests 1 and 2) change direction (longitude 
4.89 and 24.95, respectively) ( Figures 2 and 3 ). The 6-hour 
verage wind speed increased; it was 6.5—13 m/s for the 
ollowing 5 days. Then the wind direction stayed between 
 to SW and Hm0 was between 1—1.5 m until 31 October. 
inally, on the last day of the experiment, Hm0 = 0.4 m. 
Additional wind effects may manifest themselves in dif- 

erent ways. For position x, in equation (1) using the ve- 
ocities (1c) and (1d), we used two different wind tun- 
ng parameters: α1 when the inputs are Eulerian currents 
nd wind in cases x Ew , and α2 when the inputs are Eule- 
ian currents, Stokes drift and wind in cases x ESw . The α
alues were obtained from tests, where, for each case, a 
ifferent trajectory was used for best results, and each 
uning parameter exhibited a different value. The opti- 
al result was the one with the smallest MAE and NCLS 
alues. The best match between the observations and the 
odel for x Ew α1 was 0.022, whereas that for x ESw α2 was 
.007. 
The modelled trajectory ( x Ew ; Figures 2 and 3 ) generated

y the Eulerian currents and windage (with α1 ) exhibited 
 trajectory close to the trajectory of the observed drifter 
 Table 2 ). 
In Test 3, two drifters were launched from almost the 

ame location. During ∼72 hours, the first drifter covered 
4 km ( Figure 4 ), and the second drifter covered 67 km.
he final position between the two drifters was only 1.7 km. 
oth the drifters were of the same type and size. On 17 Oc-
ober, 184 positions were recorded for both drifters, and 
heir speed correlation was 0.34, which was lesser than ex- 
ected, and the average wind speed was 8 m/s. There can 
e differences in speed between the drifters. One drifter 
an be twice as much as the other or only one-half times 
he speed of the other in the same time intervals. In Test 
, the modelled trajectory, which was improved by adding 
 wind component to the calculation, was near the drifter 
rajectory ( Figure 4 ), and both the x ESw and x Ew (MAE = 2.1
nd 2.2 km respectively) exhibited a close result to the ob- 
ervations. At the outset of Test 4, the modelled virtual par- 
icles x ES , x ESw , and x Ew moved south for the first few hours
 Figure 5 ), whereas the drifter moved northwest causing a 
arge discrepancy. MAE for each of x ES , x ESw , and x Ew was 1.9
m. However, visually, the closest to the observation was 
 EW 

. In Test 5, the trajectory x Esw best fitted the observa- 

http://www.gotm.net
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Figure 4 The track of the observed drifter is compared to the modelled drifter carried by Eulerian model currents x E , modelled 
drifter carried by x Ew ( x E and adjusted for the wind vector x w ), the modelled drifter carried by x ES ( x E and Stokes drift x S ), and the 
modelled drifter carried by x ESw ( x E , Stokes drift x S and the wind vector x w ). 

Table 2 The mean distances between the observed drifter and the modelled drifter. 

Test no. MAE [km] (24 h/48 h) NCLS (24 h/48 h) 

x ES x ESw x ES x ESw 

Test 1 4.5 / 7.3 1.8 / 2.9 12.4 / 12 2.9 / 3.5 
Test 2 2.3 / 2.7 2.3 / 2.7 2.8 / 3.6 2.7 / 3.4 
Test 3 2.4 / 4.7 1.8 / 2.1 1.4 / 3.2 1.3 / 1.2 
Test 4 1.9 / — 1.9 / — 4.5 / — 4.4 / —
Test 5 5.1 / — 0.8 / — 4.1 / — 0.9 / —
Test 6 2.6 / 3.4 2.4 / 3.3 9.1 / 5.1 8.6 / 5 
Test 7 1.9 / 2.2 2.4 / 2.6 6.4 / 3.3 8.7 / 5.1 
Test 8 1.7 / 6.7 1.7 / 7.3 3 / 8.1 3.2 / 8.9 
Test 9 1.2 / 2.1 0.7 / 1.2 2.6 / 3.8 1.5 / 2.3 

Figure 5 The track of the observed drifter is compared to the 
modelled drifter carried by Eulerian model currents x E , mod- 
elled drifter carried by x Ew ( x E and adjusted for the wind vector 
x w ), the modelled drifter carried by x ES ( x E and Stokes drift x S ), 
and the modelled drifter carried by x ESw ( x E , Stokes drift x S and 
the wind vector x w ). 
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Figure 6 The track of the observed drifter is compared to the 
modelled drifter carried by Eulerian model currents x E , mod- 
elled drifter carried by x Ew ( x E and adjusted for the wind vector 
x w ), the modelled drifter carried by x ES ( x E and Stokes drift x S ), 
and the modelled drifter carried by x ESw ( x E , Stokes drift x S and 
the wind vector x w ). 
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ions and x Ew also replicated the model well. MAE was 0.8 
m for x ESw , and MAE for x Ew was 1.2 km ( Figure 6 ). The
verage wind speed on the first day was 3 m/s, but on the 
ther test days, it was 9.8 m/s. 
459 
We can see from the experiment’s results ( Table 2 , 
igures 2—6 ) that if we simulate the surface trajectory of 
 drifter (when part of the instrument is out of the water),
hich is exposed to the wind, then Stokes Drift is not rele-
ant. Therefore, there exists a strong connection between 
he winds and the motions in the surface layer, but this 
trong correlation is not straightforward as it is different in 
ach test. Delpeche-Ellmann et al. (2016) found that the 
rifter trajectories could be almost entirely aligned with 
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Figure 7 The track of the observed drifters (a, b, c) is compared to the modelled drifters x 2 ESw and x ESw . 

Figure 8 For Test 6, the distance between the model drifter 
and drifter b is indicated by stars, and the distance between 
drifters a and b is shown by the solid line. 
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he wind direction during episodes of 10—15 m/s winds, but 
ould tend to meander at lower wind speeds. But, it might 
e relevant if we aim to model marine litter that is deeper 
han the water surface and may not have direct exposure to 
ind. However, we can see that the Stokes Drift improves 
he performance of the visual drift for all the,s. 
In Test 6 ( Figure 7 ), three drifters (a,b,c) were deployed 

ith their initial locations differing by only a few meters. 
ut, the daily MAE ( Figure 8 , drifters a and b) between the
bserved drifter_a and drifter_b was more than 80 km after 
he 16th day. The large difference in trajectories a, b and 
 is explained as the drifters entered into strong upwelling 
vents ( Delpeche-Ellmann et al., 2016 ). 
Test 6 was sensitive to the starting point because up- 

elling events occurred at a short distance from the launch 
ite. The Eulerian circulation was highly variable in this re- 
ion. The model did not replicate the drifter structure when 
e used the exact drifter starting point. A small difference 
n the starting point affects the trajectory of the drifter. The 
tarting point of the simulated x 2ESw trajectory ( Figure 7 , 
rey dashed line) shifted 880 m south compared to x ESw 

 Figure 7 , solid line). However, the longitude of the starting 
oint was the same for both trajectories. The direction of 
he modelled trajectories changed drastically at longitude 
2.5 °E, with both moving in different directions. However, 
he drifters with the same starting positions also moved in 
460 
ifferent directions ( Figure 7 , green and blue line). Visu- 
lly, drifter_b and virtual drifter x ESw followed the same pat- 
ern. However, a shift was observed in the timeline after the 
hird day when the daily MAE between the virtual drifter and 
rifter_b (dxb) was less than 4 km in 3 days, and it began to
row rapidly to 49 km on 24 May ( Figure 8 ). 
In Test 7, the movement of the drifter was replicated 

y the trajectory x ESw of the model ( Figure 9 ). However, an
brupt change occurred after 4.5 days (23.15 °E) when the 
rifter returned westward (blue line in Figure 9 ). However, 
he modelled particle continued to move eastwards for both 
rajectories ( Figure 9 , red and grey lines). At this location, 
either the wind nor the force of Eulerian currents indicated 
he necessity of a sharp change in the direction of the vir- 
ual drifter motion. The red and blue arrows indicate the 
irection and speed of the surface current and wind, re- 
pectively. The current scale is 1:1, and the wind speed is 
:150. 
In the GoR rather than in the GoF, the Stokes drift is more

rucial than windage ( Figure 10 ). This can be attributed to 
he difference between the wave fields in GoR and GoF. In 
he GoR, the distributions of wave directions also mirror the 
ombination of the directional structure of winds ( Eelsalu 
t al., 2014 ). Wind-wave misalignment occurs in the GoF 
 Alari et al., 2013 ). In Test 8, the direction of the wind and
ave is predominantly of the same structure. 92% of the 
ime, the difference is less than 10 degrees. Data with a 
ime step of 1h was compared (the wind forces for the wave 
odel came from HIRLAM, and we used ERA5 winds). Test 7 
as a long simulation, and in some episodes, at the begin- 
ing, the wind and wave direction was accurate 15% of the 
ime. However, 89% of the time, the difference was less than 
0 degrees in Test 7.1 ( Table 3 ), and in the last 14 days, it
as less than 10 degrees 93% of the time. Therefore, adding 
indage usually reinforces the impact of Stokes drift as in 
he GoR and Tests 1 and 2. In Tests 1 and 2, the wind and
ave direction structure is almost the same (86% of the time 
he difference is less than 10 degrees), but in Tests 3, 4 and
, the difference in structure is dominant (less than 29% of 
he time the difference is less than 10 degrees in Tests 3, 4,
). In Test 9, 60% of the time the difference is less than 10
egrees. In Test 8, both x ES and x ESw were in agreement with 
he observations ( Figure 10 , Table 2 ). On the second day, at
ongitude 22.6 °E, a time shift came into the drifter and the 
odelled trajectory, where the drifter makes a rotation and 
urns around. Only the Stokes drift component (no Eulerian 
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Figure 9 The track of the observed drifter is compared to the virtual drifter. The red and violet arrows indicate the direction and 
speed of the surface current and wind, respectively. The current scale is 1:1, and the wind speed is 1:150. 

Figure 10 The track of the observed drifters is compared to the modelled drifter. 

Table 3 Trajectories and conditions of drifters; duration of drifts is 2 days; GoF (Gulf of Finland), GoR (Gulf of Riga), LT 
(Lithuanian coast). 

Test no. Area Trajectory [km] Start time Mean/Max speed 
[m/s] 

Mean/Max Hm0 
[m] 

Test 1.1 GoF 37 28.10.2007 0.21 0.39 1.1 1.5 
Test 1.2 GoF 15 29.10.2007 0.08 0.3 0.7 1.1 
Test 2.1 GoF 39 28.10.2007 0.22 0.38 1.1 1.5 
Test 3.1 GoF 44 17.10.2007 0.26 0.7 0.7 1.5 
Test 6.1 GoF 21 17.05.2013 0.12 0.3 0.6 1.5 
Test 6.2 GoF 15 18.05.2013 0.09 0.2 0.4 0.8 
Test 7.1 GoR 18 3.10.2013 0.1 0.22 0.5 1 
Test 8.1 GoR 28 8.07.2014 0.16 0.3 0.4 1 
Test 8.2 GoR 46 10.07.2014 0.26 0.7 0.9 1.5 
Test 8.3 GoR 37 15.07.2014 0.21 1.4 0.9 1.4 
Test 9.1 LT 30 24.11.2013 0.17 0.4 1.2 1.9 
Test 9.2 LT 32 26.11.2013 0.19 0.5 1.8 2.5 
Test 9.3 LT 28 27.11.2013 0.16 0.5 2.6 3.4 
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urrents and windage effects) results in Test 7 MAE = 1.8 
m (after 1 day), and 2.1 km (after 2 days), and for Test 8
AE = 1.6 km and 6.5 km respectively. 
For Test 9 ( Figure 11 ), the model was in agreement with 

he observations for x ESw ( Table 2 ). The virtual drifter x ESw 

overed 67.4 km in 5 days and 7 h, where 7 h after the start
f the drifter experiment MAE = 378 m, and after 31 h, it 
as 752 m. After the fifth day and 7 h, the drifter reached 
he beach according to the GETM model. This drifter experi- 
ent lasted another 2 days with the drifter moving south on 
he water-shore border, an area outside the GETM model 
omain. The 5-day average MAE was 1.54 km. The spec- 
461 
ral significant wave heights ( Hm0 ) are shown in Table 1 
 Lindgren et al., 2021 ). For the first 40 h of Test 9, the Hm0
as 0.2—0.5 m. In the following five days (02—29 Novem- 
er), Hm0 was between 1.2—3.5 m. 
To obtain additional data for analysis, we divided the tra- 

ectories of drifters into two-day-long segments ( Figure 12 , 
able 3 ). We used the coordinates of the observation drifter 
t 00:00 hours UTC for each date. These coordinates be- 
ame the starting point for calculating the modelled trajec- 
ories during 48 h. 
In Figure S5 in Tests 1.1 to 3.1, in all the cases, the routes

f the modelled x ESw trajectories are very similar to the tra- 
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Figure 11 The track of the observed drifters (a, b) is compared to the modelled drifter. 

Figure 12 The track of the observed drifters is compared to the modelled drifter by 48 h sections. 
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ectories of the drifters. However, such a trend is not re- 
ected in the statistics. After zooming in, more detailed 
rajectories are shown in the supplementary material (Fig- 
re S5). In Tests 1.1, both x ES and x ESw have MAE (48 h) = 4.3
m, but NCLS is smaller for the x ES trajectory. In Test 2.1 
s well, MAE is lower for x . MAE and NCLS are calculated 
ES 

462 
very hour, so the distance covered in an hour is more accu- 
ate for x ESw even if this trajectory deviates slightly from the 
ath. x ESw follows the path more precisely but moves either 
aster or slower during the same time step. Wave direction 
as aligned with the wind direction in Test 1.1. In Test 1.2, 
he drifter has reached an area where the significant wave 
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Table 4 The mean distances between the observed drifter and the modelled drifter. 

MAE [km] (24 h/48 h) NCLS (24 h/48 h) 

x ES x Ew x ESw x ES x Ew x ESw 

Test 1.1 2.1/ 4.3 3.3/ 4.8 2.4/ 4.3 2.2 / 4.5 3.2/5.2 2.4/ 5.1 
Test 1.2 0.7/ 3.1 1.6/ 3.4 1.2/ 1.9 0.9 / 7.1 2/ 8.1 1.8/ 4.8 
Test 2.1 1.8 / 3 1.5/ 3.7 1.6 / 3.1 2.2 / 3.1 1.9/ 3.8 1.8 / 3.1 
Test 3.1 2 / 5.7 4.3/8.2 1.4 / 3.1 1.8 / 4.5 3.8/7.9 1.1 / 3.1 
Test 6.1 2.2 / 4.2 1/ 1.3 3.2 / 6.7 4 / 6.7 1.7/ 2.5 5.8 / 15 
Test 6.2 2 / 4.4 0.9/ 1.8 3.4 / 7.8 3 / 5.3 1.3/ 2.3 4.8 / 10 
Test 7.1 1.6 / 4 1.7/ 2.2 2.6 / 7.2 4.7 / 6.3 4.8/ 5.2 7/ 18 
Test 8.1 1.8 / 1.7 3.6/ 5.2 0.9 / 2.7 2.7 / 2.2 5.4/ 6.4 1.2 / 8 
Test 8.2 1.1/ 2 1.7/ 2.5 1.6/ 5.7 1.3/ 1.6 1.8/ 2.2 2/ 5.6 
Test 8.3 4.5/ 5.5 4.5/ 6 5/ 10 9/ 7.3 9/ 7.5 12/ 14 
Test 9.1 1.9 / 3.1 4.3/ 8 1.6 / 3.3 2.7 / 4.2 6/ 10 2.3 / 2.5 
Test 9.2 0.8/ 4.4 2/ 3.8 1.4/ 4.7 1.4 /6.5 3.4/ 5.6 1.9/ 5.7 
Test 9.3 5/ 7.4 1.8/ 2.9 6/ 8.3 4.8/ 7.8 1.9/ 2.2 5.9/ 8.4 
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eight is less than 0.8 m, the wave directions do not match 
he wind direction, and x ESw is more accurate. In Test 3.1, 
n the first day (17 October) the significant wave height was 
etween 0.8—1.5 m, but by the beginning of the second day, 
t had dropped to 0.4 m in the evening, and it rose again to
 m. The wave directions matched the wind direction by 
6% during Test 3.1. On the first day, both x ES and x ESw ac- 
urately replicate the route of the observation drifter, but 
n the second day, x ESw is more accurate. In Tests 6.1 and 
.2 ( Table 3 ), we see that if the speed of the drifter is slow
0.09—0.12 m/s) and the mean significant wave height is 
mall ( Hm0 < 0.7 m), then the most accurate result was x Ew 

AE = 4.2 and 4.4 km, and the use of Stokes drift and wind
ogether gave the most inaccurate result with MAE = 6.7 
nd 7.8 km ( Table 4 ). Also, in Test 7.1, the wave height
nd drift speed are small, and the most accurate result was 
chieved with x Ew . In Test 8.1, the mean wave height was 
mall ( Hm0 = 0.4 m) as well, but the drift speed was 1.5
imes higher than in Test 7.1. The average speed was 0.16 
/s ( Table 3 ), and the most accurate result was given by 
 ES . In Tests 9.1—9.3, both drift speed and wave height were 
igh, U > 0.16 m/s and Hm0 > 1.2 m. The smallest MAE of
est 9.1 was 3.1 km for x ES . Tests 9.2 and 9.3 were initiated
ne day apart, so they have an overlapping area. The most 
ccurate result was given by x Ew which seems to contradict 
he previous analysis. But, the fact that these movements 
ook place near the coast, where the water is shallow, can 
e an important factor. This is not reflected in the statistics 
f this study as that is not the scope of this paper. However, 
t was observed through analysis that if the drifter got close 
o the coast, then the most accurate result was given by x E 
n which only the Eulerian sea surface currents were used to 
odel the trajectory. 
In a shorter period of time (t < 24 h), Stokes drift and 

urrents ( x ES ) were statistically the most important factor 
nd gave the most accurate result while considering the en- 
ire picture. But, in the case of a longer simulation, the end 
osition of the drifter was closer to the final position of the 
rifter due to the combined effect of Stokes drift and wind 
463 
 x ESw ). When only x ESw was used, the speeds of the virtual
rifters were mostly overestimated. 

. Summary and conclusions 

he importance of Eulerian currents, windage, and the 
tokes drift was investigated for simulating the trajectory 
f the observed drifter. The performance of the Lagrangian 
odel was assessed in the Baltic Sea by using the trajec- 
ories of nine drifters from different periods under diverse 
ynamical conditions. When we looked at each drifter or 
rifter section, a Lagrangian trajectory close to almost ev- 
ry observation case was modelled by combining differ- 
nt input parameters like Eulerian currents, windage, and 
he Stokes drift. The calibration factors, which combine all 
hose parameters, varied across each case study. Since our 
im is to use the Lagrangian model for modelling marine 
itter such as plastic, the Eulerian currents and the Stokes 
rift were fully taken into account. The best windage fac- 
or for all the cases was α2 = 0.007. The results in terms of
imulation parameters may be site-specific and we did not 
onsider the design of the drifter. 
In order to evaluate the model’s performance, it is neces- 

ary to consider the complex processes occurring at sea. Un- 
ertainty of the virtual drifter which causes the modelling 
rrors depends on the magnitude of sub-grid processes (en- 
ers as a random perturbation) and the replicable features 
f the Eulerian flow field and morphometry. For example, 
he distance between two drifters launched at sea at the 
ame time and location (in Test 9, section 2.2 ) can increase 
o more than 2500 m in 56 h. In order to keep the virtual
rifters modelling as simple as possible, we did not take into 
ccount that three types of size drifters were used in the ob- 
ervations. Even observed drifters with the same dimensions 
an drift at different speeds at the same instants of time in 
he same area. For example, in Test 3, two drifters were 
eployed at the same time on 17 October. The speed corre- 
ation was only 0.34, and they had different speeds within 
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he same time intervals. However, the dimensions of float- 
ng particles must be taken into account in future studies. 

With this combination of input parameters, the 
agrangian particle tracking modelling framework ‘Ocean- 
arcels’ can simulate the trajectory of a drifter buoy 
 Figures 2—11 ). The mean error between the observed 
rifter buoy and the modelled one was between 0.7—7.8 
m during the two days ( Tables 2 and 4 ). 
The wind is strongly connected to the surface currents 

nd allows the prediction of the movement of the drifter. 
e found that the inclusion of surface waves (Stokes drift) 

n the models led to a more accurate prediction of the trans- 
ort of surface substances. The current proposed scheme 
orks best when the wave height is < 0.7 m. When the 
ignificant wave heights Hm0 > 1 m, and wave directions 
atched the wind direction, the Stokes drift becomes more 

mportant (like Tests 7 and 8 in GoR) than windage. While 
ave directions did not match the wind direction, adding 
 windage component improved the ability to replicate the 
est (Tests 3, 5 and 9). 
In a shorter period of time (t < 24 h), Stokes drift and 

urrents ( x ES ) are statistically the most important factor 
 Table 4 ) and give the most accurate result while consid- 
ring the entire picture. But, in the case of a longer simu- 
ation, the end position of the drifter is closer to the final 
osition of the drifter due to the combined effect of Stokes 
rift and wind ( x ESw ). When wave directions matched the 
ind direction then x ESw , the speeds of the virtual drifters 
ere mostly overestimated (Test 1, 2 and 8). 

• Eulerian currents are not sufficient to describe the tra- 
jectory of a drifter. 

• Wind drift ( α1 = 0.022) and Eulerian currents are promis- 
ing parameters to be considered for the simulation of the 
observed drifters. Stokes drift further improves the mod- 
elling accuracy. 

• There was a strong and straightforward connection be- 
tween the Stokes drift and the motions of the drifter 
when the significant wave height was Hm0 > 1 m. 

• To compute Lagrangian numerical trajectories in cases 
conducted in this study, the best fit was when the Eule- 
rian currents and the Stokes drift were fully taken into 
account, and the windage factor was α2 = 0.007. 

• The windage component improved replication ability 
when wave directions did not match the wind direction. 
When Hm0 > 0.7 m and the wave directions matched the 
wind direction, the Stokes drift and the Eulerian currents 
were more important than the windage factor. 
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Abstract Variations of temperature, salinity and oxygen of the Baltic Sea on interannual to 
decadal timescales were studied for the period from 1950 to 2020. Both observational data 
and the output of a numerical circulation model of the Baltic Sea were analyzed. In addition, 
we investigated the influence of atmospheric parameters and river runoff on the observed hy- 
drographic variations. Variability of sea surface temperature (SST) closely follows that of air 
temperature in the Baltic on all timescales examined. Interannual variations of SST are signif- 
icantly correlated with the North Atlantic Oscillation in most parts of the sea in winter. The 
entire water column of the Baltic Sea has warmed over the period 1950 to 2020. The trend is 
strongest in the surface layer, which has warmed by 0.3—0.4 °C decade −1 , noticeably stronger 
since the mid-1980s. In the remaining water column, characterized by permanent salinity strat- 
ification in the Baltic Sea, warming trends are slightly weaker. A decadal variability is striking 
in surface salinity, which is highly correlated with river runoff into the Baltic Sea. Long-term 

trends over the period 1950—2020 show a noticeable freshening of the upper layer in the whole 
Baltic Sea and a significant salinity increase below the halocline in some regions. A decadal 
variability was also identified in the deep layer of the Baltic Sea. This can be associated with 
variations in saltwater import from the North Sea, which in turn are influenced by river runoff: 
fewer strong saltwater inflows were observed in periods of enhanced river runoff. Further- 
more, our results suggest that changes in wind speed have an impact on water exchange with 
the North Sea. Interannual variations of surface oxygen are strongly anti-correlated with those 
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of SST. Likewise, the positive SST trends are accompanied by a decrease in surface oxygen. In 
greater depths of the Baltic Sea, oxygen decrease is stronger, which is partly related to the 
observed increase of the vertical salinity gradient. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ue to the brackish water conditions, the ecosystem in the 
altic Sea is unique and vulnerable. Most species already 
ive at the edge of their comfort zone and small changes in 
he water properties could cause shifts in the ecosystem. 
herefore, the question of how a changing climate affects 
he Baltic Sea is of particular interest. To investigate what 
hanges and variations of hydrography can already be ob- 
erved in the Baltic Sea is part of this work. The focus is 
ainly on the variations of temperature, salinity and oxygen 
s these are not only characteristic parameters for iden- 
ifying and comparing different types of watermasses but 
lso significantly determine the living conditions in marine 
cosystems. 
The Baltic Sea is a semi-enclosed basin in northeast 

urope and one of the largest brackish seas on Earth 
 Figure 1 ). On the long-term mean, salinity is consistent 
ith the water balance in the Baltic Sea ( Omstedt and Rut- 
ersson, 2000 ). The main components of the freshwater 
udget are river runoff, net precipitation (precipitation mi- 
us evaporation) and water exchange with the North Sea at 
he entrance area. Because of the dominant river runoff, 
he water budget is strongly positive and a general outflow 

f brackish Baltic Sea water into the Kattegat results from 

he freshwater surplus. This is compensated by an inflow 

f higher saline bottom water from the Skagerrak and Kat- 
egat into the Baltic Sea (for details see Leppäranta and 
yrberg, 2009 ). The basin-like topography with shallow sills 
estricts the horizontal spread of dense bottom water in 
he Baltic Sea. Irregular barotropic exchange flows such 
s Major Baltic Inflows (MBIs, Matthäus and Schinke, 1999 ) 
nd Large Volume Changes (LVC, Lehmann et al., 2017 ) are 
eeded to renew the bottom waters in the Baltic deeps. 
hose inflows take place sporadically and can be observed 
s high salinity and oxygen peaks in time series of the deep 
aters all the way from the western Baltic to the northern 
altic Proper ( Liblik et al., 2018 ; Mohrholz, 2018 ). There 
s no long-term trend in MBI occurrence ( Mohrholz, 2018 ) 
nd the frequency of large volume changes ( Lehmann and 
ost, 2015 ). Salinity changes in the Baltic Sea are rather 
ominated by multidecadal variability with a period of 
bout 30 years, likely driven by changes in river runoff and 
ind ( Kniebusch et al., 2019b ; Meier and Kauker, 2003 ). 
Water temperature in the Baltic Sea, especially in winter, 

ollows the two-layer structure determined by the salinity 
istribution. In the upper layer, the temperature is mainly 
riven by solar radiation and air-sea interactions. During 
ummer, an additional surface layer forms, separating the 
pper layer into a mixed layer and a cold intermediate layer 
elow. The permanent halocline, usually located at a depth 
f 40—80 m ( Leppäranta and Myrberg, 2009 ), prevents ver- 
467 
ical exchange and decouples the higher saline layer from 

he brackish surface layer. Temperature variations in and 
elow the halocline are mainly caused by advection from 

alt water inflows in this layer. Long-term trends of sea 
urface temperature show much greater warming in the 
altic Sea than the global mean, with the strongest trends 
ince the mid-1980s ( Kniebusch et al., 2019a ; MacKenzie and 
chiedek, 2007 ). In recent decades, SST trends of about 
.4—0.6 °C per decade have been observed in the Baltic 
ea ( BACC II Author Team, 2015 ; Lehmann et al., 2011 ;
iblik and Lips, 2019 ; Tronin, 2017 ). 
Oxygen content in the Baltic Sea is determined by up- 

ake from the atmosphere, vertical and lateral transport, 
nd consumption of oxygen by biogeochemical processes 
 Lehmann et al., 2022 ). As a result of the limited verti-
al convection through the halocline, deep water masses 
re often poorly oxygenated and anoxic conditions can be 
ound at the bottom. A strong increase of hypoxia in the 
altic Sea during the last century due to increased nutri- 
nt inputs and higher water temperatures was reported by 
arstensen et al. (2014) . During an MBI, oxygen-rich water 
s brought into the Baltic deeps, which might temporarily 
mprove the oxygen conditions and end anoxic states (e.g. 
eumann et al., 2017 ). 
Since the Baltic Sea is quite shallow, the dynamics are 

o a large extent wind-driven and variations in temper- 
ture, salinity and oxygen are closely linked to the pre- 
ailing atmospheric conditions. The climate of the Baltic 
ea region is strongly related to the atmospheric large- 
cale circulation. In particular, the North Atlantic Oscilla- 
ion (NAO) has a large impact on the Baltic Sea climate 
 Hurrell, 1995 ). A positive (negative) phase of the NAO is 
haracterized by a strengthened (diminished) near-surface 
ressure difference between the Icelandic Low and Azores 
igh, with stronger (weaker) than normal westerly winds. 
onsequently, a positive NAO is associated with warm and 
umid winters and a negative NAO with cold and dry win- 
ers over the Baltic area ( BACC I Author Team, 2008 ). The
nfluence of the NAO on the Baltic Sea can be observed in 
any different factors. Hänninen et al. (2000) showed a re- 

ationship between the NAO and river runoff to the Baltic 
ea: a positive phase of the NAO is related to increased 
unoff, followed by a decrease in the mean salinity. Their 
esults are confirmed by Zorita and Laine (2000) , who stud- 
ed the dependence of salinity and oxygen concentrations in 
he Baltic Sea on large-scale atmospheric circulation. They 
bserved decreased salinities at all depths and enhanced 
xygen conditions during strong meridional sea level pres- 
ure gradients over the North Atlantic. Andersson (2002) and 
ehmann et al. (2002) presented a correlation between the 
AO and changes in the Baltic sea level, and corresponding 
olume exchange with the North Sea, respectively. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 The Baltic Sea region with ICES subdivisions (with 
small modifications from Lehmann et al., 2014 ). Color scale 
shows sea depth in m. 
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The aim of this study is to provide a detailed investi- 
ation of changes in temperature, salinity and oxygen on 
ifferent time and space scales in the Baltic Sea for the pe- 
iod 1950 to 2020. The main questions we would like to ad- 
ress are: Which variability and trends can be identified in 
he three parameters during this period of 71 years? And 
o what extent can the observed variations be explained 
y the influence of the atmosphere and river runoff? The 
ormer is analyzed by comparing observational data with 
he output of a numerical circulation model of the Baltic 
ea. The data sets provide a sufficiently long period to in- 
estigate variability not only on annual and interannual but 
lso on decadal time scales and allow validation of the re- 
ults through comparison. Although many publications have 
nalyzed variations in the hydrography of the Baltic Sea 
e.g. BACC I Author Team, 2008 ; BACC II Author Team, 2015 ; 
niebusch et al., 2019a , b ; Liblik and Lips, 2019 ; Meier et al.,
022 ), few studies have investigated variations of temper- 
ture, salinity and oxygen over this long period in such 
etail. 
A detailed description of the data and methods used in 

his study is presented in the following section. The subse- 
uent results section consists of two parts: First, the varia- 
ions of temperature, salinity and oxygen in the Baltic Sea 
re described. In the second part, the atmospheric influence 
n the Baltic Sea hydrography is analyzed. Thereafter, the 
esults are discussed in Section 4 and the paper ends with a 
hort conclusion. 

. Data and methods 

.1. ICES data set on ocean hydrography 

n this study, data sets of temperature, salinity and oxy- 
en from the International Council for the Exploration of 
468 
he Sea (ICES) oceanographic database were used as obser- 
ational data ( ICES, 2022 ). The data sets consist of a col-
ection of CTD (Conductivity-Temperature-Depth) and bot- 
le measurements from the entire Baltic Sea, spatially av- 
raged across the ICES subdivisions (SD, see Figure 1 ) and 
ggregated to monthly means with a vertical resolution of 
 m stratum. It must be noted that the quality of spatially 
nd temporally averaged values may differ in the individ- 
al months and subdivisions, depending on how many mea- 
urements were available. Furthermore, negative oxygen is 
ot present in the ICES data set. The first measured values 
isted in the ICES data sets date from the end of the 19th
entury. However, there are large gaps in the data, espe- 
ially at the beginning of the time series, as there are no 
easurements for some years and months. Good data cov- 
rage is given in most SDs from the 1950s or 1960s onwards. 
n the Gulf of Bothnia (SD 30 and 31), the Gulf of Riga and
he Gulf of Finland (SD 32), there are large data gaps until 
he end of the 1970s ( Liblik and Lips, 2019 ), especially in
inter, because ice coverage makes measurements during 
he sea ice season which lasts on average from January to 
pril ( Leppäranta and Myrberg, 2009 ) difficult. This might 
ave an impact on the trend estimations which we discuss 
urther below. We used linear interpolation along the depth 
nd time axes to close smaller data gaps. For each subdivi- 
ion, we checked individually from which year onwards suf- 
cient data are available to make linear interpolation rea- 
onable. Particular care was taken to ensure that annual 
ycles in temperature and oxygen time series are well rep- 
esented. As a rule, the gaps were not allowed to be larger 
han three consecutive months. Since the data coverage in 
he individual subdivisions varies, the prepared time series 
re of different lengths. The longest period is from 1956 
o 2018 for the Arkona Basin (SD 24), the Bornholm Basin 
SD 25) and the southeastern Baltic Proper (SD 26) and the 
hortest period is from 1977 to 2018 for the Gulf of Bothnia 
SD 30 and 31) and the Gulf of Finland (SD 32). Finally, we
pplied a 3-month filter (moving average) to reduce noise 
nd irregularities in the data. 

.2. Baltic Sea model output 

arallel to the observational data, the output of the three- 
imensional coupled sea ice-ocean model of the Baltic 
ea (BSIOM, Lehmann et al., 2002 ; Lehmann and Hinrich- 
en, 2000 ) was analyzed and both data sets were compared 
ith each other. The Baltic Sea model has currently a hor- 
zontal resolution of 2.5 km, and the vertical structure is 
escribed by 60 layers, which allows resolving the upper 
00 m with layers of 3 m thickness and layers of 6 m thick-
ess below ( Lehmann et al., 2014 ). The model covers the 
ntire Baltic Sea, including the Kattegat and Skagerrak. At 
he western boundary, a simplified North Sea basin is con- 
ected to the model domain to provide characteristic tem- 
erature and salinity profiles in case of inflow situations 
rom the North Sea into the Skagerrak. Outflowing water 
eaving the model domain will be slowly relaxed at the sur- 
ace to typical North Sea salinity conditions. The model is 
urther forced by low-frequency sea level variations in the 
orth Sea/Skagerrak calculated from the BSI (Baltic Sea In- 
ex, Lehmann et al., 2002 ). 



Oceanologia 65 (2023) 466—483 

Table 1 Considered time periods and depths of surface layer, halocline and bottom layer for the selected ICES subdivisions. 

Considered 
time period 

Surface layer [m] Halocline depth [m] Bottom layer [m] 

ICES BSIOM ICES BSIOM ICES BSIOM 

Arkona Basin (SD 24) 1956—2018 0—10 1.5—10.5 30—40 31.5—40.5 40—45 40.5—46.5 
Bornholm Basin (SD 25) 1956—2018 0—10 1.5—10.5 50—60 49.5—58.5 80—90 82.5—91.5 
Eastern Gotland Basin (SD 28) 1959—2018 0—10 1.5—10.5 65—75 52.5—61.5 230—240 228—240 
Gulf of Finland (SD 32) 1977—2018 0—10 1.5—10.5 60—70 61.5—70.5 — —
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The hydrodynamic model is realistically forced using the 
RA5 global re-analysis in the preliminary extension version 
ack to 1950 ( Bell et al., 2021 ), with a 3-hourly temporal 
nd approximately 50 km spatial resolution, respectively. 
he forcing data were interpolated on the model grid. They 
nclude surface air pressure, precipitation, cloudiness, and 
ir- and dew point temperatures at 2 m height from the 
ea surface. Wind speed and wind direction at 10 m height 
rom the sea surface were calculated from geostrophic 
inds with respect to different degrees of roughness on the 
pen sea and off the coast ( Bumke et al., 1998 ). BSIOM 

orcing functions, such as wind stress, radiation and heat 
uxes were calculated according to Rudolph and Lehmann 
2006) . 
In addition, river runoff is included in a monthly mean 

unoff data set provided by HELCOM Baltic Sea Environ- 
ent Fact Sheets ( Johansson, 2016 ). Oxygen uptake at the 
ea surface is determined from the oxygen saturation con- 
entration using the modelled sea surface temperature and 
alinity values. The consumption of oxygen is modelled by 
ne pelagic and two benthic sinks due to microbial and 
acrofaunal respiration (for details see Lehmann et al., 
014 ). 
In this study, the output of the current model run from 

950 to 2020 is used. To obtain conditions as similar as pos- 
ible to the observational data, the modelled temperature, 
alinity and oxygen values were spatially averaged across 
he whole area of the ICES subdivisions and monthly means 
ere calculated. The time periods of the model data for 
ach subdivision were adjusted to those of the ICES data for 
etter comparability. Furthermore, we smoothed the data 
ith a 3-month filter just like the observational data. 

.3. Analysis and comparison of ICES observational 
ata and BSIOM data 

he Baltic Sea is divided into 11 subdivisions according to 
CES ( Figure 1 ). Four specific subdivisions were selected and 
nvestigated for variations in temperature, salinity and oxy- 
en: the Arkona Basin (SD 24), Bornholm Basin (SD 25), east- 
rn Gotland Basin with the Gulf of Riga (SD 28) and Gulf of 
inland (SD 32). Time series of temperature, salinity and 
xygen were considered at three representative depth lev- 
ls: at the surface, in the area of the halocline and at the 
ottom. For each depth level, the average was taken over 
 layer of about 10 m thickness. The depth of the halo- 
line was determined using the 5%, 50% and 95% percentiles 
f salinity profiles (see Figure 2 ), visually estimating where 
he salinity gradient is strongest. The exact depths can be 
469 
ound in Table 1 . In the Gulf of Finland, there is no per-
anent halocline at a specific depth. Instead, the pres- 
nce and depth of the halocline vary with the prevailing 
nflow and wind conditions ( Lehmann et al., 2022 ; Liblik and 
ips, 2017 ; Stoicescu et al., 2019 ). Therefore, after averag- 
ng the data, the halocline is not visible in the percentiles 
n Figure 2 . 

On the annual time scale, mean annual cycles of temper- 
ture, salinity and oxygen were calculated for each subdi- 
ision and the three depth levels (surface, halocline, bot- 
om) over the entire period (see Table 1 for the consid- 
red period in each subdivision). Time series of the monthly 
ean values with subtracted mean annual cycles were cre- 
ted to analyze the variability on longer than annual time 
cales. Linear trends were recalculated at all depths for the 
ntire period using linear regression. To examine whether 
he time series showed variability on decadal time scales, 
 10-year window trend was calculated using a moving av- 
rage. Pearson correlation coefficients between the time 
eries based on ICES and BSIOM data were determined to 
xamine the agreement between the two data sets. For 
ll correlation calculations, the annual cycles and linear 
rends of the time series were removed beforehand. Trend 
alues and Pearson correlation coefficients in the present 
ork were considered significant when the p-value was 
0.05. 

.4. Investigation of the atmospheric influence on 

he hydrography of the Baltic Sea 

he second part of this study deals with the influence of the 
tmosphere on the hydrography of the Baltic Sea. It is in- 
estigated whether the variations in temperature, salinity 
nd oxygen can be related to changes in atmospheric pa- 
ameters. For this purpose, the 2 m air temperature, zonal 
ind speed at 10 m height and precipitation from the ERA5 
eanalysis data set (see Section 2.2 ) were used. Like the 
ydrographic data, the atmospheric parameters have also 
een averaged over the ICES subdivisions and to monthly 
ean values beforehand. Time periods of the ERA5 data 
ere adjusted to those specified by the ICES data for each 
ubdivision (see Table 1 ). Time series with anomalies from 

he annual cycle of air temperature were compared and cor- 
elated with sea surface temperature anomalies based on 
CES and BSIOM data. Additionally, linear trends for the air 
emperature were calculated. 
The impact of freshwater inflow was investigated using 

iver runoff data provided by HELCOM ( Johansson, 2016 ), 
hich is also used as forcing in the Baltic Sea model. The 
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Figure 2 Percentiles (5% and 95%: dashed line, 50%: solid line) of temperature, salinity and oxygen profiles for SD 24 (period 
1956—2018), SD 25 (period 1956—2018), SD 28 (period 1959—2018) and SD 32 (period 1977—2018) based on monthly means of ICES 
observational data and BSIOM model output. The monthly mean data are filtered with a 3-month moving average. 
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ata set contains the sum of river discharge into the entire 
altic Sea and was used here with a temporal resolution of 
nnual mean values. Furthermore, the data were accumu- 
ated and smoothed with a 5-year moving average to relate 
hem to variations in salinity. 
Finally, the influence of the NAO on the atmospheric 

nd hydrographic parameters was examined. The winter DJF 
AO index by Tim Osborne (updated from Jones et al., 1997 ) 
as used for this purpose. Correlation coefficients were cal- 
ulated between the DJF NAO index and atmospheric and 
ydrographic parameters, which have been averaged over 

JF and detrended beforehand. c

470 
. Results 

.1. Trends and variability of temperature, salinity 

nd oxygen 

igure 2 provides an overview of the range of variability in 
emperature, salinity and oxygen for the subdivisions 24, 
5, 28 and 32 over the considered time periods. As depicted 
n the 5% and 95% percentiles, the range in which 90% of the
bserved and modelled values are located can be identified 
long the entire depth profile. The strongest fluctuations 
an be observed in temperature ( Figure 2 left panels), es- 
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ecially in the top 20—30 m of each subdivision. Values here 
ary approximately between 0 °C and 20 °C which is caused 
y the annual cycles in SST. Comparing the temperature per- 
entiles based on ICES data with those based on BSIOM out- 
ut ( Figure 2 , left panels), it is noticeable that both the 
ean depth profiles and the ranges of variability coincide 
ery well in all subdivisions. 
The stratification of the water column is clearly visible 

n the salinity profiles ( Figure 2 middle panels). In the upper 
ayer, the salinity is in the range of approximately 4—8 g 
g —1 , with decreasing values along the path from SD 24 to 
D 32. Much higher salinities can be found at the bottom 

ith up to 20 g kg —1 in the Arkona and Bornholm Basin. A 
trong salinity gradient between these two layers marks the 
epth of the halocline. In the Arkona Basin, the halocline is 
hown at a depth of about 30—40 m. Here, the increase in 
alinity gradient is somewhat more pronounced in the ICES 
ata than in the model. For the Bornholm Basin (SD 25), the 
alinity profiles of the ICES and BSIOM data are in very good 
greement. The halocline can be identified in this SD at a 
epth of 50—60 m. In SD 28, the location of the halocline in 
he model is slightly higher than in observation. It is located 
t a depth of about 50—60 m in the model and 65—75 m in
he observations. 
In all subdivisions, the layer above the halocline is nearly 

omohaline, while salinity in the lower layer continues to 
ncrease with depth. Fluctuations in salinity at the surface 
nd in the area of the halocline are very small compared 
o variations in temperature and oxygen in all subdivisions. 
he 5% and 95% percentiles are close together in these ar- 
as and differ by a maximum of about 1—2 g kg —1 (except 
n the Arkona Basin, where the range of variation can also 
e larger). In SD 24 and 25, the percentiles fan out at the 
ottom. Here, variations in salinity are dictated by irregular 
nflows of highly saline water from the North Sea in combi- 
ation with subsequent periods of stagnation. 
Oxygen profiles ( Figure 2 right panels) reflect the strat- 

fication defined by salinity. Above the halocline, the oxy- 
en content is highest and almost constant with depth in 
ll subdivisions. However, the absolute values can vary here 
n the range of 6 −10 ml l —1 , which is related to the an-
ual cycles in oxygen at the surface. The variability is less 
ronounced in the area of the halocline, while the 5% and 
5% percentiles fan out again at the bottom due to inflow 

vents. Mean profiles and variability ranges of oxygen are 
aptured very well by the Baltic Sea model. Especially in SD 

4 and 25, the percentiles based on ICES and BSIOM data 
atch almost perfectly. In the Gulf of Finland, the observed 
ottom oxygen concentrations seem to be higher than the 
odelled. 
A comparison between the observational data and model 

utput for the temporal evolution of temperature, salinity 
nd oxygen profiles for subdivisions 24, 25, 28 and 32 are 
resented in Appendix A ( Figure A1 to Figure A4 ). These fig- 
res clearly show the annual cycles in temperature and oxy- 
en at the sea surface. Furthermore, the varying depth of 
he halocline and the associated 2-layer structure of the wa- 
er column can be seen ( Figure A2 and Figure A3 ). The distri-
ution and temporal development of temperature, salinity 
nd oxygen are well captured by the model. Irregular major 
altic inflows (e.g. 1970, 1976, 1993, 2003 and 2014—2016), 
hich are accompanied by a strong increase in salinity, but 
471 
lso changes in temperature and oxygen, are represented in 
oth, observations and Baltic Sea model data. 
In the following, we take a closer look at the trends and 

ariations of temperature, salinity, and oxygen. It should 
e noted that the calculated trends from the observational 
ata can be easily biased by missing observations at the be- 
inning of the period. We calculated the trends for both ob- 
ervational and model data and found significant deviations 
n some cases. Therefore, in the following text, we mainly 
ocus and rely on model-based trends. 

.1.1. Trends and variations in temperature 

he time series of sea surface temperature with the mean 
nnual cycle subtracted ( Figure 3 ) show high interannual 
ariability for the whole Baltic Sea. In some months the 
onthly mean temperature deviates from the mean an- 
ual cycle up to ±4 °C ( Figure 3 , upper panel). To see how
ell the presented variations based on ICES and BSIOM data 
gree, correlation coefficients were determined. For the 3- 
onth filtered SST data, the coefficients range from 0.68 

n the Gulf of Finland to 0.87 in the Arkona and Bornholm 

asin. Therefore, the data sets agree very well at the sur- 
ace and the correlations are even better when annual av- 
rages of the SSTs are formed (r = 0.9 to 0.96). 
Linear trends of SST are significantly positive in all sub- 

ivisions considered (see Table 2 ). Annual mean SST has in- 
reased with a rate of about 0.3 °C decade −1 in SD 24, SD
5 (period 1956—2018) and SD 28 (period 1959—2018), and 
ith a higher rate of 0.4 °C decade −1 in the Gulf of Finland.
or SD 32, however, it is important to take the shorter time 
eriod (1977—2018) into account. Warming trends of annual 
ean SST based on ICES observational data and BSIOM out- 
ut coincide well. Linear trends over seasonally averaged 
ea surface temperature show stronger warming in summer 
han in winter ( Table 2 ). 
The 10-year window moving average of SST ( Figure 3 , up- 

er panel) indicates that the warming trend is not constant 
ver the entire period. In SD 24, SD 25 and SD 28, no dis-
inct warming is evident in the first 25 years of the period.
 continuous increase in SST can only be identified from 

bout 1984 onwards. This is shown by observational data 
s well as in the Baltic Sea model. The correlation coeffi- 
ients between the 10-year filtered data are high (r = 0.8 
o 0.9). While the variability and linear trends of sea sur- 
ace temperature are quite similar in all four subdivisions, 
here are differences between the basins in the remaining 
epth profile. In the Arkona Basin, the interannual variabil- 
ty of temperature after removing the annual cycle is still 
igh down to the bottom. A different pattern of tempera- 
ure variations is formed at the bottom of the Bornholm and 
otland Basin. There is less interannual variability, but ir- 
egular peaks in temperature associated with inflow events 
 Figure 3 , lower panel). This can be observed particularly 
ell with the BSIOM output, which shows weaker variations. 
In general, the correlations between ICES and BSIOM data 

t the bottom of SD 25 and 28 are lower than at the surface
r ≈ 0.4). In the Gotland Basin, the temperature fluctuations 
t the bottom are even smaller and less frequent than in 
D 25, which can be seen both in the observation and in 
he model (see Figure A3 ). Interannual variability dominates 
gain at the bottom of the Gulf of Finland, which is more 
ronounced in the ICES data than in the BSIOM data. 
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Figure 3 Anomalies from the annual cycle of 2 m air temperature (solid, black), sea surface and bottom temperature based on 
3-month filtered ERA5 data, ICES observational data (solid, red) and BSIOM model output (solid, blue) for SD 25 and the period 
1956—2018. Dashed lines show the 10-year moving average. Correlation coefficients are given for the correlation between 3-month 
(r 3-mo ) and 10-year (r 10-yr ) filtered BSIOM & ICES data, and between 3-month filtered ICES & ERA5 data (r 3-mo , red) and BSIOM & ERA5 
data (r 3-mo , blue). 

Table 2 Linear trends of SST (0—10 m) and 2 m air temperature in [ °C decade −1 ] for annual and seasonal (DJF — December, 
January, February; MAM — March, April, May; JJA — June, July, August; SON — September, October, November) means over the 
entire period. See Table 1 for the considered periods of each subdivision. SST trends are based on ICES observational and BSIOM 

model data, air temperature trends are based on ERA5 data. ∗ indicates trends that are not statistically significant (5% level). 

Annual mean DJF MAM JJA SON 

Arkona Basin (SD 24) ICES 0.36 0.09 ∗ 0.41 0.62 0.29 
BSIOM 0.25 0.23 0.33 0.27 0.16 
ERA5 0.34 0.33 0.42 0.3 0.29 

Bornholm Basin (SD 25) ICES 0.3 0.11 ∗ 0.41 0.45 0.22 
BSIOM 0.27 0.23 0.34 0.34 0.17 
ERA5 0.33 0.33 0.38 0.32 0.26 

Gotland Basin (SD 28) ICES 0.28 0.13 0.26 0.46 0.28 
BSIOM 0.28 0.24 0.28 0.34 0.26 
ERA5 0.33 0.37 0.34 0.34 0.3 

Gulf of Finland (SD 32) ICES 0.39 0.18 ∗ 0.24 0.53 0.57 
BSIOM 0.4 0.25 0.25 0.54 0.52 
ERA5 0.62 0.76 0.6 0.64 0.47 
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Temperature trend profiles are presented in Figure 4 . It 
s noticeable that all temperature trend profiles lie above 
ero. This means that the entire water column in the Baltic 
ea is warming. However, the warming is mostly not homo- 
eneous throughout the water column. All subdivisions have 
n common that temperature trends are strongest at the sur- 
ace and tend to decrease with depth. In the Arkona Basin, 
SIOM data show a trend of about 0.3 °C decade −1 at the sur- 
ace which decreases to about 0.2 °C decade −1 below. In the 
otland and Bornholm Basin, a layered structure is shown 
n the ICES data with a trend minimum above the halocline 
at about 40 m depth) and a maximum at the depth of the 
alocline itself (at about 60 m depth). The data thus in- 
icate that warming is strongest at the surface and in the 
rea of the halocline and lowest above the halocline and 
t the bottom. A deviating structure is shown by the model 
472 
n SD 25 and 28 because the BSIOM data have a minimum 

emperature trend in the area of the halocline. At the bot- 
om, however, the simulated and observed trends coincide 
ery well again with rates of 0.25 °C decade −1 in SD 25 and
.15 °C decade −1 in SD 28. The Gulf of Finland has a simi-
ar trend structure to that in the Arkona Basin. Temperature 
rends decrease from 0.5 °C decade −1 at the surface to 0.2 °C
ecade −1 at the bottom. There is no seasonality in temper- 
ture trends in the deep layer in most of the areas. 

.1.2. Trends and variations in salinity 
t the surface, the interannual variability of salinity is very 
ow. This is especially true for the Bornholm and Gotland 
asin and the Gulf of Finland ( Figure 5 , upper panel). Corre-
ations between ICES and BSIOM surface salinity are weaker 
han those observed in sea surface temperature in all sub- 
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Figure 4 Trends per decade of temperature, salinity and oxygen for SD 24 (period 1956—2018), SD 25 (period 1956—2018), SD 28 
(period 1959—2018) and SD 32 (period 1977—2018) based on ICES observational data (solid line) and BSIOM model output (dashed 
line). 
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ivisions. Correlation coefficients are between 0.4 and 0.5 
or the 3-month filtered data as well as for the annual mean 
ata in SD 24 and SD 32. The data sets in SD 25 and 28 agree
uch better (see Figure 5 , upper panel). Here, the correla- 

ion coefficients are 0.68 and 0.76 for the 3-month filtered t

igure 5 Anomalies of surface salinity (upper panel) and bottom 

ional data (solid, red) and BSIOM model output (solid, blue) for SD
oving average. Correlation coefficients are given for the correlatio

CES data. 

473 
urface salinity and between 0.8 and 0.9 for annual mean 
alues. 
A decrease in salinity at the surface can be observed 

n all subdivisions ( Table 3 ). Linear trends over the en- 
ire period show a significant decrease of 0.05—0.08 g kg —1 
salinity (lower panel) based on 3-month filtered ICES observa- 
 25 and the period 1956—2018. Dashed lines show the 10-year 
n between 3-month (r 3-mo ) and 10-year (r 10-yr ) filtered BSIOM & 
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Table 3 Linear trends of surface salinity (0—10 m) in [g kg —1 decade —1 ] for annual and seasonal (DJF, MAM, JJA, SON) means 
over the entire period. See Table 1 for the considered periods of each subdivision. ∗ indicates trends that are not statistically 
significant (5% level). 

Annual mean DJF MAM JJA SON 

Arkona Basin (SD 24) ICES —0.05 0.07 ∗ —0.08 —0.12 —0.07 
BSIOM —0.08 —0.07 —0.08 —0.1 —0.08 

Bornholm Basin (SD 25) ICES —0.06 —0.06 —0.06 —0.06 —0.06 
BSIOM —0.08 —0.08 ∗ —0.08 —0.08 —0.09 ∗

Gotland Basin (SD 28) ICES —0.21 —0.14 —0.25 —0.28 —0.19 
BSIOM —0.12 —0.11 —0.11 —0.12 —0.12 

Gulf of Finland (SD 32) ICES —0.21 —0.19 —0.18 —0.22 —0.26 
BSIOM —0.03 —0.02 ∗ —0.02 ∗ —0.02 ∗ —0.03 ∗
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ecade −1 in the Arkona and Bornholm Basin. The trends 
ased on the Baltic Sea model and the observational data 
atch closely here. As can be seen in Table 3 , the nega- 
ive salinity trends prevail in all seasons and no significant 
ifferences in the seasonal cycle are pronounced in SD 24 
nd SD 25. In the eastern Gotland Basin, the model shows 
tronger freshening trends of 0.12 g kg —1 , but no significant 
reshening is visible in the Gulf of Finland from BSIOM data. 
he ICES data show a much stronger freshening in these ar- 
as. However, this might be an artificial signal due to the 
rregularity in the data. 

The 10-year moving average of surface salinity anomalies 
 Figure 5 , upper panel) shows a pronounced decadal vari- 
bility in SD25. This can also be observed in SD 24 and SD 

8 (not shown). Increasing salinities can be seen from the 
eginning of the period until the end of the 1970s and early 
980s in these areas. Thereafter, the surface salinity de- 
reases until about 2000, where a minimum is shown in SD 

5, SD 28 and in the BSIOM data of SD 24. Since then a slight
ncrease in the data can be observed again. In the Bornholm 

nd eastern Gotland Basin, the 10-year window trends based 
n ICES data correlate very well with those based on BSIOM 

utput (r = 0.82 for SD 25 and r = 0.9 for SD 28). In the Gulf
f Finland, the 10-year filtered ICES surface salinity data 
how a permanent decrease throughout the period, which is 
ore pronounced at the beginning until about 1990. 
In the area of the halocline of SD 25 and 28, the 10-year 

indow trend of salinity shows a strongly declining salinity 
rom 1980 onwards with a striking minimum around 1992. 
his minimum is also clearly depicted in the salinity profiles 
f Figure A3 . At the bottom, strong peaks of salinity due 
o major inflow events can be observed at irregular inter- 
als in SD 25 and 28 ( Figure A2 , Figure A3 , Figure 5 lower
anel). Particularly strong inflow events can be observed 
.g. in 1970 and 2003, where the salinity anomaly is quickly 
aised by up to 5 g kg —1 in the deep layer of the Bornholm
asin. There is a complete lack of strong salinity peaks be- 
ween 1983 and 1993. The Baltic Sea model shows fewer 
alinity inflows than the ICES data in the Bornholm and Got- 
and Basin. However, the particularly strong inflow events 
re represented very closely by the model. 
Both data sets indicate a decadal variability of large salt- 

ater inflows with a period of about 30 years through their 
0-year moving average in SD 25 (see Figure 5 , lower panel) 
nd SD 28. However, the investigated time period is too 
hort to conclude a regular variability with such a period. 
474 
 similar pattern can be observed in the 10-year moving av- 
raged bottom salinity of the Gulf of Finland. Here, how- 
ver, it is not the irregular peaks due to major inflows that
ominate the deep layer salinity, but a pronounced inter- 
nnual variability ( Figure A4 ). In the Arkona Basin as well, 
nterannual salinity variations at the bottom are high and 
he decadal variability, on the other hand, is very weak. 
From the salinity trend profiles in Figure 4 , it becomes 

lear that the long-term trends behave differently at the 
ottom than at the surface. While declining salinity trends 
an be observed in the upper layer, the tendency in the deep 
ayer is towards positive trends. The difference is most ob- 
ious in the Bornholm Basin. Below the halocline, there are 
ignificant positive trends of about 0.2 g kg —1 decade −1 . In 
he Gotland Basin and the Gulf of Finland, no increase in 
he deep layer salinity can be observed over the entire pe- 
iod, but trends are almost zero. The ICES and BSIOM salinity 
rend profiles in the Arkona Basin deviate from each other. 
hile the Baltic Sea model shows a slight decrease through- 
ut the entire water column, the observational data indi- 
ate an increase of salinity in the lower 40 m of the basin
ith maxima at 20 m and 40 m depths. 

.1.3. Trends and variations in oxygen 

rom Figure 6 , a strong interannual variability of oxygen is 
oticeable in all subdivisions at the surface. Correlations 
etween surface oxygen anomalies based on BSIOM and ICES 
ata are highest in the Arkona and Bornholm Basin (r ≈ 0.6, 
ee Figure 6 ). In SD 28 and SD 32, the time series are less
onsistent (r SD28 = 0.45 and r SD32 = 0.2). 
Table 4 shows a significant decrease in surface oxygen 

oncentrations in the entire Baltic Sea over the period under 
onsideration. Linear trends lie between —0.05 and —0.08 
l l —1 decade −1 in all subdivisions. Seasonal trends demon- 
trate a higher decline in surface oxygen concentrations in 
ummer (from June to August) than in winter ( Table 4 ). No
articular decadal variability is evident in the 10-year win- 
ow trend of the surface oxygen anomalies ( Figure 6 , upper 
anel). Similar to that in temperature, the 10-year mov- 
ng average is close to zero and nearly constant until the 
id-1980s, and only from then on, a clear decline can be 
bserved. This pattern applies to all subdivisions and both 
ydrographic data sets. Overall, the variability and trends 
n surface oxygen are similar to those of temperature, since 
oth parameters are linked by the change in solubility de- 
ending on varying water temperature. 
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Figure 6 Anomalies of surface oxygen (upper panel) and bottom oxygen (lower panel) based on 3-month filtered ICES observa- 
tional data (solid, red) and BSIOM model output (solid, blue) for SD 25 and the period 1956—2018. Dashed lines show the 10-year 
moving average. Correlation coefficients are given for the correlation between 3-month (r 3-mo ) and 10-year (r 10-yr ) filtered BSIOM & 

ICES data. 

Table 4 Linear trends of surface oxygen (0—10 m) in [ml l —1 decade —1 ] for annual and seasonal (DJF, MAM, JJA, SON) means 
over the entire period. See Table 1 for the considered periods of each subdivision. ∗ indicates trends that are not statistically 
significant (5% level). 

Annual mean DJF MAM JJA SON 

Arkona Basin (SD 24) ICES —0.07 0.02 ∗ —0.07 —0.12 —0.05 
BSIOM —0.05 —0.05 —0.07 —0.06 —0.03 

Bornholm Basin (SD 25) ICES —0.05 0 ∗ —0.08 —0.08 —0.03 
BSIOM —0.05 —0.05 —0.07 —0.06 —0.03 

Gotland Basin (SD 28) ICES —0.08 —0.05 —0.03 —0.15 —0.09 
BSIOM —0.05 —0.05 —0.05 —0.06 —0.04 

Gulf of Finland (SD 32) ICES —0.16 —0.14 —0.17 —0.21 —0.13 
BSIOM —0.07 —0.05 —0.04 —0.09 —0.09 
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In the area of the halocline, variations of oxygen are 
tronger than at the surface. In addition to strong inter- 
nnual variability, the 10-year moving average shows a pro- 
ounced minimum around 1970 and a maximum around 1990 
n the Bornholm and eastern Gotland Basin. This pattern is 
imilar to that of salinity in the same depth but reversed. It 
s also evident from the oxygen profiles in Figure A3 . 

At the bottom, there are large differences between the 
xygen time series of the individual subdivisions: while 
nterannual variations dominate in the Arkona Basin, only 
rregular fluctuations cause variations of oxygen in SD 25 
nd SD 28 ( Figure 6 , lower panel, Figure A1 —A3 ), which
an be related again to inflow events from the North Sea. 
nomalies with peaks up to 4 ml l —1 can be observed with 
igh frequency in the Bornholm Basin. Here, the BSIOM 

utput shows more frequent fluctuations than the ICES 
bservational data. For example, no marked fluctuations 
an be observed in the ICES data for the period 1980—1993, 
ut there are some in the Baltic Sea model ( Figure 6 ). This
s reflected in the correlation coefficient between the two 
ata sets, which is about 0.5 in the bottom oxygen in SD 25. 
owever, both data sets have in common that the intensity 
475 
nd frequency of such oxygen anomalies have decreased 
ince mid-1990. In the eastern Gotland Basin, the oxygen 
oncentration at the bottom is zero most of the time (see 
igure A3 ). Only a few inflows can raise the oxygen content
ere to about 2 ml/l for a short time (e.g. in 1970, 1993 and
003). The Gulf of Finland shows a strong interannual signal 
n bottom oxygen concentration again. Just as in the area 
f the halocline of the other basins, the 10-year moving 
verage has a pronounced maximum around 1990 at the 
ottom of SD 32. 
The oxygen trend profiles ( Figure 4 ) are negative in all 

ubdivisions and across the entire water column. The de- 
rease in oxygen is weakest at the surface and tends to in- 
rease with depth. At the bottom of the Arkona Basin, a 
ecrease in oxygen up to —0.2 ml l —1 decade −1 can be seen. 
n SD 25, there is a maximum decrease with —0.3 ml l —1 

ecade −1 at 70 m depth. BSIOM data and ICES observations 
gree almost exactly here ( Figure 4 , upper right). A smaller 
aximum with about —0.2 ml l —1 decade −1 is shown in the 
astern Gotland Basin at 40 m depth with the ICES data and 
t about 60 m with the BSIOM data. The strongest trend can 
e observed at about 60 m depth in the Gulf of Finland, 
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Figure 7 Upper panel: Annual mean river runoff to the Baltic 
Sea (thin line). In addition, the 5-year moving average (thick 
line) and the total mean for the period 1959—2018 (horizontal 
line) are shown. Middle panel: Zonal wind speed anomaly for 
SD 24 based on ERA5 data, smoothed with a 5-year moving av- 
erage. Lower panel: Volume averaged salinity smoothed with 
a 5-year moving average based on ICES (red) and BSIOM (blue) 
data for SD 28. The green (orange) shaded ranges indicate pe- 
riods with positive (negative) anomalous runoff. 
here BSIOM data show an oxygen decrease up to —0.2 ml 
 

—1 decade −1 . No remarkable seasonality is shown in the neg- 
tive oxygen trends in the deep layer of the Baltic Sea. 

.1.4. Correlations between the variations in 

emperature, salinity and oxygen 

n order to investigate more closely whether there are con- 
ections between the described variations in temperature, 
alinity and oxygen that indicate common forcing factors, 
he time series were correlated with each other. At the 
urface, strong anticorrelations were found between the 3- 
onth filtered temperature and oxygen anomalies, which is 
ot surprising due to their connection by solubility. This con- 
ection is particularly pronounced in the Baltic Sea model 
utput with correlation coefficients of −0.98 in all subdivi- 
ions. The ICES data show slightly lower correlations (r = 

0.6 to —0.7) between surface temperature and oxygen 
ime series. 
In the depth of the halocline, a particularly negative cor- 

elation (r = −0.9 in ICES and r = −0.96 in BSIOM data) 
etween salinity and oxygen anomalies is noticeable in SD 

8 and SD 32. Low salinities are associated with high oxy- 
en concentrations and vice versa. This observation can be 
xplained by the vertical movement of the halocline. Oxy- 
en conditions deteriorate at a given depth as the halocline 
ises. In the Bornholm Basin, this relationship is also visible, 
ut not that pronounced (r = 0.5 in ICES and BSIOM data). 

.2. Analysis of the atmospheric influence on the 

altic Sea hydrography 

.2.1. Impact of the air temperature 

s can be seen in Figure 3 , the air temperature anomalies 
rom the annual cycle fit very precisely with the SST anoma- 
ies in SD 25 over the entire time period. The correlation co- 
fficient between ICES SST and air temperature is 0.8, and 
.9 between BSIOM SST and air temperature in this basin, as 
ell as in the Arkona Basin. In SD 28, the correlations are 
lightly lower and lowest in the Gulf of Finland with r ≈ 0.6 
etween air temperature and ICES SST, and r ≈ 0.7 with the 
SIOM surface temperature. From the seasonally averaged 
ime series of SD 32 (not shown), it becomes clear that the 
ifferences in sea surface and air temperature are partic- 
larly pronounced in winter (from December to February). 
ignificantly higher correlations are determined with annual 
ean anomalies of the sea surface and air temperature. The 
orrelation coefficients lie then predominantly between 0.9 
nd 0.98 in all subdivisions. 
Table 2 shows that temperature trends in the period from 

950 to 2018 are very similar in the atmosphere and the sea 
urface in all subdivisions. The long-term trend of air tem- 
erature in the Arkona, Bornholm and eastern Gotland Basin 
or the period 1956/59—2018 is about 0.33 °C decade —1 (see 
able 2 ). A significantly stronger trend in air temperature is 
oticeable in the Gulf of Finland for the period 1977—2018. 
ith a rate of 0.62 °C decade −1 , the atmospheric warming 

s higher than observed in the water temperature in this 
rea. Seasonally, the trend of air temperature is strongest 
rom December to February in SD 32 (0.76 °C decade −1 , see 
able 2 ). Also in the eastern Gotland Basin, the strongest 
tmospheric warming takes place in winter (DJF). In SD 24 
476 
nd SD 25, however, the maximum trends are observed from 

arch to May. The trends are weakest in all subdivisions 
rom September to November. 

.2.2. Impact of the freshwater inflow 

igure 7 (upper panel) shows the annual mean river runoff
nto the Baltic Sea. For the period 1959—2018, the total 
ean river discharge was 15.5 × 10 3 m 

3 s —1 . No long-term 

rend can be observed in the runoff for this period, but 
here are alternating dry and wet periods lasting for a cou- 
le of years to a decade. Particularly wet periods can be 
bserved between 1969 and 1976 or between 2002 and 2009 
orange ranges in Figure 7 ). The runoff was above the mean 
alue during 1978—1990 and 1996—2002 (green ranges). 
hen comparing the runoff time series with the volume 
veraged salinity of SD 28, we notice that salinity clearly 
ecreased during periods with anomalous strong runoff and 
ncreased during dry periods. As described above, particu- 
arly strong saltwater inflow events followed by high peaks 
n the deep layer salinity of SD 28 could be observed in 
970 and 2003 (see Figure A3 ). These major Baltic inflows 
ie exactly in the periods with low runoff to the Baltic Sea 
nd are responsible for the increase in average salinity from 

igure 7 . In contrast, no strong saltwater inflows were ob- 
erved in the eastern Gotland Basin during the wet periods. 
n the 5-year filtered zonal wind speed ( Figure 7 , middle 
anel), positive anomalies can be observed during both the 
articularly wet and dry periods. Especially in the period 
979—1990, a strong increase in zonal wind speed is striking. 
The observed influence of river runoff into the Baltic Sea 

n variations in salinity on decadal timescales is confirmed 
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Table 5 Correlation coefficients between accumulated anomalies of runoff to the Baltic Sea (inverted) and sea surface 
salinity and volume averaged salinity respectively. All-time series are smoothed with a 5-year moving average. ∗ indicates 
correlations that are not statistically significant (5% level). Values with footnotes indicate higher correlations when a time lag 
is considered. The footnote represents the lag in years. 

SD 24 SD 25 SD 28 SD 32 

Surface salintiy ICES 0.86 0.79 0.84 0.23 ∗

BSIOM 0.59 0.67 3 0.63 0.69 3 0.80 0.81 2 0.27 ∗

Volume averaged salinity ICES 0.44 0.52 0.60 2 0.71 0.81 3 0.44 
BSIOM 0.59 0.73 4 0.55 0.78 4 0.67 0.79 4 0.48 0.50 1 

Figure 8 Sea surface salinity (0—10 m) filtered with a 5-year moving average of SD 28 for the period 1959 to 2018 based on ICES 
data and 5-year filtered accumulated anomalies of runoff of the Baltic Sea (inverted). The correlation coefficient is 0.84. 
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y correlation calculations. Correlation coefficients were 
etermined between the accumulated runoff anomaly and 
he volume averaged and surface salinity of each subdivision 
 Table 5 ). For the volume averaged salinity, the correlation 
s highest in the eastern Gotland Basin (r ≈ 0.7 when no lag 
s considered). It is remarkable that higher coefficients (r 
0.8) are obtained when a lag of 2—4 years is taken into 

ccount. Here, the runoff anomaly precedes the change in 
alinity and the correlations become significantly worse with 
 shift in the other direction. Even higher correlations can 
e seen between the accumulated river runoff anomaly and 
alinity at the surface. The relationship with surface salin- 
ty in the eastern Gotland Basin is illustrated in Figure 8 . 
owever, high correlation coefficients are obtained not only 
n SD 28 but also in the Arkona and Bornholm Basin at the 
urface ( Table 5 ). In general, correlations with surface salin- 
ties based on the BSIOM model output are smaller than with 
he ICES data. Better correlation coefficients were obtained 
or the model data when a lag of 2—3 years was considered. 
gain, the runoff anomaly precedes the change in salinity. 
n the Gulf of Finland, there is no significant correlation be- 
ween surface salinity and accumulated river runoff. 

.2.3. Impact of the NAO 

he winter NAO index for the period 1956—2018 is presented 
n Figure 9 . It is noticeable that positive and negative phases 
f the NAO alternate at irregular intervals of usually several 
ears. First, direct correlations between the winter NAO in- 
ex and variations in temperature, salinity and oxygen are 
nvestigated. Significant correlations are observed between 
477 
he winter NAO index and sea surface temperature anoma- 
ies in SD 24, SD 25 and SD 28 (see Table B1 ). The coefficients
ange between 0.5 and 0.6 and decrease from the western 
o eastern basins. From Figure 9 it is clear that especially 
he positive NAO phases coincide well with positive tem- 
erature anomalies. A slightly weaker and negative correla- 
ion (r ≈ −0.4 to −0.6) can be seen between the NAO index 
nd the surface oxygen anomalies in these basins. An influ- 
nce of the NAO on surface salinity can only be detected in 
he Arkona Basin ( Table B1 ). Again, mainly the positive NAO 

hases are associated with increasing surface salinity in SD 

4. The negative anomalies match less (see Figure 9 ). 
In the surface layer of SD 32, no impact of the NAO is

vident. The influence of the NAO is also not clear in the 
eeper layers of the Baltic Sea. Correlation coefficients are 
ostly low or not statistically significant. However, a strik- 

ng pattern can be observed in the area of the halocline in 
D 28 as well as at the bottom of SD 32 for the period from
983 to the end of the 1990s: the positive NAO phases are 
ssociated with a strongly negative salinity and positive oxy- 
en anomaly (see Figure B1 ). In the remaining period, this 
orrelation is not clear, so the correlation coefficients are 
eak (r = —0.3 and r = 0.3 respectively). 
In addition, the influence of the NAO on atmospheric pa- 

ameters over the Baltic Sea in winter was investigated (not 
hown). The impact on the temperature in 2 m height and 
onal wind speed is very pronounced. Positive (negative) 
AO phases are associated with positive (negative) tem- 
erature and wind speed anomalies. The correlation coeffi- 
ients are 0.7 for both temperature and zonal wind speed in 
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Figure 9 Winter (DJF) NAO index (bars) for the period 1956—2018 and DJF-mean temperature (black), salinity (green), oxygen 
(magenta) at the surface (0—10 m) based on ICES data for SD 24. 
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ll subdivisions. For precipitation, the correlation is weaker: 
n the Bornholm Basin there is no statistically significant cor- 
elation at all, and the strongest relationship can be found 
n the Gulf of Finland (r = 0.53). 

. Discussion 

n the present paper, we provide a detailed overview of the 
ariations of temperature, salinity and oxygen in the Baltic 
ea that can be observed in the period 1950 to 2020. The 
esults of both hydrographic data sets investigated, ICES ob- 
ervational data and BSIOM model output, coincide well in 
he selected subdivisions. There are high interannual varia- 
ions in sea surface temperature which closely follow vari- 
tions in air temperature. On interannual time scales, the 
AO strongly controls the variability of the sea surface and 
ir temperature in winter. Linear trends over the period 
rom 1950 to 2020 show significantly increasing sea surface 
nd air temperatures of about 0.3 to 0.4 °C decade −1 in all 
ubdivisions studied. The trends are significantly stronger 
ince the mid-1980s compared to the first half of the obser- 
ation period. Increasing water temperatures can not only 
e observed at the sea surface but throughout the entire 
ater column in the Baltic Sea. In salinity, pronounced vari- 
bility on annual and decadal timescales is indicated during 
he period 1950 to 2020. Decadal variations of surface salin- 
ty are strongly controlled by the accumulated river runoff, 
hich can explain about 70% of the variability. In the deep 
ayer salinity, the decadal variability is associated with vari- 
tions in saltwater import from the North Sea, which in turn 
re influenced by river runoff and the prevailing wind con- 
itions. The long-term trends over the period 1950—2020 
how a freshening of the upper layer and stagnating or in- 
reasing salinities in the deep layer of the Baltic Sea. This 
rend pattern in salinity is associated with a rising of the 
alocline and a strengthening of the stratification across 
he halocline. Surface oxygen depicts strong variations on 
nnual and interannual timescales that are strongly anti- 
orrelated with the SST due to solubility. Linked to the rising 
emperatures, the oxygen is significantly decreasing during 
he period 1950—2020 in the Baltic Sea with stronger trends 
ince the mid-1980s. Additionally, eutrophication intensifies 
oth the primary production of organic matter and oxygen 
onsumption needed for its degradation ( HELCOM, 2009 ; 
ehmann et al., 2014 b). 
478 
Trends and variations in temperature, salinity and oxygen 
or different time periods and regions of the Baltic Sea have 
lready been the subject of several studies. High correla- 
ions between SST and air temperature in the Baltic Sea and 
 strong link with the NAO index in winter were also found by
.g. Bradtke et al. (2010) , Janssen (2002) and Tinz (1996) .
he observed trends in sea surface temperature are con- 
istent with earlier estimates as well: 0.3 °C decade —1 

n the southeastern Baltic Sea for the period 1960—2015 
 Rukšėnien ė et al., 2017 ) and 0.5 °C decade −1 for the pe-
iod 1982—2016 ( Liblik and Lips, 2019 ). Calculations of SST 
rends from satellite measurements since the beginning of 
he 1980s show a greater increase in the northern areas of 
he Baltic Sea (i.e. Gulf of Bothnia, Gulf of Finland, northern 
altic Proper) than in the rest of the basin ( Bradtke et al.,
010 ; Lehmann et al., 2011 ; Liblik and Lips, 2019 ). As noted
y previous studies (e.g. Liblik and Lips, 2019 ; Stramska and 
iałogrodzka, 2015 ), the warming trends in SST are stronger 
n summer than in winter ( Table 2 ). Furthermore, our re- 
ults show that besides the surface, especially in and within 
he halocline a strong warming exists. This is probably re- 
ated to the inflow of water from the North Sea that has 
lso warmed at the surface. However, vertical movement of 
he halocline could also play a role. 
Opposite salinity trends for the upper and deep layers of 

he Baltic Sea were also observed by Liblik and Lips (2019) .
or the period 1982—2016, they detected a freshening of 
he upper layer and increasing salinity in the deep layer 
f the Baltic Sea with comparable magnitudes. However, 
his trend pattern is not consistent with the findings of 
orita and Laine (2000) , who reported a homogeneous evo- 
ution of salinity in the entire water column for the period 
962—1996. The contradictory results can be related to the 
ifferent periods considered and the pronounced decadal 
ariability in both the upper and lower layer salinity. As 
hown in this work, the decadal variability of the surface 
alinity is strongly linked to the accumulated river runoff
 Table 5 , Figure 8 ). Periods of increased river runoff are fol-
owed by lower surface salinities and vice versa. 

The influence of river discharge on salinity in the 
altic Sea is the subject of numerous studies (e.g. Liblik 
nd Lips, 2019 ; Meier and Kauker, 2003 ; Radtke et al., 
020 ; Winsor et al., 2001 ). Liblik and Lips (2019) cannot 
xplain all the decadal variability of surface salinity by 
ccumulated river runoff, since the two quantities do not 
orrelate well in their observations between 2002 and 2009 
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see their Figure 9). Instead, they suggest that decadal 
hanges in vertical salt flux contribute as well. In our 
bservations, however, the courses of accumulated river 
unoff and surface salinity match closely between 2002 
nd 2009 ( Figure 8 ). This could indicate that vertical salt 
ux might play a smaller role in decadal surface salinity 
hanges than assumed by Liblik and Lips (2019) . However, 
urther investigations are needed to clarify this question. 
s noted by Radtke et al. (2020) , we can see the impact 
f river runoff not only on surface salinity but also on the 
ccurrence of MBIs: strong inflow events occurred in periods 
f reduced river runoff and fewer in periods of enhanced 
unoff. High correlation coefficients between accumulated 
iver runoff and volume-averaged salinity ( Table 5 ) support 
his observation. It is noticeable that the correlations with 
olume-averaged salinity are higher when lags of 2—4 years 
re considered (runoff precedes salinity changes). The time 
ag confirms the indirect influence, since changes in deep 
ayer salinity only occur when the inflow water from the 
attegat has spread along the topography. 
Our results are furthermore in agreement with Meier and 

auker (2003) , who explained about 50% of the decadal 
hanges in mean salinity by accumulated runoff anoma- 
ies. However, they found that another significant part of 
he decadal variability of mean salinity is caused by the 
ow-frequency variability of zonal wind speed. Enhanced 
onal wind over the Baltic Sea is linked with intensified 
recipitation over the catchment and increased river runoff
o the Baltic, and reduces the activity of strong saltwater 
nflows at the same time ( Meier and Kauker, 2003 ). This 
onnection is also indicated in our results ( Figure 7 ), which 
how that zonal wind speeds over the Arkona Basin are 
xceptionally high during periods of increased runoff and 
ecreasing mean salinity in the Baltic Sea. However, it 
s still unclear whether the changes in saltwater inflow 

ctivity are related to changes in runoff, or whether an 
tmospheric pattern can be identified that influences river 
unoff and inflow activity independently. 
We further observed that the zonal wind speed over 

he Baltic Sea is strongly controlled by the NAO ( Table B1 ). 
his suggests that the NAO also has an influence on the 
olume exchange with the North Sea. However, correlations 
etween the winter NAO index and salinity anomalies in 
he Baltic Sea are mostly not clear in our observations. 
ehmann et al. (2002) studied the impact of NAO on water 
xchange with the North Sea (independent of the salinity of 
he water) and found a clear relation: a high positive phase 
f the NAO is related to increased inflows into the Baltic 
ea and a negative NAO favours outflow conditions. In this 
ase, it is important to note that inflow into the Baltic Sea 
oes not only mean major Baltic inflows, which increase 
he bottom salinity in the Baltic Sea but also inflows with 
ower salinity, which cannot be detected in our salinity 
ime series. This could explain why we have difficulties in 
dentifying the influence of the NAO on salinity changes in 
he Baltic Sea. 
As also noted by Zorita and Laine (2000) , we observed 

ecadal variability in oxygen in the area of the halocline 
f the Bornholm and eastern Gotland Basin and at the bot- 
om of the Gulf of Finland, which is strongly anti-correlated 
o the decadal variability in salinity in these areas. There 
s a pronounced minimum in salinity around 1990 in these 
479 
reas, which can be linked to the absence of MBIs during 
983—1993 and the associated weakening of the halocline. 
n the Gulf of Finland, the halocline vanished completely 
uring this time. Due to mixing, oxygen-rich water from the 
pper layer can then reach greater depths. However, since 
he 1990s, salinity increased again in these areas, which has 
esulted in a strong oxygen decrease in the last decades. 
aximum negative trends up to −1 ml l −1 decade −1 in the 
rea of the halocline (eastern Gotland Basin) have also been 
eported by Lehmann et al. (2022) . 
For the assessment of the results, it is important to 

riefly point out the main limitations or uncertainties of 
oth data sets. The Baltic Sea model has a limited hori- 
ontal (2.5 km) and vertical resolution (3 m), and approx- 
mations (e.g. hydrostatics, incompressibility) are applied 
n the model. Accordingly, the simulation of vertical mix- 
ng processes is restricted, which could be a reason for the 
nderestimated depth of the halocline by BSIOM in the east- 
rn Gotland Basin and for differing structures in the trend 
rofiles. Furthermore, we observed fewer salinity peaks at 
he bottom of SD 28 with BSIOM data ( Figure A3 ), suggesting
hat the exact spread of water masses in the deep layer is 
ifficult to model. The simplified bottom topography of the 
odel could play a role here. A relatively simple approach 

s used for modelling oxygen consumption in the water col- 
mn, which does not resolve the complex biogeochemical 
ycle. Nevertheless, the variability and distribution of oxy- 
en overall are well represented by the Baltic Sea model. 
he ICES observational data, on the other hand, do not cor- 
espond exactly to reality either. Data density in individual 
onths and subdivisions can vary greatly. The data are more 
epresentative if there are many measurements in a month, 
hich were taken over the entire subdivision and not only 
t a few stations. Especially in the northern subdivisions, it 
ust be assumed that fewer measurements were taken in 
inter than in summer due to ice coverage. This can ex- 
lain differences in the seasonal trends between ICES and 
SIOM data. For example, ICES observational data show a 
uch stronger decrease in surface salinity than the model 
ata in SD 28. This might be partly related to a lack of mea-
urements in the Gulf of Riga at the beginning of the time 
eriod. Fewer measurements in winter may also be the rea- 
on for the stronger haline stratification shown in the model 
ompared to the observational data in the Gulf of Finland. 
hen the Gulf of Finland is covered with ice in winter, the 
ater below is protected from interactions with the atmo- 
phere, which could cause stronger stratification of the wa- 
er column. In addition, the accuracy of the measured val- 
es might not be consistent over the time period, as differ- 
nt methods were used (CTD and bottle measurements). 
Various processes in the Baltic Sea itself, but also influ- 

nces from its surrounding and the atmosphere have differ- 
nt effects on changes in the hydrography. We were able 
o explain some of the variations through atmospheric in- 
uences and the impact of river runoff. However, there are 
till many open questions that are worth further investiga- 
ion in the future. For example, what hydrographic varia- 
ions can be observed on larger timescales than presented 
ere? In this context, Börgel et al. (2018) already indicate 
hat the Atlantic Multidecadal Oscillation can play an impor- 
ant role and have an impact on salinity in the Baltic Sea, 
lthough this should be investigated in more detail. 
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ppendix A. Time series of temperature, 
alinity and oxygen 

igure A1 Time series of temperature, salinity and oxygen 
anels) and BSIOM model output (right panels) of SD 24 (Arko
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igure A2 Time series of temperature, salinity and oxygen 
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Figure A3 Time series of temperature, salinity and oxygen profiles based on monthly means of ICES observational data (left 
panels) and BSIOM model output (right panels) of SD 28 (Eastern Gotland Basin) for the period 1959—2018. The monthly mean data 
are filtered with a 3-month moving average. 

Figure A4 Time series of temperature, salinity and oxygen profiles based on monthly means of ICES observational data (left 
panels) and BSIOM model output (right panels) of SD 32 (Gulf of Finland) for the period 1977—2018. The monthly mean data are 
filtered with a 3-month moving average. 
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ppendix B. Correlations with the NAO index 

igure B1 Winter (DJF) NAO index (bars) for the period 1959
rea of the halocline based on ICES data for SD 28 (eastern Go
AO index and the salinity and oxygen time series are given. Th

Table B1 Correlation coefficients between winter (DJF) NAO
and BSIOM data and atmospheric parameters based on ERA5 d
that are not statistically significant (5% level). 

SD 24

Surface temperature ICES 0 .53
BSIOM 0 .59

Surface salinity ICES 0 .36
BSIOM 0 .41

Surface oxygen ICES —0 .44
BSIOM —0 .61

2 m air temperature ICES 0 .71
Zonal wind speed BSIOM 0 .73
Precipitation ERA5 0 .28
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Abstract The paper presents a prediction of bed form parameters (length and height) in the 
remote foreshore of the non-tidal sea. The study site is located in the south Baltic region, near 
the Coastal Research Station (CRS) in Lubiatowo, Poland (ca. 1—2 Nm off the shoreline at depths 
of around 16—20 m). The study site is an area with hydrodynamics and lithodynamics typical 
of the south Baltic coast, built of fine sands. Predictions are based on numerical modelling 
with an input of measured data. Numerical modelling uses assumptions of specific relations 
of sand wave height and length with shear stress, grain size, kinematic viscosity, or storm 

event frequency. To establish these relations for the study area, wave, sea temperature and 
wind data were collected near CRS Lubiatowo. To verify the predictions made in this research, 
bathymetric data from a field survey in the study area was used. The results show that the flow 

is mostly current-dominated. Sand waves formed by hydrodynamic conditions in this area have 
a steepness of 0.01 to 0.02, a length of 40 to 70 m and a height of 0.6 to 2.3 m. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ea bottom features of various characteristics, such as sub- 
queous sand waves or ripples, influence roughness and flow 

onditions, and thus also sediment transport. Furthermore, 
arge sand waves appearing or migrating on the sea bot- 
om can create navigation hazards, undermine submarine 
ipelines or block intake valves. More detailed research on 
he morphology and dynamics of such bed forms will make 
t possible to reduce these potential risks and increase our 
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nderstanding of sediment transport ( Whitmeyer and 
itzgerald, 2008 ). 
In the remote foreshore of a non-tidal sea, such 

s the Baltic Sea, where depths are between 15 
nd 20 m, sediment motion is possible and can be 
ntense, but only under specific hydrodynamic con- 
itions ( Rudowski et al. 2008 ; Stella et al. 2019 ; 
 ścinowicz et al. 2014 ). Ostrowski et al. (2018) and 
tella et al. (2019) proved that synergic nonlinear in- 
eraction between storm waves and wind-driven currents 
eads to intensive sediment transport. Stella (2021) showed 
hat seabed level changes in this region usually vary be- 
ween 0.3 and 0.5 m, but can reach up to 0.7 m. Ad- 
itionally, Kubacka et al. (2016) , Rudowski et al. (2008) , 
tella (2021) and U ścinowicz et al. (2014) pointed out the 
xistence of larger and smaller seabed forms which migrate 
n the remote nearshore zone at depths of around 16—20 m. 

The study aimed to investigate the characteristics of bed 
orms under the impact of wave- and wind-driven current 
nteraction and to verify methods of predicting bed form 

agnitudes. Determining the dimensions of these struc- 
ures will help in future research by providing information 
n what needs to be considered when modelling sediment 
ransport in the remote foreshore of the non-tidal sea (es- 
ecially when measured data is not available). Predicting 
he size of these "obstacles" to flow will make it possible 
o describe them more accurately. Verification of various 
rediction models allows the selection of the best possible 
ethod of calculating the height and length of bed forms. 
hese studies are aimed at enriching the knowledge of the 
argest bed forms that may occur under given hydrodynamic 
onditions and of their average characteristics. 

. Study site 

easurements used in this article were made within a rect- 
ngular polygon in the South Baltic Sea, approximately 2.5 
m from the Polish shore ( Figure 1 ). A short distance in- 
and from the shoreline, there is the Coastal Research Sta- 
ion (CRS) in Lubiatowo, which belongs to the Institute of 
ydro-Engineering of the Polish Academy of Sciences (IBW 

AN). The region is a typical Polish open sea coast with sandy 
eaches ( Cerkowniak et al., 2017 ; Ostrowski et al., 2015 ). 
he height of the tides in the whole Baltic Sea is negligi- 
le. Therefore, hydrodynamic and lithodynamic processes 
re determined by waves and wind currents. Storm events 
ave the greatest impact on the dynamics at depths anal- 
sed here (around 16—20 m). The study site can be consid- 
red representative of sandy shores not only in Poland but 
lso in the entire south and southeast Baltic Sea. 
Along the foreshore in the vicinity of Lubiatowo, the 

eabed slope is mildly contoured in an NNW direction 
ith an average inclination of about 9 ° (to the 10 m iso- 
ath). The nearshore bathymetric layout is non-uniform, 
hile further, up to 15 m depths, isobaths are parallel 
o the shore. In the cross-shore profile of the study site, 
here are 4 stable submerged sandbars at distances of 80—
00, 150—180, 300—350, and 500—550 m from the shore 
 Szmytkiewicz et al., 2021 ). A grain analysis performed by 
zmytkiewicz et al. (2021) showed that sediments on the 
ea bottom are composed mainly of fine-grained quartz sand 
485 
ith an average diameter d 50 of around 0.22 mm. The anal- 
sis was performed on 46 samples taken from the area at 
epths of up to 14 m. According to Pruszak et al. (2008) ,
he density of the ground skeleton of the seabed equals 
s = 2650 kg m 

—3 . The grain diameter of samples taken 
rom the bottom within the polygon analysed in this pa- 
er is about 0.13 mm and the sediment is well sorted. The 
eabed at depths of around 18 m is built mainly of fine sand,
ith a little admixture of silt in some areas ( Ostrowski and 
tella, 2020 ; Stella et al., 2019 ). 

. Bed form characteristics 

here are many ways to predict bed form characteristics 
nder waves, but it is harder to predict their properties 
hen currents are introduced. Depending on its strength, 
 current can either variously affect the height and length 
f sand waves (weak current) or completely change their 
ype (strong current). Under interaction between waves and 
 weak current, sand waves exhibit mainly characteristics 
ypical of wave bed form, sometimes with an asymmetric 
hape. 
The characteristics of bed forms are influenced by the 

ntensity of hydrodynamic processes as well as the angles 
f wave and current directions. For a wave-dominated flow, 
ed forms are symmetrical, with a steep crest and a gen- 
le trough, whereas under current-dominated conditions, 
hey are asymmetrical, with a gentle forward slope and a 
teep lee slope ( Lu et al., 2015 ). When waves and currents
re in dynamic equivalence, bed forms exhibit combined 
haracteristics. In order to distinguish between different 
ypes of bed forms, Li and Amos (1998) used the factor u ∗w 

u ∗c 
epresented by bed shear velocity for waves-only ( u 

∗
w ) and 

urrent-only ( u 

∗
c ) conditions. Current-dominated bed forms 

ccur when u ∗w 
u ∗c 

< 0.75, wave-current bed forms occur for 

.75 < 

u ∗w 
u ∗c 

< 1.25, wave-dominated bed forms appear when 

.25 < 

u ∗w 
u ∗c 

< 2, and pure wave bed forms develop when 2 <
u ∗w 
u ∗c 
. 
The angle between the waves and the current 

ffects the shape of seabed forms. For example, 
aas et al. (2021) showed that various angles between the 
aves and current flow lead to the formation of different 
ypes of ripples (such as ladder-back, tile-shaped or lunate 
nterference ripples). Lacy et al. (2007) showed in their 
esearch that when the angle between the waves and the 
urrent decreases, the impact of the current on bed forms 
ncreases, and what is more, the three-dimensionality and 
rregularity of bed forms increase as well. The angle be- 
ween the waves and the current affects the magnitude of 
hear stress. The non-linear wave-wind current interaction 
s strongest when the flow is collinear. When the current 
ows in the same or opposite direction as the propagation 
f the waves, maximum bed shear stresses are the same 
hen the wave-current flow is orthogonal, shear stress has 
 completely different value. In such a case, the wave- 
urrent non-linear interaction is weakest ( Malarkey and 
avies, 1998 ). 
Numerous laboratory studies ( Southard, 1971 ; 

outhard and Boguchwal, 1990 ) and field investiga- 
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Figure 1 Study site with the measurement polygon (source of the bathymetry: https://portal.emodnet-bathymetry.eu/ ). 
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Table 1 Location of the edges of the study site area. 

Point number Location 

1 54 °50 ′ 14 ′ ′ N 17 °48 ′ 37 ′ ′ E 
2 54 °49 ′ 57 ′ ′ N 17 °48 ′ 45 ′ ′ E 
3 54 °50 ′ 22 ′ ′ N 17 °51 ′ 03 ′ ′ E 
4 54 °50 ′ 38 ′ ′ N 17 °50 ′ 54 ′ ′ E 
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Table 2 Input parameter values used in numerical mod- 
elling. 

Parameter Values 

Grain size d 50 0.13 mm 

Depth h 17 m 

Storm event frequency σ se 7 per year 
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ions ( Aliotta and Perillo, 1987 ; Boothroyd and Hub- 
ard, 1975 ; Dalrymple and Rhodes, 1995 ; Dalrymple et al., 
978 ; Gabel, 1993 ; Mazumder, 2003 ; McCave, 1971 ; 
an Rijn, 1984 ; Yalin, 1964 ; Zarillo, 1982 ) have been carried 
ut to predict the size of sand waves. As a result of those 
tudies, bed form morphology is defined as a function of 
ow depth, grain size and flow velocity or shear stress. 
According to research by Gail (1990) , in order to classify 

edimentary structures, it is important to specify their phys- 
cal characteristics. Another approach is based on size mea- 
ured in terms of spacing (length). As bed form spacing is a 
ontinuum ranging from slightly less than 1 m to more than 
,000 m, arbitrary values of 5, 10 and 100 m are suggested 
o differentiate between “small”, “medium”, “large”, and 
very large” forms. The ranges of bed form spacing and (cal- 
ulated) mean heights are 

λ= 0.6—5.0 m, η = 0.075—0.4 m for small forms; 
λ = 5.0—10.0 m, η = 0.4—0.75 m for medium forms; 
λ = 10.0—100.0 m, η = 0.75—5.0 m for large forms; 
λ = > 100 m, η = > 5.0 m for very large forms. 

. Methods 

.1. Field measurements 

athymetric measurements, side-scan sonar images and 
ave data were collected in an area where depths ranged 
etween 16.4 and 20.6 m. The study polygon extends paral- 
el to the shore, and its dimensions are 2.6 km × 0.53 km. 
he coordinates of the points defining the edges of the study 
ite are given in Table 1 . 

.1.1. Bathymetry and seafloor features 
he bathymetry was measured with a multibeam sonar 
ultibeamResonSeaBat 7125 mounted on the bow of a boat 
uring a research cruise in 2018. The device worked at a 
requency of 400 kHz, and the accuracy of depth measure- 
ents was less than 1 cm. Prior to the bathymetric measure- 
ents, the speed of sound was measured in the water col- 
mn at 0.5 m intervals, and the sonar was calibrated. During 
he cruise, 22 profile passes were made every 25 m, each 
500 m long. Leica SmartNet was used as the source for RTK 
orrections, and IXBlueOctans 1000 was used to support the 
ositioning compensator. Positioning during the cruise was 
ccurate to 2—5 cm. Images taken with a side-scan sonar 
lein 3900 in November 2017 were also used in this study. 
uring the survey, 15 profile passes were made at 40 m in- 
ervals. The device was towed on a cable line 6—9 m above 
he seabed, its frequencies were 445 kHz and 900 kHz, and 
487 
he horizontal and vertical beam widths were 0.21 °, 40 °, 
espectively. 

.1.2. Waves 
ave conditions were measured using a Directional Wa- 
erider buoy DWR-7 Mk. III. The buoy was moored at a loca- 
ion around 1.5 Nm from the shore with coordinates 54 °50 ′ N 

nd 17 °50 ′ E, where the depth was approximately 18 m. The 
easuring period lasted from Oct. 2017 to Oct. 2018. Varia- 
ions in the water surface elevation were measured contin- 
ously for 17 minutes every hour, then processed and stored 
n a data logger. In addition, raw data and statistics were 
lso transferred by radio to the receiver, then saved on a 
ard disk of a computer in CRS Lubiatowo. The measure- 
ents were taken with an accuracy of 0.01 m. 

.1.3. Wind 

he wind parameters were collected near CRS Lubiatowo 
54 °48.70 ′ N, 17 °50.43 ′ E) where a 22 m mast with a cup
nemometer SW-48 (produced by MORS, Poland) is located. 
he distance between the mast and the shoreline is 150 m. 
nfortunately, the presence of tree crowns a few meters 
elow the measuring device caused additional roughness, 
aking the wind parameters biased. Furthermore, the pres- 
nce of trees and the distance of the mast inland from the 
ea reduce the wind speed compared to the wind blowing 
n the open sea. In order to minimize the measurement 
ias, Stella (2021) proposed a correction of the wind ve- 
ocity. The method is based on the formula transforming the 
land” wind speed ( W land ) to the “sea” wind speed ( W sea ) 
sing the following equations: 

 sea = 1 . 76 W land + 1 . 92 [ m/s ] for W land > 1 m/s (1)

 sea = 3 . 68 W land for W land < 1 m/s (2) 

.2. Numerical modelling 

ed form characteristics were estimated and calcu- 
ated using the MATLAB numerical computing environ- 
ent on the basis of existing equations developed by 
alrymple et al. (1978) , Flemming (1988) , Hulscher (1996) , 
an Rijn (1984) and Yalin (1964) and adapted to the condi- 
ions of the remote foreshore of the Baltic Sea. The input 
arameters used in modelling are given in Table 2 . 
Measured current data were not available for that pe- 

iod, so they had to be estimated numerically based on 
ind velocities. Stella et al. (2019) developed and veri- 
ed a model for calculating the mean wind-driven current 
rom the wind-induced flow. Given that the wind-induced 
ow velocity in the surface layer is equal to 3% of the wind
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Table 3 Mean monthly water temperature and kine- 
matic viscosity. 

Year Month T mean — mean water 
temperature [ °C] 

ε — kinematic 
viscosity [m 

2 /s] 

2017 10 12 1.24E-06 
2017 11 9 1.35E-06 
2017 12 5 1.53E-06 
2018 1 3 1.63E-06 
2018 2 2 1.68E-06 
2018 3 1 1.74E-06 
2018 4 5 1.53E-06 
2018 5 9 1.35E-06 
2018 6 14 1.18E-06 
2018 7 19 1.04E-06 
2018 8 22 9.65E-07 
2018 9 18 1.06E-06 
2018 10 15 1.15E-06 
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peed when that speed is up to 8 m/s and 3.5% for winds 
xceeding that speed, the distribution of velocity can be 
alculated. Stella et al. (2019) analysed cases in which the 
ow was dominated by a wind-induced current separately 
rom those in which a wave-induced flow was dominant. In 
he former, the velocity distribution can be represented by 
 logarithmic vertical distribution. In the latter cases, the 
istribution is represented by a two-layered model of tur- 
ulent viscosity that leads to the logarithmic distribution of 
he flow within the thin nearbed layer but produces a lin- 
arly variable velocity in the water column. What is more, 
he model includes interaction between the waves and the 
urrent. As the presence of the wave bed boundary layer 
ffects the wind-driven current through additional rough- 
ess, the estimations include a so-called apparent bottom 

oughness. More detailed descriptions of the steps leading 
o obtaining the wind-induced current velocity profile are 
iven in a study by Stella et al. (2019) . 
In an area where depths are between 14—20 m, the 

ind-current direction is almost always the same as the 
irection of the wind, especially during storm events, 
strowski et al. (2018) . Hence, in calculations made for pur- 
oses of this research, it is assumed that the direction of the 
ind current is the same as that of the wind. 
To estimate bed form types, the Li and Amos (1998) as- 

umption was applied. Bed shear velocities for waves-only 
 u 

∗
w ) and current-only ( u 

∗
c ) conditions were calculated on 

he basis of measurements performed within the study site 
etween Oct. 2017 and Oct. 2018. The conclusion from re- 
earch by Hulscher (1996) is that morphological forms at the 
ea bottom are closely related to the water’s kinematic vis- 
osity ε, . Hence, the wave length of a bed form can be es-
imated from the equation 

= 0 . 16 · 10 2 
√ 

2 ε 
σse 

(3) 

here σ se is the frequency of storm events, and ε represents 
he kinematic viscosity of water. The magnitudes of ε are 
iven in Table 3 . The calculations of this parameter were 
ased on the monthly mean temperature recorded by the 
488 
ave buoy near CRS Lubiatowo. The storm frequency in the 
eriod from Oct. 2017 to Oct. 2018 amounted to 7 per year 
when H s exceeded a magnitude of 3.0 m). The magnitudes 
f kinematic viscosity and storm event frequency were used 
o calculate the sand wave length according to formula (3). 
Van Rijn (1984) modelled the sand wave height based on 

he shear stress and grain size as follows: 

η

h 

= 0 . 11 
(

d 50 

h 

)0 . 3 (
1 − e −0 . 5 T s 

)
( 25 − T s ) (4) 

here h is the flow depth, η is the sand wave height, 
nd T s = ( τ−τcr 

τcr 
) , where τ is the shear stress, and τ cr is

he critical shear stress. The sand wave length depends 
nly on the water depth according to the relation τ = 7 . 3 h .
he assumption in this model is that no sand waves will 
evelop when the magnitude of shear stresses is below 

he critical value, as there will be no sediment transport. 
an Rijn’s (1984) equation for η is true for τ< 26 τ cr because, 
ccording to his study, after τ exceeds this value, all bed 
orms will be washed away. Yalin (1964) , on the other hand, 
stimated the relationship between the bed form height and 
hear stress as follows: 
η

h 

= 

1 
6 

(
1 − τcr 

τ

)
(5) 

The critical shear stress corresponds to a Shield stress 
alue of 0.05, denoting the incipient motion of sediment 
rains. Bed form heights were calculated using Van Rijn’s 
elation of this parameter with shear stress and grain size as 
ell as Yalin’s (1964) relation of this parameter with shear 
tress. Published studies indicate that the height and length 
f sand waves are directly related. According to the height- 
pacing relationship determined by Flemming (1988) : 

= 0 . 0677 λ0 . 8089 (6) 

r Dalrymple et al. (1978) : 

= 0 . 0635 λ0 . 733 (7) 

The sand wave height was calculated on the basis 
f relations proposed by Dalrymple et al. (1978) and 
lemming (1988) using Hulscher’s wave length. In order to 
erify the estimations of bed form characteristics, cross- 
ections of bed forms observed in a bathymetry map (with a 
rid size of 0.2 m x 0.2 m) from 2018 were used ( Figure 2 ). 

. Results 

everal selected side-scan sonar images of the seabed with 
and waves are presented in Figure 3 . 
The occurrence percentages of specified magnitudes of 

he relation between bed shear velocities for waves-only 
nd current-only conditions are given in Table 4 . 
It appears that a current- and wave-current dominated 

ow occurred for most of the time (58%), which should have 
esulted in asymmetric bed forms with a gentle forward 
lope and a steep lee slope. However, during the remain- 
ng 42% of the time, conditions favoured the formation of 
ave-dominated and pure wave bed forms. 
The predicted values of the sand wave length based on 

he kinematic viscosity and storm event frequency function 
nd of the sand wave height after Van Rijn and Yalin are 
iven in Table 5 . 
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Figure 2 Bathymetry map. Multibeam sonar measurements of November 2017. 

Table 4 Occurrence of different bed form types on the 
sea bottom between October 2017 and October 2018. 

Magnitude 
of ( u 

∗
w ) 

( u ∗c ) 

Occurrence 
percentage [%] Bed forms type 

< 0.75 37 current-dominated 
0.75—1.25 21 wave-current 
1.25-2 11 wave-dominated 
> 2 31 pure wave 
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t
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The computational results show that hydrodynamic 
onditions in 2017—2018 favoured the formation of bottom 

orms with a steepness of 0.01—0.02, with lengths from 

bout 40 to 70 m and heights from 0.6 to 2.3 m. In order
Table 5 Sand wave length and height predictions. 

Year Month λ Sand wave length [m] η Van Rijn’

2017 10 53.48 0.67 
2017 11 55.80 0.72 
2017 12 59.41 0.69 
2018 1 61.32 0.73 
2018 2 62.25 0.65 
2018 3 63.35 0.68 
2018 4 59.41 0.67 
2018 5 55.80 0.59 
2018 6 52.17 0.64 
2018 7 48.98 0.66 
2018 8 47.18 0.65 
2018 9 49.45 0.65 
2018 10 51.50 0.63 

489 
o verify the above estimations, cross-sections ( Figure 4 ) of 
ed forms observed in a bathymetry map from 2018 were 
sed. 
Figure 4 shows that the length of sand waves varied from 

bout 30 m to around 80 m, and their height was around 
.4 to 1.4 m. It can also be seen that some of the observed
ed forms had one gentle slope and others a slightly steeper 
ne. 
The sand wave heights predicted according to 

lemming (1988) and Dalrymple et al. (1978) using Hulsher’s 
ave length are given in Table 6 . 
A comparison of the calculated sand wave heights with 

hose observed in cross-sections suggests that both formulas 
verestimate this dimension, but the equation proposed by 
alrymple et al. (1978) gives better results than the one by 
lemming. 
s sand wave height [m] η Yalin’s sand wave height [m] 

2.32 
2.07 
2.23 
1.97 
2.00 
2.03 
2.03 
1.60 
1.91 
1.77 
1.81 
2.03 
1.81 
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Figure 3 Images from a side-scan sonar survey, November 2017. 
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. Discussion 

he model of sediment transport and changes in seabed 
orphology aimed to determine the lengths ( λ) and heights 

 η) of sand waves to be expected in the region analysed. 
he results show that sand waves formed by hydrodynamic 
onditions in this area should have a steepness of 0.01 to 
.02, a length of 47 m to 63 m, and a height of 0.6 m to 2.3
. On the other hand, measured bed-form cross-sections 

 Figure 4 ) show bed forms with a length of 30 m to around
0 m and a height of around 0.4 m to 1.4 m. As it turns out,
alin’s model of sand wave height overestimates this param- 
ter by about 100%. Predictions from Van Rijn’s model are 
n the mean range of observed heights. The magnitude of 
ength predicted by Hulscher’s relation corresponds to the 
ean value of measured lengths, but this formula is sensi- 
ive to changes in storm event frequency and should be used 
490 
ith some caution. Figure 5 represents the sensitivity of this 
odel. The �λmean represents the difference between sand 
ave lengths averaged over viscosity. Differences in the es- 
imated sand wave length are largest for a frequency of 2—4 
torms per year, where �λmean ranges from 11 to 42 m. For 
se between 5 and 11 storms per year, differences in lengths 
re between 2 and 7 m. For frequencies of more than 12 
torms per year, the �λmean is less than 2 m. 
The relation established by Dalrymple et al. (1978) yields 

ed form height values close to the maximum observed in 
he cross-sections, which suggests that this equation could 
e used to estimate the highest possible sand waves. 
The classification scheme recommended by the SEPM 

edforms and Bedding Structures Research Symposium 

 Gail, 1990 ) uses the height of bed forms calculated from
heir spacing (length) according to Flemming’s formula. Ac- 
ording to this approach, bed forms observed within the 
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Figure 4 Cross-sections of bed forms observed within the study area. 

Table 6 Sand wave height predicted on the basis of its relationship with sand wave length. 

Year Month λ Sand wave length [m] η Flemming’s sand wave height [m] η Dalrymple et al.’s sand wave height [m] 

2017 10 53.48 1.69 1.17 
2017 11 55.80 1.75 1.21 
2017 12 59.41 1.84 1.27 
2018 1 61.32 1.89 1.30 
2018 2 62.25 1.91 1.31 
2018 3 63.35 1.94 1.33 
2018 4 59.41 1.84 1.27 
2018 5 55.80 1.75 1.21 
2018 6 52.17 1.66 1.15 
2018 7 48.98 1.58 1.10 
2018 8 47.18 1.53 1.07 
2018 9 49.45 1.59 1.11 
2018 10 51.50 1.64 1.14 
Wave height calculated on the basis of observed wave length 
minimum 30 1.06 0.77 
maximum 80 2.34 1.58 

491 
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Figure 5 Dependence of average changes in wave length �λmean on the frequency of storms ( σ se ) 
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tudy area with a spacing of 30 m to 80 m have a height
f 1.06 m to 2.34 m. On the other hand, according to the 
quation of Dalrymple et al. (1978) the height of these 
and waves should range from 0.77 m to 1.58 m. The mag- 
itudes of these dimensions put them in the category of 
arge subaqueous sand waves. In fact, the observed height 
f some bed forms is rather smaller, which suggests clas- 
ifying them in the group of medium subaqueous sand 
aves. 
The proper topographical description of bed form pat- 

erns is very important, as it defines bottom roughness and 
hus regulates the shear stress over the flow. It is a very 
mportant parameter in many hydrodynamic and morphody- 
amic models. 
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Abstract The general characteristics of tidal currents in the entrance of the Khor Abdullah at 
Iraq marine water, located at the northwest tip of the Arabian Gulf, were studied based on re- 
alistic current measurements. The velocity measurements used in this study extended to about 
one year, which was never previously available in this vital region of the Arabian Gulf. The re- 
sults illustrated that this area is characterized by strong currents exceeding 1 m/s during both 
ebb and flood tides, driven by local water level variations. The maximum currents recorded 
during the study period were 1.65 and 1.36 m/s at the ebb and flood tides, respectively. Ad- 
ditionally, the monthly averages of ebb currents are higher than those of flood currents. The 
harmonic analysis results revealed that the tidal effect explained approximately 98% of the 
variation in water currents, with the remaining percentage due to residual currents. Among 
the 35 tidal components used in harmonic analysis, the M 2 component was the main contribu- 
tor to tidal currents variation in the area, followed by S 2 , K 1 , N 2 , and O 1 . The residual current 
seems to have a low effect on the currents variations in the area, with maximum values not ex- 
ceeding 0.0677 and 0.058 m/s during the ebb and flood tides, respectively. The results obtained 
give a general view of the tidal current behavior and could be beneficial for several aspects of 
marine and coastal engineering as well as shipping and navigation activities in this region. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he study of tidal hydrodynamics in coastal water is highly 
rioritized due to their direct impacts on overall maritime 
ctivities and ecosystems stability in these water systems. 
owever, studying tidal hydrodynamics can be useful in un- 
erstanding the transport and distribution of materials, con- 
truction of coastal infrastructure, and shipping processes in 
arbors and ports. Moreover, it can help determine the ap- 
ropriate locations for wastewater effluent from industrial 
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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nd domestic activities. Among the main oceanic currents, 
idal currents play a fundamental role in physical processes 
n coastal regions. Tidal currents are generated and coincide 
ith the rising and falling of the tide; the vertical motion of 
ater causes the water to move horizontally, creating cur- 
ents ( Boon, 2013 ). Generally, tidal currents are responsi- 
le for water exchange processes between the coastal and 
pen sea, consequently, they are the most essential mecha- 
ism responsible for the transport of material from or to the 
oastal systems ( Kowalik et al., 2015 ; Sterl et al., 2020 ). 
owever, tidal currents can break up pollutants or carry 
hem farther toward the open sea. Moreover, tidal currents 
ave the most significant effect on sediment transport in 
he coastal regions and, thus, on morphological changes by 
nducing erosion or sedimentation processes in these areas 
 Truong et al., 2021 ). Furthermore, understanding the tidal 
urrents patterns could enhance navigation safety, particu- 
arly in the shallow coastal regions at the entrance of bays 
r estuarine systems. 
Traditionally, there are two direct ways to measure 

idal currents, the Lagrangian and the Eulerian methods 
 Poulain and Centurioni, 2015 ). Tidal currents measure- 
ents by the Lagrangian method are conducted simply by 
dding something to the water and following it as it moves. 
eanwhile, the Eulerian approach involves placing an in- 
trument in a fixed position and measuring how fast the 
ater flow at that location. The most valuable data on 
idal currents, particularly for long periods of observations, 
ould be obtained by installing special instruments anchored 
o the seafloor (moorings) or mounted on buoys and plat- 
orms. Nowadays, the ADCP (acoustic Doppler current pro- 
ler) technique is widely used around the world to measure 
he flow velocity in both coastal and open seas due to their 
exibility and accuracy in conducting such measurements 
 Bi et al., 2019 ; Hoitink et al., 2009 ; Shin et al., 2022 ). 
Iraq marine water, located at the northwest tip of the 

rabian Gulf, is the most estuarine part of the gulf, consist- 
ng of the Shatt al-Arab estuary and several open lagoons, 
uch as Khor Al-Kafka, Khor Al-Amaya, and Khor Abdullah 
 Al-Mahdi et al., 2009 ). Iraq’s marine water is critical to the 
ountry because it is the only way to reach the open sea 
 Lafta et al., 2020 ). The Arabian Gulf is the world’s most im-
ortant oil transport waterway, and it receives a great deal 
f attention from researchers in various scientific fields, 
articularly oceanographic studies ( Alosairi et al., 2011 ; 
lothman and Ayhan, 2010 ; Kämpf and Sadrinasab, 2006 ; 
afta, 2021 ; Madah and Sameer, 2022 ; Ranjbar et al., 2020 ; 
eynolds, 1993 ; Sadrinasab and Kämpf, 2004 ; Siddig et al., 
019 ). However, physical oceanographic studies at the gulf’s 
orthwestern tip, particularly those based on field measure- 
ents, remain incomplete and require further investiga- 
ion. However, Arabian Gulf is familiar with strong tidal cur- 
ents, which coincide with a high tidal range that exceeds 
 m in all gulf regions ( Alosairi et al., 2011 ; Reynolds, 1993 ).
ajafi (1997) predicted that the tidal currents can reach 
.9 m/s in the gulf head and range between 0.3 and 0.6 m/s 
lsewhere. However, the measurements of tidal currents in 
raq marine water are very scarce, and if available, they are 
imited to short periods. Al-Mahdi et al. (2009) conducted 
ne of the first studies that highlighted the physical char- 
cteristics of Iraq’s marine water. They indicated that the 
idal currents in the entrance of Khor Abdullah are strong 
495 
nd reach speeds of the order of 1—2 m/s. Al-Mahdi and 
ahmood (2010) studied the features of tidal currents at the 
ntrance of Khor Abdullah and indicated that the mean flood 
urrents are higher than the mean ebb currents. Moreover, 
hey showed a reduction in the speed of currents with the 
epth. Moreover, Al-Hasem (2018) was the first to study the 
idal currents characteristics based on a continuous mea- 
urement of flow velocities near our study area. However, he 
tudied the behavior of tidal currents using hourly records of 
ow velocities for about 54 days near the entrance of Khor 
bdullah on the Kuwait coast. He showed that the maximum 

ood and ebb velocities reach 1.07 and 1.08 m/s, respec- 
ively. This study aims to examine the general characteris- 
ics of the tidal currents at the entrance of Khor Abdullah 
n Iraq marine water located at the northwestern tip of the 
rabian Gulf based on a relatively long record of the veloc- 
ty of the currents. 

. Material and methods 

.1. Study area 

raq marine water is located at the northwest tip of the Ara-
ian Gulf. The area is known as a waterway of oil transporta-
ion and oil industries for mega oil fields in southern Iraq, 
s well as its economic importance for the country due to 
he shipping processes by several commercial ports. Figure 1 
hows the location of the study area and the ADCP and tide 
auge sites. However, the study area is located in the most 
hallow water region of the gulf, with depths ranging from 

0 to 20 m. 
The tidal regime in the region is mixed, primarily semidi- 

rnal, with the essential tidal constituents being the semid- 
urnal M 2 and S 2 and diurnal K 1 and O 1 ( Lafta et al., 2020 ;
afta, 2022 ). 
The climate of this region is characterized by an arid 

esert climate with two distinct seasons: a hot and long 
ummer of about 230 days and cold and rainy winter 
 Zakaria et al., 2013 ). Rainfall occurs during the winter 
onths, and its average is generally low, with a negli- 
ible contribution to the water budget in Arabian Gulf 
 Reynolds, 1993 ). The prevailing wind regime in the north- 
est of the Arabian Gulf is the northwest wind, locally 
nown as the Shamal wind. This wind blows on the area 
uring most months of the year with notable seasonal varia- 
ions. The second important wind regime in the region is the 
outheast wind; its period ranges from hours to several days 
 Reynolds, 1993 ). The averages of wind speed are higher in 
ummer than those in winter. The peak wind speeds are gen- 
rally due to the northwest wind and the maximum wind 
peed can exceed 20 m/s. On the other hand, although the 
outheast wind speed is generally lower than that of the 
orthwest wind, the highest wave heights in the studied 
rea were recorded during the southeast wind, which is 
ainly attributed to a large fetch available for the south- 
ast wind relative to a limited fetch available to the north- 
est wind ( Lafta and Al-Fartusi, 2022 ). The wind waves are 
ominant in the area with negligible contribution due to 
well waves. The highest observed significant and maximum 

ave heights reach 0.78 and 1.95 m, respectively ( Lafta and 
l-Fartusi, 2022 ). 
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Figure 1 Location map of the study area showing the measurements station ( Lafta, 2021 ). 
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.2. Harmonic analysis of currents 

he harmonic tidal current analysis is widely used to ob- 
ain the amplitudes and phase lags for each tidal frequency 
 Chen et al., 2021; Jin et al., 2018; Khedr et al., 2018 ). The
raditional harmonic tidal model involving tidal and nontidal 
nergies can be expressed as follows: 

 ( x , t ) = h 0 + 

m ∑ 

j=1 

f j H j cos 
(
ω j t + u j − k ∗j 

) + R , (1) 

here t is time in hours, h(x,t) is the water level or water 
urrent at time t, f j is the lunar node factor for constituent, 
 j is the amplitude for constituent, h 0 is the mean water 
evel or water current in that location, u j is the nodal phase 
or constituent, k ∗j is the phase of constituent, ω j is the 
requency of constituent, m is the number of constituents, 
nd R is the nontidal residual. For purely solar constituents, 
 j = 1 and u j = 0. The residual currents, which are gener- 
ted by forces other than astronomical tidal forces, play an 
mportant role in coastal hydrodynamics ( Antoranz et al., 
001 ). Residual currents control the transport of sediment 
nd consequently largely contribute to long-term morpho- 
ogical changes in coastal regions. Additionally, residual cur- 
ents control the transport and fate of pollution, which 
as a considerable effect on the environmental stability of 
oastal water. 
The MATLAB World tide and World Currents, a package 

or tide and tidal current analysis was used in this study 
 Boon, 2013 ). The World Currents package analyzes water 
urrents based on the assumption that horizontal currents 
an be converted into two components, U and V. However, 
n the entrances of estuaries and lagoons, the currents dis- 
lay reverse directions associated with flood and ebb phases 
f the tidal cycle. Hence, by separating currents into two 
omponents, obviously, there will be the principal axis U 

nd secondary axes V. The idea proposed by World Currents 
496 
ackage is that if there is a distinguished direction of flood 
nd ebb currents, then the orthogonal axes (U, V) can ro- 
ate to correspond to the water current directions while 
eeping the dots (data of water velocities) fixed. The princi- 
al and secondary axes resulting from the rotation of U and 
 are denoted as U p and V p . The total variance, the com-
ined variance for U p and V p , will be the same as that for U
nd V. However, the principle axis U p will have the greatest 
raction possible of the total variance and V p will have the 
east. If the U p fraction is high enough, we may choose it and
gnore V p altogether, reducing the current’s dimensionality 
rom two to one ( Boon, 2013 ). The U p current component is
ne needed for the tidal current analysis, and we can now 

nalyze a current curve plotted as a continuous function of 
ime. 

.3. Data source 

enerally, water currents measurements in Iraq marine wa- 
er are very scarce, and when available, they are generally 
imited for a short period that does not exceed one tidal 
ycle. In the past decade, Daewoo Engineering and Con- 
truction Co., Ltd., which constructed the western break- 
ater of the Grand Faw Port, installed a hydrographic sta- 
ion at the entrance of Khor Abdullah, about 700 m far from
he breakwater at 29 °50 ′ 1.8 ′ ′ N, 48 °28 ′ 43.8 ′ ′ E ( Figure 1 ). The
ater depth at this location reaches 10 m. Several oceano- 
raphic and meteorological elements are recorded continu- 
usly by this platform. These data are managed under the 
esponsibility of the General Acoustics company, Germany 
 https://www.generalacoustics.com/ ). 
The continuous records of the water currents for January 

018 to November 2018 and the water level of 2018 were ac- 
uired by the General Company for Ports of Iraq. The water 
evel measurements are carried out by installing an acoustic 
ide gauge above the platform at a height of 4.98 m relative

https://www.generalacoustics.com/
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Figure 2 Time series of the hourly water level during 2018 at the entrance of Khor Abdullah. 
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Table 1 Statistics of water level in the Enterence of Khor 
Abdullah in 2018. 

Month Minimum Maximum 

January —2.66 1.20 
February —2.58 1.27 
March —2.27 1.26 
April —2.23 1.51 
May —2.30 1.48 
June —2.49 1.55 
July —2.24 1.66 
August —2.40 1.55 
September —2.12 1.59 
October —2.33 1.47 
November —2.50 1.53 
December —2.47 1.40 
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o the mean sea level. All water level measurements are 
ectified to the local vertical datum known as Faw 1979 da- 
um, the local datum in this region. The interval in water 
evel records was one hour for the entire year of 2018. 

The currents (speed and direction) measurements are 
arried out using a moored ADCP. The ADCP measured the 
ater currents profile with 0.5 m space step along the water 
olumn, with a time interval of 10 minutes. However, due to 
he shallow nature of the study area (depth of 10 m), no re- 
arkable changes in the water currents patterns along the 
ater column were observed; hence, only the near-surface 
elocity measurements will be analyzed and discussed. 

. Results and discussion 

.1. Water level variability 

ater level records in the studied area showed remarkable 
ariations ranging from hourly to annual fluctuations. The 
ea-level records showed a maximum annual tidal range of 
bout 4.32 m, from 1.66 to —2.66 m ( Figure 2 ). This tidal
ange is the highest range recorded in the entire Arabian 
ulf water. A similar range is observed in Kuwait bay, a 
emi-enclosed bay near the studied area, as indicated by 
losairi et al., 2018 . Generally, the maximum tidal ranges 
re recorded during the spring tide, while during the neap 
ide, the tidal range rarely exceeds 2.5 m ( Figure 2 ). 
Table 1 displays the maximum and minimum water height 

uring the months of 2018. The table shows that the water 
evel reaches its highest values during the summer months, 
.e., June to September. However, this behavior has been 
bserved previously in several areas in the Arabian Gulf. 
t is generally attributed to the impact of the meteoro- 
ogical forces, particularly the atmospheric pressure, which 
eaches its lowest levels during the summer months ( Afshar- 
aveh et al., 2020 ; Sultan et al., 2000 ). In contrast, during 
he winter, when the atmospheric pressure is at its highest 
evels, and due to the inverse relationship between this me- 
eorological element and the sea surface, the water height 
s generally at the lowest level, as shown in Figure 2 . 

The water level variations in the study area are mainly 
ssociated with the astronomical tidal phenomenon. The 
497 
armonic analysis results of the water level in the northwest 
ip of the Arabian Gulf demonstrated that the astronomical 
ide is responsible for about 90% to 96% of water level varia- 
ion ( Alosairi et al., 2018 ; Lafta, 2021 ). Meanwhile, the rest
f the water level variations are known as the residual water 
evel, mainly attributed to other factors, particularly atmo- 
pherical forces. Consequently, water circulation in these 
egions is generally governed by tidal effects. 

.2. Current variability from moored 

easurements 

he time series of near-surface currents’ velocities are pre- 
ented in Figure 3 . However, the most common maxima ex- 
eeded 1 m/s during both the ebb and flood phases of the 
idal cycle. The results illustrated that the maximum tidal 
urrent velocity generally occurs during the ebb tide. The 
ighest flow of currents recorded during the study period 
eaches 1.65 m/s during the ebb tide. The monthly aver- 
ges of tidal current velocities showed that the average 
onthly ebb velocities were also greater than the average 
onthly flood velocities. However, the monthly averaged 
ood velocities ranged between 0.56 and 0.62 m/s, while 
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Figure 3 Time series of the currents speed (A) and direction (B) during 2018 at the entrance of Khor Abdullah. 

Table 2 The ebb and flood currents statistical charac- 
teristics. 

Month Flood Ebb 

Mean Maximum Mean Maximum 

Jan. 0.62 1.27 0.69 1.65 
Feb. 0.59 1.28 0.70 1.42 
Mar. 0.59 1.24 0.72 1.47 
Apr. 0.57 1.23 0.67 1.30 
May 0.58 1.22 0.68 1.37 
Jun. 0.61 1.21 0.71 1.39 
Jul. 0.56 1.23 0.65 1.44 
Aug. 0.58 1.36 0.68 1.40 
Sep. 0.58 1.24 0.66 1.31 
Oct. 0.59 1.24 0.65 1.28 
Nov. 0.56 1.20 0.62 1.28 

t
a

h
a
O
w
t
v
H

i
t
l
f

d
t
s
m
t
v
e
t
d
i
r
i
i
0

3

T
i
s
C
a
T  

A
d
a
o  

o  

b
c
w  

U

o  
he monthly averaged ebb velocities ranged between 0.62 
nd 0.72 m/s ( Table 2 ). 
Based on the orientation of the study area, tidal currents 

ave two distinguished directions, southeast during ebb tide 
nd northwest to west-northwest through the flood tide. 
ther directions for the tidal current were found, but they 
ere all very weak velocities and generally occurred during 
he transition period from flood tide to ebb tide and vice 
ersa ( Figure 4 ), and similar results were observed by Al- 
asem (2018) . 
Figure 5 illustrates the percentage of occurrence of var- 

ous current velocity classes. The figure also shows that 
he flood is slightly higher for lower velocity classes, i.e., 
ess than 0.6 m/s; meanwhile, the ebb exceeds the flood 
or higher velocity classes. The distribution of ebb currents 
498 
emonstrated that the most frequent class of velocities is 
he 0.8—1 m/s group with a frequency exceeding 20%. The 
econd significant class of ebb velocities was the 0.6—0.8 
/s group, with a frequency reaching 19.5%, followed by 
he class 0.4—0.6 m/s group, with a frequency of 16%. The 
elocity classes of 0.2—0.4 and 1—1.2 m/s seem to have an 
qual frequency of occurrence at about 15%. Additionally, 
he highest velocities of tidal currents are more frequent 
uring the ebb phase of the tidal cycle, particularly veloc- 
ties that are higher than 1.2 m/s, compared to flood cur- 
ents that seem to rarely exceed 1.3 m/sec. Correspond- 
ngly, the most frequent velocity class for the flood current 
s the 0.8—1 m/s group, followed by 0.6—0.8 m/s and 0.4—
.6 m/s, respectively. 

.3. Harmonic analysis of currents 

he characteristics of the tidal currents are investigated us- 
ng the harmonic model for currents velocity recorded in the 
tudy station ( Figure 1 ), which was performed by the World 
urrents package, a MATLAB application for the harmonic 
nalysis and prediction of tides and currents ( Boon, 2013 ). 
he U and V current plot in Figure 6 shows how the Khor
bdullah entrance data are distributed. Each red dot in the 
iagram represents the tip of a current vector with speed 
nd direction from the origin plotted on a grid with orthog- 
nal U and V axes. By the rotation of the U and V to the
rthogonal axes U p and V p , the origin is first shifted to the
ivariate mean position, and both axes are then rotated 59 °
lockwise about this point. Thus, a point lying on the U axis 
ould have a current heading of 90 °, while a point on the
p axis would have a heading of 149 °. 
However, Figure 6 shows that the data are arrayed from 

ne end of the U p axis to the other, and hence, the current
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Figure 4 The rose diagram of currents at the entrance of Khor Abdullah during 2018. Up axis would have a heading of 149 °. 

Figure 5 Percentage of various velocity classes for flood and ebb currents in Khor Abdullah Entrance. 
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eadings projected onto this axis show an obvious spread. 
he U p axis (329 °—149 ° with respect to true north) shows 
he greatest spread, the maximum variance possible for any 
xis orientation; therefore, U p becomes the principal axis. 
eanwhile, V p clearly has the least spread in projected val- 
es and becomes the minor axis. Moreover, the Principal 
xis Variance (PAV) in Figure 6 is 0.994. The small remaining 
499 
raction of variance associated with the minor axis (0.006) 
uggests that not much will be missed if V p is ignored and 
nly U p is considered. Thus, the currents analysis is con- 
ucted for the principle axis U p . The harmonic analysis re- 
ults of a tidal stream ( Table 3 ) showed that the 35 astro-
omical constituents used by the World Currents package 
an explain about 98% of the total variance of the current 
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Figure 6 U,V plot of surface current readings at Khor Abdullah entrance, 2018. Principal Axis Variance (PAV) is 0.994. The flood 
direction is 329 °; the ebb direction is 149 °. 

Table 3 Amplitudes (m/s) and phases (degree) for the constituents that are used in the harmonic analysis of currents in the 
Khor Abdullah Entrance. 

Constituent Amplitude Phase Constituent Amplitude Phase Constituent Amplitude Phase 

Q1 0.016 201.13 N2 0.143 263.05 MK3 0.036 275.77 
RHO1 0.001 295.87 NU2 0.041 7.99 MN4 0.017 44.62 
O1 0.104 305.87 M2 0.742 16.29 M4 0.047 156.99 
M1 0.004 28.83 LAM2 0.027 173.17 MS4 0.036 284.15 
P1 0.052 41.61 L2 0.043 25.43 S4 0.004 93.09 
S1 0.009 334.91 T2 0.016 133.18 2MN6 0.012 184.26 
K1 0.178 30.3 S2 0.251 138.92 M6 0.019 300.28 
J1 0.01 176.14 R2 0.002 176.39 2MS6 0.022 56.44 
OO1 0.006 0.23 K2 0.08 287.1 S6 0.001 67.46 
MNS2 0.011 278.77 2SM2 0.018 44.33 M8 0.005 63.67 
2N2 0.022 137.28 2MK3 0.048 169.95 3MS8 0.007 176.8 
MU2 0.048 45.73 M3 0.004 29.16 

i
s  

t
M
c  

t

t
a  

w
t
r
t

n the studied area during the study period. The main con- 
tituents (K 1 , O 1 , M 2 , S 2 , N 2 ) contributed to about 70% of
his variation. The principle semidiurnal lunar constituent 
 2 was the main contributor to the total variation of tidal 
urrent by about 36%, followed by S 2 , K 1 , N 2 , and O 1 . Addi-
ionally, the diurnal constituent P 1 seems to have an essen- 
500 
ial contribution to tidal currents variability in the studied 
rea, which is in line with the findings of Pous et al. (2012) ,
ho pointed out that this constituent has an important con- 
ribution to tidal hydrodynamics of the Arabian Gulf. Cor- 
espondingly, most of the shallow water constituents seem 

o significantly contribute to tidal currents variation, par- 
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Figure 7 Residual currents in the Khor Abdullah entrance (positive values refer to the currents towards the southeast while 
negative values refer to the northwest direction). 
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icularly 2MK 3 , M 3 , MK 3 , MN 4 , M 4 , and MS 4 . However, this is
ot a surprising result since the studied area is a shallow 

oastal region with a maximum depth not exceeding 20 m 

 Lafta, 2021 ). 
The form number ((O 1 + K 1 )/(M 2 + S 2 )) was 0.28. Based 

n the classification of ( Defant, 1961 ), the study area dis- 
lays a mixed, predominantly semidiurnal tide, which is in 
ine with the previous finding of Alosairi et al. (2018) and 
afta et al. (2020) . 

.4. Residual currents 

he residual currents in the studied area were obtained by 
pplying a low-pass filter to the resulting hourly residual 
urve from harmonic analysis to remove all signals in semid- 
urnal and diurnal tidal frequencies. The cutoff frequency 
as 57 × 10 −7 Hz (equivalent to 0.5 cycles per day). The 
esidual currents show a seasonal fluctuation with a maxi- 
um ebb value reaching 0.0677 m/s during June and a min- 

mum value of 0.023 m/s during October. Meanwhile, the 
aximum flood value of 0.058 m/s during April and a min- 

mum of 0.02943 m/s during May ( Figure 7 ). The direction 
f the residual currents shows a monthly variation. It fluc- 
uates between northwest during five months of the study 
nterval, i.e., January, July, August, October, and Novem- 
er, and southeast direction during the rest months. These 
uctuations in residual direction could be attributed to the 
ominant wind regime in the study area, which has been 
ell documented as ranging from northwest to southeast 
inds ( Al Senafi and Anis, 2015 ; Lafta and Al-Fartusi, 2022 ). 
owever, when the monthly average residual current is 
ompared to the monthly average of the along-wind compo- 
ent, there appears to be no obvious relationship between 
hem, with a correlation coefficient of less than 0.2. Hence, 
he origin of residual currents could belong to other forces 
ather than the wind force. The most probable driver could 
e the rivers flow since the area is known as the most estu- 
rine part in the northwest of the Arabian Gulf. The south- 
ast direction of residual current seems to correlate well 
ith the river discharge during the wet months, which oc- 
ur through the spring and winter months. Unfortunately, no 
ata on river discharge is available during the study period. 
o, when such data is available, one can examine this hy- 
othesis and obtain a deep understanding of the behavior of 

esidual currents in this region. 

501 
. Conclusion 

n this study, the general behavior of tidal currents was 
ighlighted at the entrance of Khor Abdullah in Iraq ma- 
ine water at the northern tip of the Arabian Gulf. The 
tudy is based on the realistic measurements of water cur- 
ents and for a relatively long period, which was never con- 
ucted previously in this region. The results illustrated that 
he studied area is characterized by strong tidal currents 
hat exceed 1 m/s during both the ebb and flood phases 
f the tidal cycle. Additionally, the results show that the 
bb velocities were generally higher than the flood veloc- 
ties. The distribution of ebb and flood currents demon- 
trated that the most frequent class of velocities is the 
.8—1 m/s group. The results showed that the strong cur- 
ents, i.e., with velocities greater than 1.5 m/s, seldom 

ccur during flood tide and mostly occur during the ebb 
ide. 
The harmonic analysis result demonstrated that about 

8% of water currents variation was explained using 35 tidal 
onstituents, with the remaining percentage explained us- 
ng residual currents. The astronomical constituent M 2 was 
he main contributor to the total variation of tidal current, 
ollowed by S 2 , K 1 , N 2 , and O 1 . These five constituents ac-
ount for approximately 70% of the total variance of cur- 
ents in the studied area, with the remaining 30% due to the 
ther 30 constituents. It should be noted that these find- 
ngs were the primary findings and focused on the general 
ehavior of tidal currents in this important region of the 
orthwestern Arabian Gulf. 
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Abstract The southwest coast of India is exposed to long-period swells propagated from the 
South Indian Ocean during pre- and post-monsoon seasons. Although swells from the South- 
ern Ocean and Atlantic Ocean were identified in the North Indian Ocean, their existence and 
impact along the southwest coast of India were not well investigated. On 19 March 2019, the 
Valiyathura-Shangumukham coastal stretch along the southwest coast of India experienced an 
unexpected coastal inundation without having a prompt forecast/warning, and not induced by 
a storm/cyclone in its vicinity. The present study investigates the causative forces of this inun- 
dation and estimates the wave runup and inundation. The study reveals that an unusual swell 
system was developed in the Indian-Atlantic-Southern Oceans (IASO) interface during 10—12 
March and propagated towards the southwest coast of India. The measured wave spectra off
Varkala clearly depicts the presence of long-period swells (T p > 18 s), which dominantly occurred 
as single-peaked. Wave modelling has been carried out to characterize the wave transforma- 
tion associated with the “IASO interface swells” along the southern Kerala coast. A wave runup 
of up to 0.93 m height and a coastal inundation of up to 83 m onshore have been estimated 
during this event. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

wells play a major role in the distribution of energy from 

he deep ocean to nearshore regions and contribute to 
ave-induced coastal dynamics as they interact with wind 
eas, tides and currents ( Hanley et al., 2010 ). Waves in 
he North Indian Ocean (NIO) are generally dominated by 
he swells propagated from the South Indian Ocean (SIO) 
uring pre- and post-monsoon seasons ( Anoop et al., 2015 ; 
ashikant et al., 2013 ). However, local wind seas induced by 
ea breeze often superimpose with these swells and result 
n complex sea states during pre-monsoon seasons ( Glejin 
t al., 2013 ; Piyali et al., 2019 ; Vethamony et al., 2011 ). In
he Arabian Sea (AS), southwest monsoon (SWM) winds and 
ropical cyclones generate high swells ( Aboobacker et al., 
011a ). Long-period swells from far SIO and the Atlantic 
cean were also identified in the AS ( Samiksha et al., 2011 ). 
he AS also experiences the northerly shamal and makran 
wells during pre- and post-monsoon seasons ( Aboobacker 
t al., 2011b ; Aboobacker and Shanas, 2018 ; Anoop et al., 
020 ). 
Long-period swells generated by tropical or extra- 

ropical storms cause flooding along the coasts in differ- 
nt parts of the world ( Andrew et al., 2015 ; Kurian et al.,
009a ). Along the SW coast of India, the relative narrowness 
f the continental shelf and a near perpendicular orthogo- 
al of swells enhance the wave setup and increase the swell 
eights compared to the other coasts of India ( Remya et al., 
016 ). In low-lying areas, the combination of long-period 
wells and spring tides can contribute to nuisance flooding 
 Hamed et al., 2015 ). There were such incidents occurred 
long the Kerala coast on a few occasions ( Kurian et al., 
009b ). For example, high swells that occurred in May 2005 
ave marooned almost all the low-lying areas of the Ker- 
la coast and the southern coast of Tamil Nadu. The coastal 
oods that occurred at Chavakkad in September 2021, at 
lappuzha in September 2015, and at different parts of the 
erala coasts in April 2018, were a few other incidents as 
eported by the news media. Recently (May 2021), cyclone 
auktae caused severe flooding at Thiruvananthapuram, the 
outhern tip of the Kerala coast. Most of these events are as- 
ociated with an initial receding of coastal waters, followed 
y strong swells, called Kallakadal ( Kurian et al., 2009b ). 
uring the Kallakadal of May 2005, the Adimalathura coast, 
ear Thiruvananthapuram was inundated about 500 m in- 
and ( Kurian et al., 2009b ). 

When waves approach the coast, most of the energy dis- 
ipates across the surf zone by breaking. A part of this en- 
rgy is converted into potential energy and makes a runup 
n the beach ( Stockdon et al., 2006 ). The swash is domi- 
ated by incident energy on reflective beaches, and more 
xtreme wave runup occurs for swells with wavelengths be- 
ween 500 m and 800 m ( Abdalazeez Ahmed, 2012 ). Highly 
eflective beaches have a slope between 4 ° and 10 ° with 
edium sand grains ( Scott et al., 2011 ). The Kerala coast 
as been distinctively classified into high-energy, medium 

nergy and low-energy regions, depending upon the beach 
ace and grain size distributions ( Kurian, 1987 ). The south- 
rn Kerala coast falls under high-energy coast, and the im- 
act of flash flood events along this coast is relatively higher 
 Ramesh et al., 2022 ). 
504 
The number of flooding events along the Kerala coast 
s increasing year by year, and most of the events were 
ot given proper scientific attention ( Sachin et al., 2014 ). 
uture projections indicate that extreme wind speeds and 
ave heights in the SIO are increasing towards the end 
f the century ( Krishnan et al., 2022 ). The connectivity 
f flash floods with SIO swells is somewhat known ( Remya 
t al., 2016 ). However, this needs to be further elabo- 
ated on the context of swells generated at an interface be- 
ween the Indian, Atlantic and Southern Oceans (IASO). The 
resent study aims to fill this gap by exploring swell genera- 
ion regions in the IASO interface, which propagate towards 
he NIO and impact the southern Kerala coast. Flooding of 
arch 2019 has been investigated by identifying causative 
emote storms, swell generation, and propagation, and ana- 
yzing the nearshore wave regime including wave runup. The 
tudy also emphasises the importance of continuous moni- 
oring and prediction of distant storms and corresponding 
well propagation, which contribute significantly to the pre- 
onsoon coastal flooding. 

. Study area 

erala is an Indian coastal state located at the southwest 
f the subcontinent with a coastline of 590 km distributed 
cross 222 coastal villages with an average population den- 
ity of 2,262 people per square kilometre ( Sachin et al., 
014 ). Nearly 40% of the population lives within 25 km of 
he coast and as the sea level rises, low-lying land areas 
nd small islands could shrink due to flooding and coastal 
rosion, forcing large-scale migration inland. Thiruvanan- 
hapuram coast is located at the extreme south of Kerala 
oast. Figure 1 shows the study region that extends from 

anyakumari in the South to Varkala in the North covering 
pproximately 120 km alongshore. The Valiyathura is in the 
iddle, and Shangumukham is 2.4 km north of it. The Thiru- 
ananthapuram coast is a high-energy coast, where the shelf 
radient is 33.33 × 10 —3 , the highest along the SW coast of 
ndia ( Kurian, 1987 ; Ramesh et al., 2022 ). The mean grain
ize here is around 0.30 mm. The annual mean wind speed 
s around 4.3 m/s along the Thiruvananthapuram coast and 
.0 m/s in the offshore region ( Abdulla et al., 2022 ). This
egion experiences a maximum H s of around 6.0 m and 2.0 
 during SW monsoon and during fair-weather seasons, re- 
pectively. Whereas the mean H s are around 3.0 m and 1.5 
 during SWM and fair-weather seasons, respectively ( Baba 
nd Joseph, 1988 ). 

. Data and methodology 

.1. Wind data 

his study utilises the ECMWF Reanalysis v5 (ERA5) winds 
ver a semi-global domain (0 °—120 ° E, 90 °S—30 °N) covering 
he Indian Ocean and part of the Southern, Atlantic and Pa- 
ific Oceans to evaluate the storm events which cause the 
ash floods off Valiyathura. These winds are also used as 
he surface forcing in the wave simulations. The ERA5 winds 
re extracted for every 1 hour on a 30 km × 30 km spa-
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Figure 1 Location map of the study area: a) India sub-continent, b) SW coast of India with buoy location (B1), and c) Thiruvanan- 
thapuram coast. Shangumukham is 2.4 km north of Valiyathura. 
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ial resolution during March 2019 ( https://www.ecmwf.int/ 
n/forecasts/datasets/reanalysis-datasets/era5 ). The ERA5 
inds are found satisfactory for the global ocean modelling 

 Parsons et al., 2018 ). Recent studies on the wind-wave 
haracteristics over the Indian ocean has made use of ERA5 
atasets and are validated with measurements ( Aboobacker 
t al., 2021 ; Mahmoodi et al., 2019 ; Parsons et al., 2018 ;
reelakshmi and Prasad, 2020a , b ). The ERA5 waves are also 
xtracted for every 1 hour on a 55 km × 55 km spatial reso- 
ution during March 2019 for the spatial wave data analysis. 

.2. Wave measurements 

he present study analyses the measured wave spectra and 
ntegral parameters along the Thiruvananthapuram coast. 
 directional wave rider buoy (DWR-MKIII) developed by 
505 
atawell BV, Netherlands, was deployed at 15 m depth off
arkala during 01—22 March 2019 ( Figure 1 b). The DWR is 
rovided with the HF link facility for online transmission 
ith wave data output rate of 1.28 Hz for distances up to 50
m over the sea. The heave range of the buoy is —20 m to
 20 m with a resolution of 1.0 cm. The range of frequency
n the spectra is 0.01—0.58 Hz (wave period between 1.6 s 
nd 100 s), and the directions are from 0 ° to 360 °. Continu-
us wave data for every 30 minutes with a sampling period 
f 20 minutes were collected. 

.3. Wave modelling 

he wave runup calculations require fine-resolution wave 
ata close to the shore. Therefore, numerical wave 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
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Figure 2 Model domain, bathymetry and flexible mesh used for wave simulations off the Thiruvananthapuram coast. B1 is the 
wave measurement location. Valiyathura is the region where the flash floods occurred on 19 March 2019. 
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imulations have been carried out along the Thiruvanantha- 
uram coast to resolve the shallow water effects and to ex- 
ract the nearshore wave parameters (at 5 m depth) for the 
ave runup calculations. For this purpose, a local model has 
een set up using MIKE 21 — Spectral Waves ( DHI, 2019 ). The 
odel domain extends 220 km in the north-south axis cov- 
ring the entire Thiruvananthapuram coast and has a width 
f 199 km in the north and 133 km in the south ( Figure 2 ).
 arc-minute resolution ETOPO1 data ( Amante and Eakins, 
009 ) along with digitized hydrographic charts available at 
ational Centre for Earth Science Studies (NCESS) has been 
sed to generate the model bathymetry. A variable reso- 
ution mesh has been adopted for the proper representa- 
ion of deep, intermediate, and shallow waters. The mesh 
ize in the outer region is around 6—7 km (side of the tri- 
ngle), while that in the intermediate zone is around 1.4 
m and that at the Valiyathura coast is around 300 m. The 
RA5 winds have been used to force the surface boundary, 
506 
hile the wave parameters extracted from ERA5 waves have 
een applied as the boundary conditions all along the 3 open 
oundaries. The simulations have been carried out in March 
019. 
The wave model has been tuned with different val- 

es of coefficients such as dissipation due to bottom fric- 
ion (S bot ), white capping dissipation coefficient (C dis ) and 
ave breaking parameter ( γ ). Earlier studies used C dis , and 
as calibration parameters in the nearshore wave sim- 

lations along the SW coast of India ( Nair et al., 2011 ,
013 ; Parvathy et al., 2014 ). Kurian et al. (2009a) ap- 
lied varying bottom friction estimated using mean grain 
iameter (D 50 ) ranging from 0.00025 m to 0.0003 m for 
he wave simulations along the southern Kerala coast. 
n the present study, a better calibration has been ob- 
ained when C dis = 2.6 and γ = 0.5. We used D 50 = 0.0003
btained from field investigations to calculate the bottom 

issipation. 
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.4. Beach slope 

he beach slopes at Valiyathura and Shangumukham coast 
re measured by field surveys using clinometer compass 
 McFall, 2019 ). The compass has been placed at the mid- 
ater line during low tide, to measure the foreshore slope 
f the beach. Three field surveys are conducted in March 
019, to characterise the beach slopes. 

.5. Wave runup computations 

he wave induced maximum water elevation on the fore- 
hore is estimated as the extreme wave runup using both 
ave (H s and T p ) and beach slope ( β) ( Torres-Freyermuth 
t al., 2019 ). The amount of runup is the extreme vertical 
eight above still water level that the rush of water reaches. 
t is affected by wave set up and swash ( Stockdon et al., 
006 ). The wave set up is the elevation of the mean water 
evel (MWL) above the still water line due to onshore mass 
ransport by the action of waves. We find that the selected 
oastal stretch, namely Shangumukham to Valiyathura along 
he Thiruvananthapuram coast is a dissipative beach based 
n the Irribarren number ( ξ) and foreshore slope β, which 
re collectively defined as: 

= tan β/ 
√ 

H b / L (1) 

here L is the wavelength and H b is the breaker wave 
eight. 
The estimated β and ξ for the Thiruvananthapuram coast 

re 0.034—0.047 radians and 0.20— 0.27, respectively. When 
< 0.1 radians and ξ < 0.3, the runup is independent of β
 Stockdon et al., 2006 ). Thus, runup can be approximated 
o Equation (2) as follows: 

 2% = 0 . 043 (H s L) 
1 / 2 (2) 

Based on this approximation the wave runup along the 
hiruvananthapuram coast has been estimated. 

. Results and discussion 

.1. Spectral variability in response to remote 

torms 

he waves measured from 1 to 22 March 2019 indicate that 
he H s are moderate except on a few occasions ( Figure 3 ). 
nterestingly, the highest H s occurred in two instances — one 
ith a lower T p (about 9 s on 6 March) and the other with
 relatively higher T p (around 20 s on 18 March). The corre- 
ponding mean wave directions are 200 ° and 210 °, respec- 
ively. The former is associated with a wind sea-dominated 
ea state, while the latter is associated with a long-period 
well-dominated sea state. Typically, there are three sea 
tates along the west coast of India: wind sea-dominated, 
well-dominated and co-existence of wind seas and swells in 
early equal proportion ( Aboobacker et al., 2011a ; Rashmi 
t al., 2013 ). The presence of two wind sea components 
rom two different directions along with a distant swell 
 Aboobacker et al., 2014 ) and two swell components from 

ifferent directions along with wind seas ( Anoop et al., 
020 ) were also identified along the west coast of India. 
507 
The measured 1D spectra measured highlights typical 
nd peculiar spectral characteristics ( Figure 3 ). Generally, 
hey are a combination of single-peaked and multi-peaked 
pectra during the measurement period. The spectra on 06 
arch reveal the co-existence of a swell and a wind sea, 
uring which the H s is above 1.0 m. The frequencies corre- 
ponding to the primary and secondary peaks are 0.11 Hz 
swell) and 0.24 Hz (wind sea), respectively. The generation 
rea of the swell present here could be the tropical/sub- 
ropical SIO as the peak swell period is only around 9s, 
uring which the peak swell direction was 180 °. This is a 
otential swell generation area during the pre- and post- 
onsoon season as evidenced by Aboobacker et al. (2011a) . 
he peak wind sea direction was around 305 °, which is due 
o a sea breeze. Sea breeze activity is prominent along the 
W coast of India during the pre-monsoon season ( Aparna 
t al., 2005 ). Although wind sea energy varies, the influence 
f sea breeze is evident in the wave spectra in variable fre-
uencies throughout the measurement period. 
On 09 March, the spectrum is single-peaked consisting of 

 dominant SIO swell from 195 ° having a peak frequency of 
bout 0.095 Hz, during which the energy in the wind sea 
egion is very low. The absence of wind sea peak here is 
ssociated with low/no wind conditions (at 12 AM), which 
s apparent from the diurnal patterns of the coastal winds 
long the southwest coast of India during the pre-monsoon 
eason ( Aboobacker et al., 2021 , 2014 ). 
On 16 March, the region experienced two major swell 

omponents; primary swell was from 195 ° with a frequency 
f about 0.08 Hz and the secondary swell was from 185 °
ith a frequency of about 0.11 Hz. This is a mixed sea state
ith swells from far and near regions of the SIO. In the fol-
owing days (17 and 18 March), the primary peak has been 
hifted to a relatively lower frequency region with a nar- 
ow spectral band having a peak frequency of about 0.05—
.055 Hz, and the energy in the secondary swell peak has 
een gradually weakened. During these days, the primary 
well directions were shifted to 210 °, while the secondary 
wells remained at 180—185 °. This brings the possibility of 
onger swells propagating from a region farther than the 
wells generated in the preceding days. On 19 March, the 
econdary swell peak has been disappeared, while the pri- 
ary peak (from 210 °) remained in the lower frequency re- 
ion with a peak frequency of about 0.065 Hz. These swells 
ave had a higher celerity in absence of muti-frequent and 
ulti-directional waves. In the nearshore waters, especially 

n the breaker zone, the transformation of kinetic energy to 
otential energy yields to higher wave heights along with 
trong elliptical/linear motion for the particles under the 
aves. On a flatty beach, this may lead to considerable 
ave runup and coastal inundation. The influence of these 
onger swells has been gradually weakened and the spectra 
tarted to retain the pre-existing conditions in the following 
ays, as seen from 20 to 22 March. 

.2. IASO interface swells 

he swells present along the west coast of India are predom- 
nantly propagated from the SIO ( Aboobacker et al., 2011a ; 
emya et al., 2016 ). Although swells from the Southern 
cean (SO) and Atlantic Ocean (AO) are present in the NIO 

 Alves, 2006 ; Samiksha et al., 2011 ), their impact along the
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Figure 3 1D wave spectra and corresponding MWD during different wave conditions. 
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est coast of India has not been well-investigated. Here, 
he genesis of distant swells has been analysed with refer- 
nce to the spectral variability of Varkala. The ERA5 winds 
how that the IASO interface experiences large storms, out 
f which a few storms generate S/SSW/SW winds ( Figure 4 ), 
hich can generate swells from the respective directions 
nd propagate towards the west coast of India. The IASO in- 
erface winds from S/SSW/SW directions are evident during 
0—12 March 2019, which was initially formed in the AO-SO 

nterface, and ultimately the system has made an eastward 
ropagation to the IO-SO interface with considerable spa- 
ial enhancement. The wind speeds during this event are 
f the order of 15—25 m/s. The storm has been weakened 
n the successive days, and the southerly wind components 
ere disappeared. There have been two tropical cyclones 
508 
ormed in the SIO during the study period: (i) Idai devel- 
ped east of Madagascar (10—14 March 2019) and (ii) Savan- 
ah developed southeast of Indonesia (14—21 March 2019) 
ith maximum wind speeds of about 195 km/hr and 165 
m/hr, respectively ( https://tropic.ssec.wisc.edu/storm _ 
rchive/2019/storms/tracks/ ). Compared to the IASO inter- 
ace winds, the impact of these cyclones is limited to rela- 
ively small regions. 
It is evident from ERA5 waves ( Figure 5 ) that strong 

outherly swells developed in the AO-IO interface (around 
0 °E) started to make a clear presence in the SIO on 11
arch as it propagates towards the north. The swell gen- 
ration area has been further shifted towards the east 
ccording to the propagation of the storm system, while 
he southerly swells continued to develop and propagate 

https://tropic.ssec.wisc.edu/storm_archive/2019/storms/tracks/
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Figure 4 Snapshots of ERA5 winds during 10—14 March 2019. 

Figure 5 Snapshots of ERA5 wave heights and directions during 10—14 March 2019. 
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Figure 6 Snapshots of ERA5 mean wave periods during 10—14 March 2019. 
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hrough the SIO. On 13 March, these swells reached around 
0 ° S, east of Madagascar, with H s up to 5.0 m. Although the 
nergy has been gradually attenuated, the swells contin- 
ed to propagate and reached the AS on 17 March. This has 
revailed until 19 March. The wave spectra measured off
hiruvananthapuram indicates the presence of these swells 
uring 17—19 March having peak energy in the very low- 
requency region ( Figure 4 ). Since these swells are gener- 
ted in the IASO interface and propagated towards the NIO, 
e hereby named them as “IASO interface swells”. 
The ERA5 mean wave periods (T m 

) clearly substantiates 
he propagation of IASO interface swells through the SIO and 
IO. It was not only propagated up to the west coast of India 
ut also identified along the head of BoB ( Figure 6 ). The T m 

f the IASO interface swells reach above 12 s in the AS and 
oB. A rough estimation of the propagation duration of the 
wells considering the distance between the storm area and 
he coast, and the wavelength indicate that the swells gen- 
rated at around 10 °E, 65 °S can take at least 7 days to reach
he Thiruvananthapuram coast. Thus, the swells generated 
n 10 March have reached on 17 March. This indicates, the 
wells reached along the Thiruvananthapuram coast during 
7—19 March are dominantly from far distance including AO 

nd SO, which has a higher celerity. When these high wave- 
ength approaches a flat and reflective beach, the possibil- 
ty of wave runup is high. The wave measurements indicate 
hat the T p along the Varkala coast increases from about 12 
 to 20 s from 17 to 19 March, during which the MWD has 
een changed from about 200 ° to 210 °, a clear shifting of 
wells from SIO origin to IASO interface origin ( Figure 7 ). 
his is a peculiar feature considering the pre-existing wave 
onditions in this region. Although H s is not very high (about 
.0 m) during this event, the longer period and correspond- 
510 
ng celerity of the IASO interface swells along with the flat 
each topography of Valiyathura-Shangumukham stretch to- 
ether caused the flash floods. 

.3. Model validation 

he model results have been validated against the measure- 
ents at B1. Figure 7 shows the time series comparison of 
 s , peak wave period (T p ) and mean wave direction (WMD) 
etween the model and measurements during 01—22 March 
019. The model parameters have reasonable match with 
easured values with estimated correlation coefficients of 
.85 and 0.92 for H s and T p , respectively. The scatter in- 
ices of H s and T p are 0.15 and 0.19, respectively, while 
he bias is 0.01 m and 0.17 s, respectively. The root means 
quare errors for H s and T p are ± 0.15 m and 2.23 s, re-
pectively. The model wave direction has a perfect match 
ith the measurements, except on a few occasions. It has a 
ias of less than 4 °. These comparisons are consistent with 
he earlier modelling attempts along the southwest coast 
f India utilizing MIKE 21 SW ( Parvathy et al., 2014 ; Remya
t al., 2012 ), Wavewatch III ( Samiksha et al., 2011 ) and
WAN ( Amrutha et al., 2016 ) Figure 8 . 

.4. Nearshore wave transformation and wave 

unup 

.4.1. Wave transformation 

he results of the validated wave model are utilized in 
his subsection to investigate the nearshore wave transfor- 
ation and to estimate the wave runup. During the event 
n 18-19 March, waves approached the coast with a max- 
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Figure 7 Comparison of measured and modelled significant wave height, peak wave period and mean wave direction off Varkala 
during 01—22 March 2019. 
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mum wavelength of 600 m. Thus, the deep, intermedi- 
te, and shallow waters can be defined with respect to 
he depth as d > 300 m, 30 < d < 300 m and d < 30 m, respec-
ively. During fair weather season, the wave breaker depth 
long this coast was around 5—7 m with a breaker height 
f 1—1.5 m ( Swamy et al., 1979 ). The bottom attenuation 
esulted a decrease in wave height when the waves were 
ropagated from 1600 m to 50 m and 15 m depth con- 
ours, which is consistent with earlier observations along 
he Thiruvananthapuram coast ( Parvathy et al., 2014 ). As 
bvious, there are no significant changes in T m 

between the 
epths. The wave refraction enables a shore normal propa- 
ation in the nearshore waters, with a shift of around 20—
5 ° from the deep-water waves. The dominant wave direc- 
ion along the Kerala coast during fair-weather season varies 
etween northwest and southeast ( Hameed et al., 2007 ). 
uring 14—16 March, the waves were approaching from the 
. The boundary data applied (ERA5 waves parameters) in 
he local model also reveals a W/WNW component on the 
orthern boundaries, however, they were not present in the 
outhern regions. The wave model results indicate that this 
as been propagated towards the coast. The W/WNW com- 
onent could be due to the effect of sea breeze, which are 
redominant along the Kerala coast during March ( Abdulla 
t al., 2022 ). 
A slight increase in H s has been identified when the wave 

pproaches the shore (from 15 m to 5 m). This increment 
as more pronounced during 18—19 March when IASO swells 
ere present. In addition, the T m 

on these days were the 
ighest (10—12 s) of the month. This high T m 

indicates that 
511 
he long-period swells from the IASO interface have ap- 
roached the shore without considerable interference of lo- 
ally generated wind seas. The presence of local wind seas 
enerally reduce T m 

of the total waves compared to the 
ndependent swell T m 

( Vethamony et al., 2011 ). Thus, the 
ersistent higher T m 

with an increased wave setup in the 
hallow waters of Valiyathura-Shangumukham stretch over 
he fully developed beach have made the runup easier than 
he other adjacent regions. 

.4.2. Coastal inundation and morphological changes 
he study area is part of a straight coastal belt in which the
.4 km stretch between Shangumukham and Valiyathura has 
ot particular attention in this study. The beach is relatively 
ider at Shangumukham while the beach slope is relatively 
mall at Valiyathura. Sea-level rise, anthropogenic activi- 
ies and geomorphological changes by the wave action to- 
ether contribute to the long-term erosion along the coast. 
t makes the coast more vulnerable to sudden floodings and 
nundation. 

During 17—19 March 2019, the Valiyathura and Shangu- 
ukham coasts were heavily affected by wave runup, 
ave breaking and inundation. The coastal inundation was 
vident from the field visits immediately after the event 
 Figure 9 ). The beach survey along the Shangumukham coast 
eveals that the beach is dissipative with slopes ranging 
etween 2 ° and 6 ° before the event. On 05 March, it was 
 fully developed beach with a beach width of 52 m (with 
 berm at the landward side) and an extended mild slopy 
each up to 75 m. This has been altered by the wave 
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Figure 8 Wave transformation: Spatial variations of bathymetry (contour plot) in the top panel including the extraction locations; 
changes in wave parameters from the deep ocean (1600 m) to nearshore (5 m) across Valiyathura coast in the bottom panel. 
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Figure 9 Field photographs of Valiyathura — Shangumukham stretch during the event on 18 March 2019. 

Figure 10 Beach profiles at Shangumukham coast during March 2019. 
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ctivity that occurred on 18—19 March. The beach face has 
urned flat, the fully developed flat beach was extended 
p to 80 m, and the beach slope was modified with a steep 
oreshore slope of about 10 °. A mean grain diameter (d 50 ) of 
.41 mm observed during this period indicates the presence 
f relatively fine sand. The water was inundated by almost 
0 m up to the permanent benchmark of the survey (steps) 
 Figure 10 ). 
The post-event scenario indicates that the foreshore 

lope has been decreased from 10 ° to 6 ° with the berm 

hifted towards the seaside within a week time. Compared 
o 05 March, a significant erosion was occurred due to the 
ood event with a beach loss of 20 m. The flooding nor- 
ally reduces the capacity of the beach acting as a natural 
arrier against erosion ( Miguel et al., 2021 ). Kurian et al. 
2009a) identified similar erosion by the effects of southerly 
wells, which generated a southward alongshore current, 
ets amplified and enabled a wave setup during event. The 
ost-flood profile (28 March) at the Shangumukham coast in- 
icate that the beach has started to retain the pre-existing 
ondition ( Figure 10 ). The characteristics of the inundation 
ccurred due to these long-period swells are quite differ- 
nt from those that occurred due to the cyclonic activity 
 Gayathri et al., 2017 ; Rao et al., 2020 ), on which the coast
e-building may take a longer duration. 

.4.3. Wave runup 

he wave runup is higher in a mild slopy beach that results 
n greater landward inundation during high waves ( Gayathri 
513 
t al., 2017 ). Here, the runup exceeded by 2% of the waves
R 2% ) is estimated corresponding to the daily H max for March 
019 on the Shangumukham beach ( Figure 11 ). This shows 
hat the highest values are obtained during 18 March com- 
ared to the pre- and post-event scenarios. On 18 March, 
he R 2% has reached 0.93 m with H max = 1.37 m and T p =
8.5 s. On the following day (19 March) it was 0.8 m with
 max = 1.7 m and T p = 17 s. However, the R 2% corresponds
o the highest H max (2.11 m) was only 0.59 m, which was 
ccurred during 13 March with T p below 15 s. This shows 
hat the T p has more dependency on the runup rather 
han the H max and the persistence of long-period swells of 
bove 18 s for more than a day has resulted in the coastal
ooding along the Valiyathura-Shangumukham coastal 
tretch. 
The highest wave runup along the Indian coasts oc- 

urred during 2004 tsunami. It went up to 4.17 m height 
long the coast of Tamil Nadu and inundated 238 m inshore 
 Seelam et al., 2005 ). The runup varied along Kerala coast 
ue to the influence of bottom topography in channelising 
he tsunami waves. The runup height was 3.5 m along the 
orth Kerala coast and 5.0 m along the south Kerala coast 
 Narayana et al., 2007 ). Generally, the increased runup vari- 
bility is attributed to low frequency wave which dominates 
he swash ( Torres-Freyermuth et al., 2019 ). Therefore, un- 
er long-period swell dominant conditions, the swash has 
ontributed to the high wave runup on 18—19 March. The 
ASO swells reached the Thiruvananthapuram coast on 17 
arch ( Figure 4 ). As the swell activity continued, the wave 
etup increased and accordingly the runup has reached to 
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Figure 11 Wave runup along Shangumukham beach. 
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 height of 0.6 to 0.89 m along the Shangumukham coast 
n 18 March. It is further developed to 0.93 m on 19 March 
hich contributed to the flooding and inundation over the 
aliyathura-Shangumukham stretch. 

. Conclusions 

he coastal inundation that occurred along the Valiyathura- 
hangumukham stretch during March 2019 was investigated 
hrough the analysis of ERA5 winds and waves over a global 
omain, fine-scale modelling for the Thiruvananthapuram 

oast and estimation of wave runup and inundation for 
he affected region. The study identified that a storm sys- 
em was developed in the Indian-Atlantic-Southern Oceans 
IASO) interface during 10—12 March 2019, from where the 
outherly components generated high swells having signif- 
cant wave heights of the order of 6.0—8.0 m and propa- 
ated towards the North Indian Ocean. These swells have 
 clear incidence along the southwest coast of India as ev- 
dent from the measured spectra. The arrival time of the 
wells estimated ( ∼7 days) was matched well with the low- 
requency spectra measured off Varkala. The high celerity 
f these waves along with the presence of a fully devel- 
ped/reflective beach made a quick runup of waters to- 
ards the shore, which caused an inundation of up to 83 
 with a runup height of up to 0.93 m. 
There were several wave runup events occurred at differ- 

nt parts of the southwest coast of India in the past; most 
f them were associated with long-period swells during fair- 
eather seasons (pre- and post-monsoon seasons). A few of 
hem were investigated in relation to the Kallakadal phe- 
omena, which are somewhat predictable considering the 
ecent advances in wave forecasts in the country. However, 
he wave runup event of March 2019 was not expected as 
here were no high swell forecasts or warnings related to it. 
ur analysis indicates that this event is a localised effect 
f a remote forcing, originating from the IASO interface. 
imilar events were often ignored as the swell heights were 
ot very high along the southwest coast of India, but their 
elerity does an impact. A more detailed understanding of 
he IASO interface swells including their climatological fea- 
ures is our future scope. This will help to better assess the 
orecasts and provide early warnings to the public. 
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