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Abstract The paper represents an attempt to understand the impacts produced by the North 
Atlantic Oscillation on the ice cover regime of the largest coastal lake in Poland situated in 
the northern part of the country. The purpose of the study was to estimate the impact of the 
North Atlantic Oscillation on selected ice cover parameters. The study also attempts to exam- 
ine other factors that may affect its significant impact on observed changes in the climate. 
Water temperature data are used to assess temperature conditions in aqueous ecosystems as 
well as determine the heat absorption capacity of these systems. This allows one to then de- 
termine cooling rates in the event of ice cover formation. The data analysis provided in the 
paper focuses on selected characteristics of ice cover conditions (i.e. dependent variables) 
including the number of days with ice and maximum ice thickness in relation to NAO index 
changes (i.e. independent variables) for the reference period 1960/61—2009/10. In addition, 
the paper divides the studied period into 10-year subperiods in order to capture the weakest 
and strongest phases of NAO and assess the extent to which they affect the duration of ice 
cover. A large increase in the mean air temperature (1.8°C) occurred in the years 1960—2010. 
Trendline analysis indicates that the number of days with ice cover declined by about 60 days 
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and the maximum thickness of ice cover decreased by about 10 cm. Oceanographic research 
employs satellite image data in order to accurately assess human impact. Therefore, ice cover 
forecasts generated for consecutive winter seasons may become an important tool in this type 
of assessment. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

esearch related to the North Atlantic Oscillation remains a 
ainstream trend given the multiple impacts it produces on 
he natural environment. Its effects are examined in terms 
f important hydrologic characteristics such as water level 
uctuations ( Neves et al., 2019 ; Sezen and Pertal, 2017 ; 
rzesiński et al., 2018 ), the magnitude of river water influx 

 Wrzesiński and Paluszkiewicz, 2011 ), and the occurrence 
f extreme events such as sea storms ( West et al., 2018 ). 
any studies also focus on relationships with key meteoro- 
ogic characteristics such as atmospheric pressure, pluvial 
onditions, air temperature, as well as wind strength and 
irection ( Dunstone et al., 2016 ; Smith et al., 2014 ). Finally, 
ome studies examine the relationship with air mass circu- 
ation ( Polvani et al., 2017 ). 
Some studies also investigate the effects of NAO on liv- 

ng organisms ( Weidberg and Bascedow, 2019 ). For exam- 
le, Pärn et al. (2022) examined both temporal and spatial 
rends in hydrologic characteristics (i.e. water temperature 
nd sea ice) and biochemical characteristics (i.e. concen- 
ration of alpha cholesterol) in marine environments. Many 
apers have been written in the last decade or so on the 
ffects of the North Atlantic Oscillation on changes in ice 
over conditions including accelerated ice cover melting 
 Sharma et al., 2016 ; Soja et al., 2014 ). 
Ice formation marks a characteristic change in annual 

emperature conditions in water ecosystems in temper- 
te climate zones. The close relationship between hydro- 
ogic processes, climate conditions, and present-day cli- 
ate change is readily observable in the functioning of bod- 

es of water, especially in the area of ice formation. Air tem- 
erature is a climate factor that affects the amount and du- 
ation of ice cover. These, in turn, are affected to varying 
egrees by teleconnection patterns. One of the best-known 
tmospheric teleconnections dominant over the European 
ontinent throughout the year is the North Atlantic Oscilla- 
ion (NAO) ( Delpeche-Ellmann et al., 2016 ; Haapala et al., 
015 ; Höglund et al., 2017 ; Jakimavičius et al., 2020 ; 
ihma and Haapala, 2009 ). 
Given the nontypical location of Lake Łebsko in very 

lose proximity to the Baltic Sea it is reasonable to assert 
hat its local conditions will be determined largely by ma- 
ine factors. The response time of Lake Łebsko to changes in 
eteorologic conditions is shorter than usual and the proof 
or this lies in the lake’s observed ice cover patterns. Sim- 
lar ice cover durations are noted for sea ice in the waters 
f the southern Baltic Sea; for example, the Gulf of Gdańsk. 
mstedt and Chen (2001) note that ice cover is an important 
ndicator when examined together with water circulation 
atterns and changes in water temperature, which fluctu- 
154 
te significantly from year to year. Research on the Baltic 
ea covering the period of the last 100 years shows that the 
aximum extent of sea ice has ranged from 12% to 100%. In 
ddition, the length of the Baltic Sea ice season has ranged 
rom an average of four to seven months. 
The first signs of ice formation are observed more or less 

n early November, mostly in the Gulf of Bothnia. Maximum 

ce cover in the Baltic Sea occurs sometime in late Febru- 
ry or early March ( Höglund et al., 2017 ; Lepparanta and 
eina, 1985 ). The ice cover begins to break up in April and
isappears completely in late May or early June, depending 
n air temperature patterns in the given season. Research 
y government agencies in Sweden and Finland shows cer- 
ain patterns in the appearance of ice cover in the Baltic 
ea. This information was then used to create an index that 
ould help classify each ice cover season in the region. 
A number of such analyses have confirmed the pres- 

nce of strong relationships between the extent of ice 
over and wintertime air temperature patterns noted for 
oth Stockholm and Helsinki ( Omstedt and Chen, 2001 ; 
ärn et al., 2022 ; Rjazin and Parn, 2020 ; Vihma and 
aapala, 2009 ). Long-term research on sea ice present 
ear the coastline of Estonia ( Jaagus, 2006 ), Lithuania 
 Dailidiene et al., 2012 ; Jakimavicius et al., 2020) , Finland 
 Lepparanta and Seina, 1985 ; Wenta et al., 2021 ), and Swe-
en ( Makynen et al., 2020 ) has made it possible to per-
orm accurate climate trend analyses on the formation and 
reak-up of ice cover. An additional key element of these 
tudies was an analysis of sea and ice cover coupling models 
hat aim to help explain the degree to which ice cover is 
ensitive to climate change. 
Research has shown that sea ice is characterized by high 

ensitivity to climate factors such as air temperature, wind 
trength, and snow cover. Ice formation in the ocean occurs 
ifferently than that in coastal waters and semi-enclosed 
eas. Research on changes in ice cover in Hudson Bay and 
affin Bay — in relation to NAO patterns — provided valu- 
ble data on ice formation patterns affected by NAO. The 
eneral finding was that there exists a fairly strong relation- 
hip between ice formation in the sea and variable atmo- 
pheric circulation represented by the North Atlantic Oscil- 
ation ( Omstedt and Axell, 1998 ; Omstedt and Chen, 2001 ). 
In addition, Wolski and Wísniewski (2022) were also able 

o determine the effects of changes in circulation (NAO and 
O) on changes in sea levels. Their research has shown that 
he strongest correlations between sea level and NAO/AO 

ndices occur in the winter months. Consequently, this pro- 
uces a strong impact on hydrologic characteristics and ice 
onditions in lakes located very close to the coastline. Lake 
ebsko in northern Poland is linked with the sea via a canal 
hat allows for occasional seawater intrusions throughout 
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he year, which leads to changes in both water chemistry 
nd select physical indicators due to the influx of brackish 
aters. According to Miller and Hutchins (2017) global cli- 
ate change will lead to a warmer and wetter winter in 
emperate climate zones. 
Ice cover parameters strongly reflect changes in the wa- 

er temperature regime noted in the course of each studied 
ear, which is particularly easy to observe for large bod- 
es of water. The first appearance of ice limits the verti- 
al exchange of energy between the water surface and the 
tmosphere. Ice cover is very sensitive to changes in cli- 
ate conditions. The positive NAO trend observed over the 

ast decade or so in the wintertime and its larger magnitude 
re linked with observed climate warming and an enhanced 
reenhouse effect. The impacts of ongoing climate change 
re also affecting hydrologic conditions that lead to a de- 
ay in the appearance of ice cover or its complete absence 
n aqueous ecosystems, especially those found in temper- 
te climate zones ( Hurrell et al., 2001 ; Karetnikov and Nau- 
enko, 2008 ; Livingstone, 2000 ). 
The main purpose of the paper is to compare the de- 

ree to which ice formation patterns noted for Lake Łebsko 
esemble those noted for the Baltic Sea. Several research 
uestions are posed herein in order to examine this sub- 
ect. Do changes in air temperature at the moment of ice 
ormation in the water produce the same effects in bays 
nd coastal estuaries? How do local conditions in bays and 
oastal estuaries accelerate and retard ice cover forma- 
ion and break-up? Existing studies indicate the existence 
f a relationship between ice formation parameters and at- 
ospheric circulation parameters; however, the mechanism 

overning differences in the various areas of the marine en- 
ironment has not yet been fully deduced. 
Research on the relationship between ice cover for- 
ation and atmospheric circulation represented by the 
orth Atlantic Oscillation is important, especially when the 
eference period is divided into shorter subperiods (i.e. 
ecades). The use of shorter time series allows for a more 
ccurate analysis of patterns in place in the course of 
hanges in meteorologic conditions and to assess how local 
actors affect ice formation in water. 
This is confirmed by Athanasiadis et al. (2020) who were 

ble to determine that climate variances in the temperate 
one are relatively predictable, although their level of pre- 
ictability becomes limited over the long term. They were 
lso able to determine that forecasts covering decades are 
xceptionally good at reflecting observed changes in ice 
over formation over the long term and the North Atlantic 
scillation itself. This is partly due to the large size of the 
ataset, which makes it possible for the predictable com- 
onent of atmospheric variation to emerge from a chaotic 
ackground component. Predictable atmospheric anomalies 
epresent therefore a forced response to oceanic variation 
ccurring with low frequency, which closely resembles the 
tlantic Multidecadal Variability (AMV), properly reflected 
n reverse forecasts for decadelong periods of time thanks 
o realistic ocean initialization and dynamics. 

. Study area 

he object of study in this paper is Lake Łebsko 
 Figure 1 ), located in Słowiński National Park in north- 
155 
rn Poland. The Park is part of the UNESCO Biosphere Re- 
erve. Lake Łebsko and its catchment formed when a ma- 
ine bay became separated from the sea by a sandy spit 
reated by wind and wave action on the Baltic Sea. Favor- 
ble wind conditions triggered the transport of clastic mate- 
ial, which became deposited over time to form a long sand 
ar. 
Another hypothesis of the formation of the Lake Łebsko 

atchment is an abrupt rise in groundwater levels across 
he Gardnieńsko-Łebski Lowland due to poor drainage con- 
itions ( Rosa, 1963 ). The Baltic Sea coastal area in north-
rn Poland consists of a land belt several tens of kilometers 
ide. It is characterized by a coastal landscape featuring 
he mouth sections of a number of rivers including the Łeba 
iver. The area also features flat wetlands as well as dune, 
elta, and marsh-lake-type landscapes. The diverse relief of 
he area surrounding the Łebsko drainage basin was formed 
ver the course of the last 8,000 years and remains a dy- 
amically changing place affected by wind and wave action 
oming from the Baltic Sea. 
Landform characteristics of the Łebska Sandbar include 

une complexes situated up to about 60 meters above sea 
evel. The quaternary soil cover surrounding Lake Łebsko 
aries in thickness and originates in the Pleistocene and 
olocene. The Pleistocene sediments found in the imme- 
iate vicinity of the lake’s basin consist mainly of sand and 
ravel. The southeastern part of the lake’s catchment area 
onsists mostly of clay and silt. The Holocene soil cover 
n the study area consists of river-based, lake-based, ma- 
ine, aeolian, as well as organic-based sediments; these 
re mostly aeolian sands, while the southern part of the 
atchment consists mostly of sand, gravel, alluvial material, 
eat, and silt ( Marks et al., 2006 ). Of the lakes found along
he Baltic Sea coastline in Poland, Lake Łebsko is charac- 
erized by the most favorable hydrologic conditions. It also 
eatures the largest general catchment area at 1,594 km2 . 
 beneficial hydrological feature of the lake is undoubtedly 
t is a drainage with the waters of the Baltic Sea. During 
tormy situations, the physical and chemical properties of 
ake waters are changed as a result of the inflow of salty 
ea water. 
The main watercourse recharging the lake is the Łeba 

iver, with average discharge of 13.6 m3 s—1 in the years 
960—2010. Lake Łebsko is a hydraulically active body of 
ater with water exchange occurring more than once per 
ear. Periodic retention is yet another indicator of the stor- 
ge of water originating in rivers and marine environments. 
he general vicinity of the studied lake is also character- 
zed by a dense network of drainage ditches that continu- 
usly remove water from areas adjacent to the lake. Pold- 
rs represent yet another landform in the area that occupies 
bout 5,900 hectares of land in the studied catchment. The 
ake’s surroundings also feature wetlands that represent a 
ery unique environmental characteristic protected by the 
amsar Convention. Lake Łebsko is linked with the Baltic 
ea via a permanent canal serving also as the mouth section 
f the Łeba River. The canal is quite deep and was partially
ebuilt in early 2001 ( Cieśliński and Olszewska, 2018 ). Lake 
ebsko is the largest (71.4 km2 ) and deepest (6.3 m) coastal 
ake in Poland; it also stores the largest amount of water 
117.5 m3 10 6 ). Its average depth is 1.6 m and the length of 
ts shoreline is 55.4 km. 
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Figure 1 Location of Lake Łebsko along the Baltic Sea coastline. 
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. Material and methods 

he main source of data in the present study consists of ob- 
ervations of ice conditions in the studied lake. The obser- 
ations were performed every year at two sites located near 
he villages of Rąbki and Izbica. The study aims to examine 
wo characteristics of ice cover: (1) number of days with ice 
over, (2) maximum thickness of ice cover. The reason why 
hese two particular characteristics were selected in this 
tudy is the need to examine the most important ice cover 
haracteristics that also yield the most easy-to-understand 
esults. The study period consisted of the cooler half of the 
ydrologic year between November and April in the period 
960/61—2009/10. Each studied half-year was further di- 
ided into five subperiods. 
156 
This division helps to more easily capture key relation- 
hips with ice cover conditions. Selected ice cover data 
ere obtained from the Polish Met Office IMGW PIB bureau 
n Gdynia. The observation of the number of days with ice 
onsisted of average ice cover durations. The thickness of 
ce cover was measured using a traditional ice sampler. The 
ampling sites were situated 100 m from the lake’s shore- 
ine. Measurements were performed every 10 days during 
eriod of stable ice cover. In situations where the ice cover 
ppeared to be too thin to walk across it, ice cover thick- 
ess was estimated visually. In order to better understand 
he reasons for changes in ice cover parameters the study 
lso examines average monthly values of air temperature 
nd water surface temperature (10 cm from the lake) in the 
eba River for the period 1960—2010. 
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NAO patterns for the study period are presented using 
ormalized values of differences in deviations from aver- 
ge atmospheric pressure at sea level for pressure systems 
uch as the Icelandic Low and Azores High (winter Hurrell 
ndex). The study is based on average monthly values col- 
ected for cold half-year from November to April in the 
eriod 1960/61—2009/10. The values were calculated by 
CAR/UCAR and are available at the following web address: 
ttps://climatedataguide.ucar.edu/nao_monthly.txt . 
The North Atlantic Oscillation Pattern is the dominant 

tmospheric teleconnection that is present throughout the 
ear. It is referred to as the primary climatic factor that 
nfluences the climatic variations observed over the area 
round the Atlantic. As a result of its operation, precipita- 
ion anomalies and variability of air temperature are noted, 
ost pronounced in winter. During the intensification of 
ositive NAO phases, northern Europe experiences wet and 
armer winters, and the southern part of the continent 
xperiences a lack of rainfall. The negative NAO phase is 
he other way around, with cold winters in the north and 
ilder winters in the south ( Hurrell, 1995 ; Visbeck et al., 
001 ). 
Satellite images were also employed to examine visible 

hanges in ice cover in various phases of the Hurrell NAO. 
atellite data provide the newest and most up-to-date views 
f the investigated patterns generated via teleconnections. 
uch data may be used to assess changes in a lake catch- 
ent area. The images were selected from the USGS Earth 
xplorer database and represent measurements using the 
ynthetic aperture radar used on observational missions by 
andsat-1A and Landsat 1-B. In this study, we examine im- 
Figure 2 Variability of the number of days with ice obse

Figure 3 Variability in maximum thickness of ice obser

157 
ges with a resolution of 250 m in the visible range obtained 
ia moderate resolution imaging (MODIS). 
The next step in the search for the highest legibility con- 

isted of the rejection of images with errors in the form of 
louds and areas of fog and the selection of images with- 
ut the aforementioned errors. The last stage of the pro- 
ess consisted of the vectorization of selected satellite im- 
ges using ArcGIS Pro in order to obtain the best possible 
utcomes of image analysis. Most of the graphical illustra- 
ions in the paper were created using Corel Draw 4 and Mi- 
rosoft Excel and Word. The Pearson correlation coefficient 
as used to analyze data in the study. The statistical signif- 
cance of these coefficients was examined using the Fisher- 
nedecor test. Satellite images obtained from Earth Ex- 
lorer were analyzed using ArcGIS Pro and subsequently su- 
erimposed upon a topographic map of Lake Łebsko (scale: 
:50,000). In addition, the RStudio software package was 
sed to assess the relationship between the Hurrell NAO in- 
ex and the examined parameters of ice. 

. Results 

ne effect of changes affecting the ice cover regime in lakes 
s the shorter duration of ice cover. In light of the variabil- 
ty of the number of days with ice ( Figure 2 ) and maximum
ce thickness values ( Figure 3 ) it appears that the ice cover
s gradually becoming thinner over time. The number of 
ays with ice in the winter season declined by an average 
f — 1.2 days per year, while the maximum ice thickness 
eclined at a rate of — 2 mm per year in the study period.
rved for Lake Łebsko in the years 1960/61—2009/10. 

ved for Lake Łebsko in the years 1960/61—2009/10. 

https://climatedataguide.ucar.edu/nao_monthly.txt
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Figure 4 The average air temperature trend for Łeba in the period 1960/61—2009/10 by season. 

Table 1 Ice cover characteristics, including three stages of formation and maximum thickness, divided into five-decade time 
intervals, for Lake Łebsko in the period 1960/61—2009/10. 

Łebsko 
Lake 

Freeze up (Date) Break up (Date) Duration of ice cover 
(Days) 

Ice cover thickness 
(cm) 

Decade earl. last avr. earl. last avr. shrt. long. avr. max. min. avr. 

I 14.11 17.01 14.12 14.02 17.04 23.03 29 142 108 50 14 29 

II 1.11 22.12 11.12 26.02 7.04 16.03 69 159 112 52 3 23 

III 7.11 4.02 22.12 22.12 3.04 5.03 27 130 88 38 5 19 

IV 18.11 24.12 28.12 29.01 13.04 27.02 34 144 78 41 6 17 

V 7.12 9.02 16.01 16.01 18.04 2.03 24 98 53 32 3 15 
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he number of days with ice decreased by an average of 
0 days, while the maximum ice thickness by an average of 
0 cm in the study period 1960/61—2009/10. According to 
hoiński et al. (2015) , the duration of ice cover decreased 
y 56 days, while the ice thickness declined by 6.1 cm in the 
ase of 18 lakes in northern Poland in the period 1960/61—
009/10. These new results closely mirror data provided in 
arlier research studies. The small difference is likely to 
e the result of different local conditions present around 
he lakes studied by Choiński including air temperature, in- 
olation conditions, and various morphometric parameters. 
ocal conditions do play an important role in the formation 
nd break-up of ice cover in each given winter season. 
Analysis of ice cover conditions for Lake Łebsko indicates 

ariability in the appearance, duration, and break-up of ice 
over. The average date of the first appearance of ice indi- 
ates a significant shift from one decade to another. In the 
rst measurement period, ice appeared in mid-December, 
hile in later periods it appeared either in late December 
r mid-January ( Table 1 ). On the other hand, the average 
reak-up date for ice in the studied area followed a sim- 
lar pattern in each examined decade. Ice cover duration 
ollowed a strong declining trend — in the first and second 
ecades of the study period ice cover remained intact for 
n average of 108 to 112 days; however, by the years 2001 —
010 ice cover duration declined to about 53 days. Yet an- 
ther examined parameter was ice thickness. As in the case 
f the previous parameters, the thickness of the studied ice 
158 
over was characterized by a declining rate of 2.5 cm per 
ear, on average. 
The description of the impacts of the North Atlantic Os- 

illation on selected ice cover parameters is based on an 
nalysis of ice cover conditions for Lake Łebsko in the years 
960/61 —2009/10. Average monthly air temperature values 
ere compared for the time period from November to April 
long with changes in the number of days with ice cover 
nd maximum ice thickness values for the study period. The 
verage monthly air temperature in Łeba was found to in- 
rease significantly over time ( Figure 4 ). Trend line analysis 
hows that the largest increase in average air temperature 
ccurred in the winter and spring seasons at 0.03 °C (p < 

.05). Data on the largest positive change in air temperature 
or Łeba for the winter and spring clearly show a decline in 
he duration of ice cover on Lake Łebsko. One effect of the 
bserved changes will be a systematic shift in ice formation 
nd ice break-up dates. The duration of the ice cover in the 
tudied area was found to be significantly shorter over time. 
An increasing trend in water temperature in Lake Łeb- 

ko was noted up to a maximum depth of 6.3 m. The trend
ine ( Figure 5 ) indicates that the largest increase occurred 
n spring, for an average of 0.04°C, and in summer, for an 
verage of 0.03°C (p < 0.05). The observed rise in water tem-
erature in spring indicates a faster break-up of the ice 
over, while high values in the summertime alter the tem- 
erature regime of the lake. In light of these patterns, the 
ime it will take for water to freeze will be longer, leading 
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Figure 5 Average water temperature in Lake Łebsko in the years 1960/61—2009/10 by season. 

Figure 6 Percentage breakdown of the Hurrell NAO index for the colder half of the year, November to April, by decade for the 
period 1960/61—2009/10. 
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o a delay in ice cover formation. The currently observed 
lobal increase in air temperatures strongly affects the heat 
egime of both flowing and standing water. Global warming 
s producing irreversible changes in water ecosystems. The 
esults obtained in this study confirm the presence of cli- 
ate warming via changes in air circulation in the Earth’s 
tmosphere, which in turn either accelerates or retards the 
ormation and break-up of ice cover. In effect, the ice cover 
uration in water is becoming shorter and the ice is also 
ecoming thinner. 
Large seasonal fluctuations in the value of the Hurrell 

AO index were noted for the cooler months of the year, 
rom November to April. The first decade ( Figure 6 ) is char- 
cterized by a fairly balanced situation, although one dom- 
nated by negative values. In the second decade, negative 
alues occur more often than positive values, which is re- 
ected in ice cover duration values for Lake Łebsko. The 
hare of positive Hurrell NAO index values for the winter- 
ime significantly increases in the third, fourth, and fifth 
ecades of the study period. The fluctuation in the Hurrell 
159 
AO index with a predominance of positive values implies an 
ncreasing trend in air temperature, which is rather strongly 
orrelated with the aforementioned index. 
Correlation coefficients between the studied ice cover 

arameters and the NAO index range from —0.3 to —0.8 for 
ach decade. A negative NAO phase is noted for the years 
961 —1970, which extends the period with ice cover and 
aximum ice thickness, with a range of correlation values 
rom —0.69 to —0.78 ( Table 2 ). Correlation coefficients for 
he period 1971 —1980 are much smaller and do not exceed 
.69. In the years 1981 —1990, the strongest correlation is 
oted for maximum ice thickness in January and February 
t approximately —0.8 (p < 0.001). Positive correlation coef- 
cients between ice cover parameters and the NAO index 
ere noted for February and March — the likelihood of the 
ccurrence of such coefficients was higher for the late win- 
er season and early winter season. 
The values obtained herein suggest significant warming 

hat prevented the formation of ice on the water surface or 
ce formation across small surfaces subject to rapid melting. 
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Table 2 Pearson’s coefficients of linear correlation between the Hurrell NAO index and the number of days with ice and 
maximum ice thickness on Lake Łebsko during the ice season in the years 1960/61—2009/10. 

North Atlantic Oscillation (Hurrell) Monthly 

Ice season XI-XII XI-I XII-I XII-II I-II I-III II-III II-IV XI-IV 

I 
1961/1970 

-0.619 
-0.303 

-0.778 

-0.751 
-0.780 

-0.767 

-0.725 
-0.695 

-0.551 
-0.735 

-0.751 
-0.775 

-0.564 
-0.354 

-0.453 
-0.214 

-0.733 
-0.602 

II 
1971/1980 

-0.226 
-0.082 

-0.548 
-0.492 

-0.627 
-0.685 

-0.503 
-0.603 

-0.447 
-0.599 

-0.295 
-0.441 

0.129 
-0.014 

0.252 
0.091 

-0.250 
-0.292 

III 
1981/1990 

0.136 
0.393 

-0.349 
-0.100 

-0.417 
-0.358 

-0.599 
-0.654 

-0.659 
-0.799 

-0.674 
-0.652 

-0.516 
-0.418 

-0.376 
-0.334 

-0.601 
-0.379 

IV 
1991/2000 

-0.726 
-0.746 

-0.622 
-0.639 

-0.487 
-0.528 

-0.606 
-0.672 

-0.514 
-0.572 

-0.728 
-0.694 

-0.721 
-0.670 

-0.695 
-0.648 

-0.708 
-0.704 

V 
2001/2010 

-0.377 -0.498 -0.557 -0.724 -0.761 -0.666 -0.595 -0.601 -0.669 

Row #1: Number of days with ice. Row #2: Maximum ice thickness. Black numbers shown in bold indicate the strongest negative 
correlations. Statistical significance level — dark color < 0.001, lighter color < 0.02, lightest color < 0.05. 
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Figure 7 Relationship between the number of days with ice 
(a), maximum ice thickness (b), and the NAO index for ice cover 
present on Lake Łebsko in the years 1961—1970. 
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in maximum ice thickness. 
he next decade (1991 —2000) ( Table 2 ) was characterized 
y a stronger, negative NAO phase, and correlation coeffi- 
ients ranged from —0.65 to —0.75. The difference is re- 
ated to ice duration in water. In the first studied decade 
orrelation coefficients reflected a relatively stable ice sea- 
on. Gaps were observed since the fourth studied decade in 
he form of coefficients as low as —0.62. Correlation coeffi- 
ients for the fifth decade (2011 —2010) were highly variable 
the strongest correlations were noted between December 
nd February or in the middle of winter when ice cover ap- 
ears most frequently. The remaining 3 seasons were char- 
cterized by much weaker correlations — in most cases, 
hey were statistically significant. 
On the graph illustrating the relationship between NAO 

alues and selected data on ice cover ( Figure 7 a,b) most 
f the points are scattered. The distance to the regres- 
ion curve is a reflection of each given winter season. In 
he period 1961 —1970, the strongest relationship between 
he number of days with ice and Hurrell’s NAO index was 
oted from late December to early January ( —0.78), while 
or maximum ice thickness, the strongest relationship was 
oted between January and March ( —0.77). In addition, NAO 

ndex values explain about 60% of the variance in selected 
haracteristics of ice cover. 
Most of the NAO values obtained in the study for the 

eriod 1991 —2000 were positive. The scattered pattern of 
oints observed in Figure 8 a,b also indicates a different 
ourse of ice events during each studied winter season. 
he strongest relationship between the parameters used in 
he study occurred for days with ice cover in the period 
anuary —March ( —0.72) and for maximum ice thickness in 
ovember and December ( —0.74). Fluctuations in the NAO 

ndex explain about 53% of the variation in the number of 
ays with ice and 56% of the variation in maximum ice thick- 
ess. 
The last studied decade (2001 —2010) was characterized 

y some of the lowest numbers of days with ice and the 
mallest ice thickness only slightly exceeding 30 cm. The 
argest changes were observed for days with ice cover, al- 
hough in most cases this was no more than 60 days. The 
trongest relationship between the NAO index and num- 
160 
er of days with ice ( Figure 9 a) was noted for January
nd February ( —0.76), while for maximum ice thickness 
 Figure 9 b) this was both December and January ( —0.72).
luctuations in the NAO index explain about 58% of the vari- 
nce in the number of days with ice and 52% of the variance
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Figure 8 Relationship between the number of days with ice 
(a), maximum ice thickness (b), and the NAO index for ice cover 
present on Lake Łebsko in the years 1991—2000. 
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Figure 9 Relationship between the number of days with ice 
(a), maximum ice thickness (b), and the NAO index for ice cover 
present on Lake Łebsko in the years 2001—2010. 
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The interpretation of satellite images represents a sim- 
le way to determine the tendency to form ice cover in a 
iven area. The choice of the right timeframe when the first 
igns of ice formation appear in the water helps explain the 
ntire process of ice formation in a given area. Lake Łeb- 
ko is quite large and features a highly irregular shoreline. 
arge parts of the lake are characterized by shallow waters 
long its shoreline. It is in these shallow areas where water 
s most rapidly affected by fluctuations in air temperature. 
he water cools quickly and allows for freezing to occur. 
igure 10 shows the situation in mid-November 2002 — only 
ome ice cover across the shallower parts of the lake was 
bserved. 
In spite of the fact that the air temperature oscillates 

round —0.8°C, air masses arriving from the northwest do 
ot permit significant ice formation on the surface of the 
tudied lake. The situation changes after only a few days 
hen the NAO phase shifts to negative, with air temper- 
tures falling to about —8.9°C and the dominant wind di- 
ection is NE. Ice cover grows almost fourfold from a mere 
%. The NAO affected the situation somewhat differently 
etween January 11 and January 15, 2005. At first, the 
ir temperature approaches + 1.1°C, and ice cover encom- 
asses about 25% of the surface area of the lake. The situa- 
ion deteriorates over the next few days, with the dominant 
ind direction being N, air temperature oscillating around 
5.6 °C ( Figure 10 ), and ice covering about 82% of the lake.
161 
 water mass free of ice is found only at the deepest sites
n the lake, where it cools much more slowly. 
The third air circulation scenario affects the studied ice 

egime in a very different way compared with the previ- 
us two ( Figure 10 ). On December 2, 2010, the lake was
4% covered in ice. The air temperature was about —12.6°C 

nd remained at that level for the next few days. The main 
ind direction was ENE. The freezing continental air masses 
ed to significant ice cover on the studied lake. The situa- 
ion began to change on December 9, 2010. Air tempera- 
ure increases to + 6.4°C, with the dominant wind direction 
eing NW, and the NAO phase shifts to positive. The out- 
ome of shifts in air masses is a reduction in ice cover from
4% to 58%. What is also noteworthy is the site where the 
eba River enters the lake, as this is the place where the 
ce breaks up faster. 
The ice breaks up usually in the second half of March. 

his was the situation prior to the 1980s. While some win- 
ers were in fact harsh, it was possible to observe ice break- 
p during milder winters. Winters in the last 20 years or so 
ave been characterized by medium ice cover duration and 
ostly low snowfall amounts. All of the above trends have 
radually produced a global rise in air temperatures that 
ontinues to alter the heat regime of flowing bodies of wa- 
er as well as of bodies of standing water. The description of 
he break-up of ice cover begins with the situation shown in 
igure 11 . The date is February 4, 2003. Lake Łebsko is fully
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Figure 10 Characteristics of each Hurrell NAO phase (positive + ) (negative —) for Lake Łebsko for ice cover events on the lake —
based on satellite images. 
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overed with ice of variable thickness. The dominant wind 
irection is W, while the air temperature is around the —
8.2°C mark. The low temperature remains in place for sev- 
ral days, strengthening the growing negative NAO phase. 
After several days, by February 9, 2003, the situation in 

he area changed substantially. Lake Łebsko was no longer 
ully covered with ice, but 78% covered ( Figure 11 ). The 
redominant wind direction was now NW. The positive NAO 

hase gained strength, leading to an increase in air temper- 
ture, although still below freezing ( —0.4°C), which led to 
he breakup of about 22% of the ice cover. The March 28, 
005 situation illustrates another NAO pattern during the 
ce season on Lake Łebsko. The predominant wind direction 
s NE, and the wind is rather cool. The air temperature mea- 
ures at + 2.3 °C. Most of the lake’s surface is free of ice —
he remaining ice cover stands at about 36%. 
By April 3, 2005 ( Figure 11 ) the negative NAO phase be- 

omes stronger. This does not lead to an increase in the 
mount of ice; in fact, it leads to a gradual reduction in 
ce cover — a threefold reduction. The air temperature rises 
ubstantially to + 9.4°C, and the dominant wind direction is 
SW. This air mass fluctuation scenario yields similar results 
o the previous two, with only the date of ice break-up be- 
ng different. This third ice break-up date occurs later than 
he two previous dates — on April 7—11, 2010. 
In the first scenario (i.e. April 7) the air temperature os- 

illates near —1.1°C. The surface of the lake is 67% cov- 
T

162 
red with ice, but of course, there are sites where ice is 
ot present. These include the deepest parts of the lake 
nd the site where the Łeba River flows into the lake. Af-
er a few days, ice cover declined more than 32% and the 
ir temperature stands at + 11.2°C. The positive NAO phase 
ecomes stronger and the ice on the lake gradually breaks 
p. 
The study also focused on correlations between selected 

ce cover parameters and the pattern of teleconnections as- 
ociated with time delays. No meaningful effects on the ice 
over were detected for the studied lakes for 1, 2, 3, and 
-month time delays. 

. Discussion 

 comparison of results obtained for Lake Łebsko with re- 
ults for large areas of marine waters, shows significant sim- 
larities. Just like Lake Łebsko, large surface areas of the 
arine environment are susceptible to major changes in 
cosystem response time. Shorter ice cover durations for 
ake Łebsko are matched by the decline in ice duration 
or the various parts of the nearby Baltic Sea, as shown 
n the research of Granskog et al. (2014) , Vihma and Haa- 
ala (2009) , Löptien et al. (2013) , and Höglund et al. (2017) .
he area of research that deserves more attention is key 
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Figure 11 Characteristics of Hurrell NAO phases (positive + ) (negative —) for Lake Łebsko in the course of ice cover break-up, 
based on satellite images. 
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ifferences in local conditions between the studied ecosys- 
ems. 
Ice cover patterns for the Baltic Sea tend to be differ- 

nt for each part of the sea due to its irregular shape in the
orm of shielded bays and arms, variable depth, scattered 
ites of river inflow, and variable salinity levels. The Baltic 
ea is also quite large. The study of the water temperature 
n Lake Łebsko clearly shows that the lake’s response time 
s short when the air temperature remains below freezing 
or an extended period of time. Existing studies on smaller 
odies of water provide a basis for increased interest in re- 
earch on larger bodies of water. 
One current direction in oceanological research is the ex- 

mination of mechanisms that drive changes in the time of 
ce formation and break-up in the various parts of the Baltic 
ea. This is especially true of the interaction between the 
ctive surface of the sea and the ambient atmosphere. The 
nalysis of air temperature changes prompting changes in 
he overall thermal conditions in seawater provided in this 
aper suggests an ever increasing tendency towards the oc- 
urrence of warmer winter seasons. Another aspect of this 
tudy which helps explain the ice cover pattern on Lake Łeb- 
ko is the inflow of water from the Łeba River, leading to 
elayed ice formation and faster ice break-up at selected 
ites. This observation also helps shed light on ice cover for- 
ation patterns for the various sections of the much larger 
altic Sea. 
163 
A possible research could focus on sites along the Baltic 
oastline in the various arms and bays characterized by spe- 
ial conditions including the inflow of the Neva River in the 
ulf of Finland, inflow of the Daugava River in the Gulf of 
iga, and the inflow of the Kemijoki River in the Gulf of 
othnia. Given the above, local proxies with high sensitivity 
hould be used, such as lakes located in the vicinity of given 
ub-basins of the Baltic Sea, from which larger rivers flow. 
Such research would help to understand whether every 

nflow of potamic water affects ice cover duration in a body 
f water and to what extent. It is easy to conclude that ice
uration in the southern and western areas of the Baltic Sea 
ould be characterized by delayed sea ice formation and 
arly sea ice break-up relative to the eastern and northern 
arts of this particular sea. This is due to much milder win- 
ers in the western and southern reaches of the Baltic Sea. 
ata on a body of water located adjacent to the Baltic Sea 
learly indicate that local factors produce an effect upon 
ater bodies experiencing ice cover in the various seasons 
f the year. Hence, the use of data on Lake Łebsko in re-
ation to the various parts of the Baltic Sea requires a con- 
ideration of various degrees of susceptibility to key local 
actors. One additional area of investigation that merits at- 
ention is the analysis of sites where river water enters lakes 
nd seas. The very flow of water slows down the freezing 
rocess, and this is in itself an important area of inquiry. Re- 
earch has shown that ice forms somewhat later and breaks 
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p much earlier at the site on Lake Łebsko where the Łeba 
iver enters the lake. Salinity is yet another important fac- 
or. The northeastern part of Lake Łebsko freezes over later 
han other parts of the lake due to the presence of a canal 
eading to the Baltic Sea. A similar pattern of ice formation 
ay be determined for the Baltic Sea itself, where some ar- 
as of the sea are more saline than others, and ice cover 
ormation follows a different pattern in each type of area 
f the sea. What would also be very useful in this type of 
tudy would be the utilization of tools designed to assess 
he thickness of ice cover and possibly the direction of ice 
xpansion in each given area of the Baltic Sea. 
The nature of the North Atlantic Oscillation represents a 

ighly relevant factor affecting variances in the European 
limate, as described in the works of Hurrell et al. (2001) , 
anna and Cropper (2017) and Dunstone et al. (2016) . The 
ata obtained in the present study allow one to readily con- 
lude that Lake Łebsko responds more rapidly to changes as- 
ociated with elevated air temperatures in conjunction with 
ocal catchment factors and a strengthening, positive phase 
f the North Atlantic Oscillation. One effect of this trend 
s increasingly warm winter seasons featuring much shorter 
ce cover durations or only sporadic ice cover formation. 
The strongest relationships between the examined ice 

over parameters, taking the form of strong, negative cor- 
elations, were most frequently noted between the first and 
hird of the herein studied time periods (i.e. decades). Sub- 
equent study periods were characterized by the presence 
f more positive NAO values. The study was able to demon- 
trate that regional shifts in the climate are reflected by 
he North Atlantic Oscillation pattern. Research on changes 
n ice cover duration in relation to the NAO effect was 
onducted, for example, by Karpechko et al. (2015) and 
mstedt et al. (2014) . 
Our study on selected NAO effects has produced results 

hat mirror those obtained by Dailidiene et al. (2012) as 
ell as Hanna and Cropper (2017) . Research by K ļ aviņ š
t al. (2016) concentrates on variances in ice cover in re- 
ation to the NAO and concludes that mechanisms driv- 
ng atmospheric circulation in the North Atlantic affect 
ce conditions along the coastline of the Gulf of Riga. 
dzylete et al. (2019) studied ice conditions on the Curo- 
ian Lagoon and found that sea ice durations are substan- 
ially extended in the presence of a stronger, negative NAO 

hase characterized by a long period of below-freezing air 
emperatures. 
Both of the examples above may be connected with ice 

onditions observed on Lake Łebsko. The two bodies of wa- 
er differ in terms of ice conditions first and foremost due to 
he different local factors that shape their climate. Analysis 
f correlations between the selected ice cover parameters 
i.e. number of days with ice, maximum ice thickness) and 
he Hurrell NAO index for Lake Łebsko shows a correlation 
rst and foremost for the first three decades of the study 
eriod. The last two of the studied decades are character- 
zed by the impact of positive NAO coefficients and shorter 
urations of ice cover characteristics. 
This confirms the studied lake’s strongly reduced re- 

ponse time in relation to leading meteorologic factors. Ear- 
ier studies have shown the variable effects of the NAO 

n different regions of the Baltic Sea due to the presence 
f the different impacts of key local factors acting across 
164 
ach given area of the sea, driven by various degrees of 
hielding. 
The use of satellite images to assess ice cover du- 

ation for Lake Łebsko made it possible to identify key 
oints in the investigated period of time. Research by 
avrova et al. (2019) and Kozlov et al. (2020) focused on 
he use of remote sensing (SAR) to assess the extent of the 
ce cover on the Caspian Sea and the Curonian Lagoon, but 
lso to estimate the thickness of the ice in relation to key 
ydrometeorological changes. The use of satellite data and 
ssociated research methods continues to become refined, 
specially due to the availability of high-resolution data. 
The analysis of ice conditions on Lake Łebsko and any 

iscernible mechanisms that can delay ice cover formation 
ay be useful in new oceanographic research studies. Yet 
nother area of new research on ice cover formation pat- 
erns is the assessment of the susceptibility to freezing 
cross different parts of the sea, i.e. its constituent parts 
n the form of bays and arms. 

. Conclusions 

he present paper describes issues associated with the for- 
ation, maintenance, and then break-up of ice cover in re- 

ation to the currently observed warming of the lower layer 
f the Earth’s atmosphere, which is linked with the impacts 
f the North Atlantic Oscillation. The one key pattern ob- 
erved in the study of ice regimes of various aquatic ecosys- 
ems is the decline in ice cover duration in sea water due to
 steady rise in air temperature on a global scale. A similar 
rend is shown in a number of other research works based on 
odies of water located in many different parts of the north- 
rn hemisphere, although some exceptions do apply. The 
ost often encountered exception consists of local hydrom- 
teorological factors that affect local ice regimes present 
n aquatic ecosystems. 
Our study of ice conditions on Lake Łebsko for the pe- 

iod 1960—2010 demonstrates a clear trend of increasing 
ir temperatures that affects the temperature of water in 
akes and the sea. One key outcome of the above process is 
 change in the degree of susceptibility of Lake Łebsko to 
he effects of meteorological factors. Another signal asso- 
iated with global change in air temperature and intensity 
f atmospheric circulation is the delayed time of ice forma- 
ion in bodies of water along with shorter ice cover dura- 
ion times. The occurrence of positive values of the North 
tlantic Oscillation index is related to the global increase 
n air temperature. The impact of global warming is a real 
ossibility of changes taking place in the variability of NAO 

hases ( Blackport and Fyfe, 2022 ). 
The effect of the NAO on different areas of the Baltic 

ea is different. Small bodies of water such as Lake Łebsko, 
hich are more susceptible to forced effects, and their be- 
avior may serve as a case study in the assessment of water 
ody susceptibility to large changes occurring in different 
reas of the Baltic Sea. 
A closer look at the results for Lake Łebsko suggests 

hat much larger bodies of marine water and geograph- 
cally unique areas of large bodies of marine water are 
lso susceptible to major changes in the aquatic ecosys- 
em response. The only difference consists of variances 



Oceanologia 66 (2024) 153—166 

i
c
l
p
T

D

T
n
a

R

A

B

C

C

D

D

D  

 

G

H

H

H  

H

H

I

J  

J

K

K  

K

K

L

L

L

L

M

M  

M

N

O

O
 

O

n observed characteristics and is associated with rates of 
hange determined by local conditions including meteoro- 
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hese will also impact the water body’s response time. 
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olski, T., Wísniewski, B., 2022. Characteristics of seasonal changes 
of the Baltic Sea extreme sea levels. Oceanologia 65 (1), 151—
170. https://doi.org/10.1016/j.oceano.2022.02.006 
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Abstract 282 CTD probe measurements were analysed for the parameters of temperature, 
salinity, depth and oxygen saturation of the water column. These measurements were taken 
during commercial pelagic fishing for herring ( Clupea harengus ) and sprat ( Sprattus sprattus ). 
These species are currently the main target of commercial fishing in the Baltic Sea. Research 
was carried out throughout the years 2018—2022 in the south-eastern Baltic Sea, mainly in the 
Gdańsk Deep, mostly during the daytime. The main factor that influenced both, fishing strategy 
and the increase in catch per unit effort throughout each year, was temperature. Regardless of 
the season, the most frequent temperature measured was around 5.8 °C during fishing, and 5 °C 
in the most abundant winter season. This is the value occurring within the boundaries of the 
formation of the thermocline and the hypolimnion layer in the Baltic Sea. The formed shoals 
of fish moved dynamically with this layer in the daytime and occurred throughout the year at 
various depths in a range of up to 65.7 m. A stronger reaction to temperature changes was also 
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observed for sprat, which is the most exploited fish in the Baltic Sea. This species was observed 
to be more numerous in the deeper layers of the water column and at lower temperatures than 
herring. In the winter, shoals of fish were observed at the level of the halocline, which may be 
strongly related to the presence of a preferred optimal food base in this season. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

alinity and temperature are very important determinants 
f fish stock and recruitment for herring ( Clupea haren- 
us ) and sprat ( Spratts sprattus ) ( Akimova et al., 2016 ;
araux et al., 2014 ), the most important commercial pela- 
ial fish in the Baltic Sea. These waters are a special sea 
asin with the lowest salinity on a world scale, relatively 
mall average depths, and high-water dynamics ( ICES, 2018 ; 
eier et al., 2022 ). Typical marine species found here, orig- 
nating from the Atlantic area, such as herring and sprat, 
re forced to look for optimal and sensitive environmental 
onditions in the water column, often determining their sur- 
ival, especially during the reproduction and maturation of 
ry ( Parmanne et al., 1994 ). 
One of the important factors related to the occurrence of 

oth of these fish stocks at the given place and time in the 
ater column is the presence of concentrations of zooplank- 
on, as herring and sprat are the dominant zooplanktivorous 
pecies in the Baltic Sea. Their diel vertical migration (DVM) 
irrors the zooplankton diel movements in the water col- 
mn as well as its response to select optimal water tem- 
erature (bioenergetic optimisation) and minimal exposure 
o predators ( Cardinale et al., 2003 ; Holland et al., 2021 ; 
öllmann et al., 2004 ) Both of these species are similar 
o each other through shared locations of feeding grounds 
nd similar food preferences ( Arrhenius and Hansson, 1993 ; 
ardinale et al., 2003 ; Casini et al., 2004 ; Lankov et al., 
010 ; Möllmann et al., 2004 ), but smaller sprat feed 
pon zooplankton, while larger herring prefer nektobenthos 
uch as Mysidacea and Amphipoda ( Cardinale et al., 2003 ; 
asini et al., 2004 ; Dziaduch, 2011 ). 
Different species of fish, including sprat, change their lo- 

ations in the water column at different temperatures dur- 
ng the day, affecting their metabolism. In sprat, these sum- 
er movements to warm surface layers at night speed up di- 
estion and release of metabolic waste and feces, which is 
ikely to increase fattening intensity ( Andersen et al., 2017 ; 
everman and Wurtsbaugh, 1994 ). In winter, however, when 
he food resources are scarcer, the same direction of mi- 
ration at night to the zone of shallower water with lower 
emperature slows metabolism down, which may contribute 
o reducing of energy losses ( Andersen et al., 2017 ). 
The main goal of this research was to determine the pre- 

ise values for the most important basic physical and chem- 
cal factors of water parameters which determine the oc- 
urrence of herring and sprat shoals, such as temperature, 
alinity, oxygenation and depth and identifying the most im- 
ortant ones. The significant step was identifying the ability 
o determine the impact on the reaction that these species 
ill have when affected by climatic changes, mainly related 
168 
o temperature changes, which are taking place very dy- 
amically in the Baltic Sea basin ( Meier et al., 2022 ). Cur-
ently, many studies are focused on the modeling of the im- 
act of climate warming on major fish stocks such as herring 
nd sprat in the Baltic Sea ( Bauer et al., 2019 ; Harvey et al.,
003 ; Maravelias et al., 2000 ; Tamm et al., 2018 ; Voss et al.,
011 ). Such precise determination of the values in all sea- 
ons for the tested parameters as in this work has not been 
escribed so far in the Baltic Sea. 
The cooperation of the two sectors, commercial fishery 

nd science, interested in living marine resources may fur- 
her enable their better protection, rational exploitation 
nd enable the flow of knowledge about their condition and 
irections of changes. The collection of the data analysed 
ere is the first research project of this type in Poland. Col- 
aboration with the fishing industry is a good way to gener- 
te new environmental data, filling many gaps in the unex- 
lored marine environment ( Van Vranken et al., 2020 ). 

. Material and methods 

.1. Data acquisition method and measuring 

quipment 

atches were carried out in the southern Baltic Sea, mainly 
n the Gulf of Gdańsk ( Figure 1 ). Catch data was reported
or commercial Polish fishing rectangles: M, N, O, P, R, S, T, 
 and W, up to the height of 11 ( Figure 1 ). However, most of
he catch (83%) was reported in the S and T rectangles. 
The CTD surveys were carried out during regular pelagic 

atches of herring and sprat. The data came from 282 fishing 
xpeditions in the period between 2018—2022 ( Figure 2 ). 
Fishery catches were performed on several anonymous 

shing vessels (total number = 8) with overall hull dimen- 
ions from 18 to 25 m, 113—133 GT (Gross Tonnage) and an 
ngine power range between 375 and 386 kW. All fishing 
essels were equipped with standard echo sounders to lo- 
ate fish schools. The main tool utilized for locating fishing 
rounds in these surveys was the echo sounder. 
Water parameters were measured by using the MIDAS 

TD + Valeport probe placed on the upper bridle of the 
elagic trawl net. The probe was housed in a lightweight 
teel cage with a float, giving it neutral buoyancy. During 
he data collection period, the probes were calibrated by 
he manufacturer once every quarter to ensure the most 
ccurate measurement of data. Data was collected from 

he probe for four parameters: pressure, conductivity, 
emperature, and dissolved oxygen DO (calibrated in open 
ir for 0—100%) ( Table 1 ). Salinity was calculated from 

onductivity, temperature and pressure in the range of 0 to 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Location of fishing expeditions (red tracks) with CTD probe surveys. Polish fishing areas are layered on the map with 
marked rectangles, used to collect fishing data by the government administration. 

Figure 2 Number of fishing expeditions in given months with CTD probe, aggregated for years 2018—2022. 

Table 1 Specification of the MIDAS CTD + Valeport sensors. 

Sensor Type Range Accuracy Resolution 

[A] Conductivity Inductive Cell 0—80 mS/cm + /—0.01 mS/cm 0.002 mS/cm 

[B] Temperature PRT —5 — + 35 °C + /—0.005 °C 0.002 °C 
[C] Pressure Piezo-Resistive Up to 600 Bar + /—0.01% 0.001% 
[D] DO Clark Cell 0—16 ml/l + /—0.07 ml/l 0.017 ml/l 

169 
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Figure 3 Comparison of average catch weight between herring [HER] and sprat [SPR] in months from the period between 2018—
2022, for which the CTD probe measurement was performed. 
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0 in resolution 0.01 ppt. and accuracy + /— 0.02 ppt using 
edicated Valeport Software. 

.2. Statistical analysis 

ata from the CTD probe was processed for the purpose 
f eliminating data originating outside of the actual fishing 
atch, such as open-air measurements on board when the 
robe is turned on, measurements taken during gear release 
nd gear collection and data incorrectly recorded or incor- 
ect data, such as commonly observed incorrect operation 
f the ’Clark Cell’ oxygen sensor sensitive to mechanical 
amage. 
The PCA (principal component analysis) test was per- 

ormed on the set of all data for all analysed parameters: 
alinity [A], temperature [B], catch depth (pressure) [C], 
nd dissolved oxygen (DO) [D] in order to select the most im- 
ortant parameters determining commercial fishing. Mea- 
urements at depths greater than 20 m were extracted from 

he entire pre-prepared database. This depth of 20 m was 
he catch limit value based on the entire series of data and 
ogbook data from fishing boats. The data was then trans- 
ormed using the Hellinger method ( Simpson, 1989 ). 
In order to select the characteristic values of the mea- 

ured parameters: salinity [A], temperature [B], catch 
epth (pressure) [C], and dissolved oxygen (DO) [D] for in- 
ividual months of the year, the boxplot method was used 
 Schwertman et al., 2004 ). Data was then converted to me- 
ians ( Becker et al., 2018 ), which showed the most char- 
cteristic value present in single hauls. This allowed for 
he comparison of each series (282) of probe measure- 
ents characterized by a different length of the vector 
f the collected data. The median was calculated for the 
ata sequentially filtered from the set. The entire data set 
as subjected to a one-way analysis of variance (ANOVA), 

 Chambers and Hastie, 2018 ; Kim, 2017 ; McHugh, 2011 ). 
Subsequently, a comparative analysis was performed for 

ll the examined parameters, depending on the size of the 
170 
atch and the composition of the catch, using the linear 
 Pearson correlation and an analysis of the fishing effort 
alculated on the CTD probe clock was performed for all 
atches. Additionally, the fishing effort calculated on the 
lock of the CTD probe was also analysed for catch size. 
inally, for trawl hauls, a 24-hour interval was calculated 
or both species. In this case, cumulative catch results were 
ade in order to compare the most productive months for 
elagic fisheries in the study area. 
The analyses were performed in R, version 4.1.2 (2021- 

1-01) — “Bird Hippie” Copyright (C) 2021 The R Foundation 
or Statistical Computing. The following packages were used 
o filter and organize the data: ‘dplyr’ version 1.0.7, ‘tidy- 
erse’ version 1.3.1, ‘tidyr’ version 1.1.4, ‘purrr’ version 
.3.4, ‘car’ version 3.0-12. ‘Ggplot2’ version 3.3.5 package 
as used for the graphical analysis. The ‘vegan’ package 
ersion 2.6-4 was used to perform the PCA test (principal 
omponent analysis). 

. Results 

.1. Characteristics of performed fishing catches 
esults 

he composition of the analysed catches was dominated by 
prat ( Figure 3 ). The best period with the best fishing re-
ults was in the winter and spring months: January, Febru- 
ry, March, April and late summer (September). 

.2. Characteristics of the acquired data 

bout 4.5 million records from 282 commercial fishing 
ruises were collected. Commercial fishing was carried out 
n all seasons and in various weather conditions, in Beaufort 
cale state from 0 to 7. CTD probe measurements under such 
onditions produced unique values for the study area. All 
atches were performed at depths below 20 m. Preliminary 
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Figure 4 Measurement profiles of the CTD probe raw data for the temperature, salinity, and depth aggregated for September, 
characterizing a daily dynamically changing thermocline and halocline. 

Figure 5 Biplot for principal component analysis (PCA) for salinity [A], temperature [B], catch depth (pressure) [C], and dissolved 
oxygen (DO) [D], dots for observations for multiple parameters which shows correlation only between pair: temperature and salinity, 
where temperature is the more important factor. The percentage of variance for the principal component analysis model (PCA) for 
the first axis was 65.99 for the second axis 29.29, the broken-stick percentage for the first axis was 52.08 and for the second axis 
27.08 and the eigenvalue for the first axis was 2.64, and for second axis 1.17. 
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nalyses have shown that fish shoals, localized by using the 
cho sounder only, occur at different depths where stable 
emperature conditions prevail. This occurrence is clearly 
isible in the example of September, which annually is char- 
cterized by high variability of the location of the thermo- 
line ( Figure 4 ). 
Conducted PCA (principal component analysis test) 

howed that the pair: temperature and salinity were the 
ain determinants of the use of fishing strategy among the 
xamined parameters ( Figure 5 ). The trawl hauls depths 
ere characterized by high variability, mainly due to the dy- 
amic changes in the occurrence of stable temperature con- 
itions associated with the formation of the thermocline, 
o

171 
hich was clearly visible even on the raw profiles of the 
TD probe ( Figure 4 ). In the southern Baltic Sea in depth
reas such as the Gdańsk Basin, the salinity increases with 
epth ( Kniebusch et al., 2019 ; Lehmann et al., 2022 ). In the
xamined fishing strategy it is also very common to reach 
epths below the halocline ( Figure 4 , Figure 6 A). 

.3. Values of salinity, temperature, depth and 

xygen dissolved in water during hauls 

he locations of fish shoals were concentrated through- 
ut the year mainly in the layer of the water column with 
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Figure 6 Boxplots for salinity [A], temperature [B], catch depth (pressure) [C], and dissolved oxygen (DO) [D], from particular 
measurement sets grouped in months. Data were converted to medians, which show the most common appearing value in a single 
haul. The entire data set was subjected to one-way ANOVA analysis. 
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Figure 7 Seasonal changes in thermal conditions [A] and salinity [B] in relation to depth for the concentration of fish shoals during 
the daytime. 
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tabilized values for temperature, in hypolimnion layer. This 
ependency is mainly visible in December, January, Febru- 
ry, March, April and May ( Figure 6 B), which are character- 
zed by the lowest data dispersion among the other parame- 
ers. The temperature throughout the examined years oscil- 
ated around 5.8 °C, which is the median of the data set. In 
ddition, shoals of fish changed their location in the water 
olumn during the year, depending on the season. In win- 
er, they were at the deepest, where the temperature was 
he highest in the water column, unlike during the summer 
hen the opposite is true for the temperature ( Figure 7 A). 
alinity constitutes the most stable parameter for trawl 
auls ( Figure 6 A), with the median of the data set equal 
o 7.7, which is a value above the halocline formation in the 
altic Sea ( Lehmann et al., 2022 ). However, for this param- 
ter, significant changes occur in the winter season, when 
he location of fish shoals was often mainly in the halocline 
one ( Figure 7 B). The halocline was crossed reaching maxi- 
um values for salinity above 11 in January, February, April 
nd also in September and October ( Figure 6 A). The most 
ommon depth in fishing activity across the examined years 
as 48.1 m, however, here the depth significantly depended 
n the optimal temperature, and it fluctuated dynami- 
173 
ally with every catch, in the range of as much as 65.7 m
 Figure 6 C). 
Additionally, the dissolved oxygen values varied greatly 

rom full oxygenation of 100% down to the extreme of 1%, 
owever, most of the catches were in the range of 78.1%. 
he range for 75 and 25 percentiles of dissolved oxygen 
anged from 87.2% to 54.2%. The values of oxygenation fell 
ignificantly with the increase in depth ( Figure 6 D). 

.4. Dependence between salinity, temperature, 
epth, oxygen dissolved in water, time, and catch 

iomass 

ost of the parameters did not show strong dependencies 
o the catch biomass, which was mainly dependent on tem- 
erature, with a statistically significant correlation between 
emperature decrease and catch weight increase for sprat 
 Figure 8 B). Most of the catches performed around 5.8 °C
ad common biomass results ranging around 5 tons. With 
he decrease in temperature, the share of sprat in the catch 
lso increased, with its share in the catch further increasing 
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Figure 8 Dependency comparison for salinity [A], temper- 
ature [B], catch depth (pressure) [C], and dissolved oxygen 
(DO) [D], for catch size composition containing species: her- 
ring [HER] and sprat [SPR]. Data were converted to medians, 
which show the most common appearing value in a single haul. 
Pearson’s r correlation coefficient was calculated with p-value 
statistical significance based on ANOVA by species composition. 
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ith the increase in depth, where the maximum catch for 
his species was about 24 tonnes. 
Catches were also dependent on fishing effort, but only 

or herring, where in the studied case, longer catches had 
 statistically significant higher fish tonnage (p = 0.08). The 
ost common catches were conducted for 3.8 h ( Figure 9 ). 
Fishing took place mainly from dawn to sunset, regard- 

ess of the season. Most often, fishing started between 5 
nd 6 AM and ended between 3 and 4 PM ( Figure 10 ). The
ost productive months with the highest catch effort were 
anuary, February, March and April. 

. Discussion 

ishing was carried out on medium-sized vessels, in com- 
arison to the conditions of fishing fleets on the Baltic 
ea ( ICES Advisory Committee, 2019 ). The catches that 
ere analysed, which in most cases consisted of combined 
atches of two pelagic species of herring and sprat, were 
imilar to the characteristics of forage fishery, which has 
een increasing in frequency in the Baltic Sea for years 
 Alder et al., 2008 ; ICES, 2022 ; Pihlajamäki et al., 2019 ).
his frequency is increasing not only because of the avail- 
bility of these resources but also due to the fishing bans 
or cod ( G. morhua ) which was the main catch for many
ocal fishermen in the studied area ( Figus et al., 2017 ). 
s a result, herring and sprat remain the only permitted 
atch for the most important commercial fishing in the 
altic Sea ( ICES 2021 ; Receveur et al., 2022 ). Based on the
shing data across the Baltic Sea in the 1960s-70s, in the 
970s herring, exceeded sprat in the commercial fishery —
ven twice as much herring as sprat was caught ( ICES Ad- 
isory Committee, 2019 ; Parmanne et al., 1994 ). However, 
his trend changed over time towards equalizing the ton- 
age of catches of both species until the current domi- 
ance in sprat catches, mainly due to the increasing share 
f forage catches over consumption catches ( ICES, 2022 ). 
t the same time, changes in fish stocks between herring 
nd sprat, beyond fishing pressure, arise for other reasons 
uch as an important existing change in the food base. 
ince the 1980s the decline of herring was likely initiated 
y a change in the species composition of the zooplank- 
on community and by an increased food competition be- 
ween herring and sprat ( ICES, 2010 ). The primary prey for 
prat and herring are Calanoid copepods and cladocerans 
 Arrhenius and Hansson, 1993 ). Sprat feed exclusively upon 
ooplankton while herring change their diet with fish size 
nd also feed upon nektobenthos. Until the late 1980s the 
ain food of herring were Pseudocalanus spp. and Mysi- 
acea ( Hansson et al., 1990 ; Möllmann et al., 2000 , 2004 ;
ałachowski et al., 1975 ). Considerable changes in fish com- 
osition in both species have been suggested to be a re- 
ult of changes in the deep-water salinity and decline in 
seudocalanus spp. The food spectrum of herring has signif- 
cantly changed since the mid-1980s. The shares of Pseudo- 
alanus spp. and Mysidacea have considerably diminished. 
dditionally, the food composition of herring has undergone 
ertain changes as a shortage of Mysidacea was replaced 
ith Amphipoda ( Dziaduch, 2011 ; Kornilovs et al., 2001 ) 
nd a large share of Temora longicornis, Eurytemora affi- 
is and Acartia spp. in their food base ( Möllmann et al., 
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Figure 9 Correlation between fishing effort (measured by time) and catch tonnage for sprat [SPR] and herring [HER], with Pear- 
son’s r and p-value and statistical significance based on ANOVA. 

Figure 10 Cumulative catch effort and weight in a daily dimension, characterizing the best period preferred by the fishermen for 
herring [HER] and sprat [SPR] catches. Data were broken down into months. 
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004 ; Ojaveer et al., 2018 ). The increase in the average 
ater temperature in late 1980s caused the increase the 
iomass of Acartia spp. and, consequently, the sprat pop- 
lation increased. Sprat seems to be more successful than 
erring in finding and consuming prey when the zooplank- 
on community is dominated by small-sized taxa. It feeds 
n a broad diversity of prey types and can feed during the 
ntire day, while herring feeds mostly during dusk and dawn 
 Ojaveer et al., 2018 ).The cooperation with fishermen in the 
ase analysed here is a very good step in the understanding 
f the problem of overfishing and in the protection of fish 
tocks, as these sensitive resources are still at the disposal 
f fisheries ( Mills et al., 2021 ). Juvenile pelagic fish stocks, 
hich are the main component of forage fishing, provide key 
175 
cosystem services for both the natural environment and 
umans ( Pikitch et al., 2014 ). They make up the key ingre-
ient of food for predators and they are a key food base for
he cod ( G. morhua ) overfished in the Baltic Sea ( Eero et al.,
012 ). 
Temperature may become a key parameter for many eco- 

omically important fish species in the Baltic Sea, consti- 
uting the basis for maintaining the food chain. The same 
onclusions have already been drawn for the North Atlantic 
n Freitas et al. (2021) , where research was performed for 
his parameter for the concentration of schools of cod, pol- 
ack and ballan wrasse fish based on fish telemetry. It was 
hown that the water temperature conditioned the pref- 
rences of these fish species, as it was in the case anal- 
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sed here. In addition, it was shown that the body size of 
od was also dependent on thermal conditions. This phe- 
omenon was observed here, based on locating shoals of fish 
sing echo sounders in 282 cases and taking precise tem- 
erature measurements throughout the years, which is a 
ery large and unique data set. The temperature observed 
rom these studies oscillated around 5.8 °C throughout the 
ears. In the months of February and March, it approached 
.0 °C. This temperature is closely related to the forma- 
ion of the thermocline in the Baltic Sea ( Dargahi et al., 
017 ; Janecki et al., 2022 ) and the hypolimnion layer 
 Dargahi et al., 2017 ). Data from these cruises helped for- 
ulate new methods for determining the thermocline for 
hallow-water marine areas ( Janecki et al., 2022 ). In the 
ork of Janecki et al. (2022) , high precision of fishing in 
he thermocline regions was demonstrated, and it is worth 
oting that the fishermen did it unknowingly. The thermo- 
line appeared in almost every fishing catch, even in dy- 
amically changing months such as September, where there 
as very high variability, with the thermocline appearing in 
he range from 30 m to 60 m ( Figure 4 ). Fishing through-
ut the years depended on this fishing strategy of reaching 
epths where the thermocline and hypolimnion layer oc- 
urred, with slight deviations in autumn. It can therefore be 
oncluded that the formation of clustered schools of herring 
nd sprat feeding on various Copepoda species at a certain 
epth depends on its presence, and thus on the other com- 
onents of the trophic chain that these fish form, such as 
ood for salmonids or cod. Such food chain dependency has 
lready been confirmed for tuna feeding on forage fish in the 
pen ocean thermocline ( Snyder et al., 2017 ). Dependency 
etween the presence of zooplankton biomass and the ther- 
ocline has also been demonstrated ( Ibáñez-Tejero et al., 
018 ; Madhupratap et al., 1981 ), however, these rules are 
hangeable and ambiguous and depend on many factors, 
uch as water dynamics and the nature of the study area. 
 study was also carried out by Holland et al. (2021) , based 
n the study of the dependency between the presence of 
elagic fish shoals, temperature and zooplankton density, 
here the dependency between the movement of fish shoals 
long the temperature gradient was confirmed, but no de- 
endency was found between the presence of their po- 
ential zooplankton food ( Holland et al., 2021 ). Such phe- 
omenon, however, was observed in the shelf zone off the 
oast of Australia, but outside the zone of formation of 
he permanent thermocline. The hydrological conditions in 
he Baltic Sea are characterized by a completely differ- 
nt temperature distribution and cannot be directly com- 
ared. However, it is worth emphasizing that, regardless 
f geographical distribution, there are links between tem- 
erature variability and the occurrence of zooplankton and 
elagic fish. In the era of dynamic climatic changes and 
hanges in water thermals in the Baltic Sea ( Serykh and Kos- 
ianoy, 2019 ), more research should be devoted to this. The 
roblem that pelagic fish in the Baltic Sea might face may 
e related to the lowering of the thermocline to zones with 
ow oxygenation and higher salinity, where at higher tem- 
eratures there is already a greater need for oxygen in the 
sh by increasing the metabolic rate, which puts the or- 
anisms under increasing oxidative stress ( Wang and Over- 
aard, 2007 ). These studies have observed frequent drops in 
xygenation under the thermocline below 50% oxygen satu- 
176 
ation in water. However, it was also noted that the oxy- 
en saturation in most of the catches was 78.1%. In addi- 
ion, good fishing performance was also dependent on high 
oncentrations of dissolved oxygen in the water. Here again 
t was proved that oxygenation and temperature conditions 
re crucial for the development and functioning of pelagic 
sh ( Almatar, 1984 ; Cardinale et al., 2002 ; Coombs et al.,
985 ; Holliday et al., 1964 ; Karaseva and Ivanovich, 2010 ; 
iøarboe and Møhlenberg, 1987 ; Margonski et al., 2010 ; 
etereit et al., 2008 , 2009 ; Voss et al., 2008 , 2011 ). 
The diurnal migration of planktivorous fish found in the 

altic Sea is well known and is characterized by the forma- 
ion of fish shoals during the daytime feeding phase in the 
ower water layers and dispersal at night in the upper water 
ayers ( Kulke et al., 2018 ; Nilsson et al., 2003 ) and fits per-
ectly with the fishing results obtained here ( Figure 10 ). Re- 
earch conducted in August in the summer season based on 
6 hauls by Kulke et al. (2018) for sprat in the Arkona Basin,
ornholm Basin and Gotland Basin confirms this relationship 
nd provide comparative material with the analyzes per- 
ormed here. During the feeding phase, this species was 
resent in the Bornholm Basin and Gotland Basin in deeper 
ayers at a temperature consistent with the results obtained 
ere. In addition, the data obtained here also confirms the 
resence of shoals of these fish feeding deepest through- 
ut the year during the day in starving winter. According to 
nderson et al. (2017) , sprat follows the same direction of 
igration into the upper layers in winter as in summer at 
ighttime. Thanks to this summer migration, the fish speed 
p their metabolism to increase food intake, and in winter 
hey can slow it down, thus reducing mortality caused by 
tarvation. At the same time, shoals were observed here in 
inter at temperatures of up to 6—7 °C, which may also be 
he subject of further research on changes in metabolism 

or sprat during all seasons. The daily migration of these 
sh may be strongly related to the search for optimal ther- 
al conditions in order to regulate the level of metabolism 

hroughout the whole year, depending on the availability of 
ood and not necessarily its specific composition. This may 
e the reason for the concentration of fish shoals at differ- 
nt depths so dynamically. As it is the case in the results 
f the work of Holland et al. (2021) , where the presence of
hoals of forage fish was correlated with temperature, not 
ith food, this principle can also be followed here. How- 
ver, not only optimal temperature and salinity are respon- 
ible for the migration of clupeids, but also it depends on 
he season and prey abundance as well as composition dur- 
ng the year. Clupeids show DVM and migration during the 
ear similar to the zooplankton species that they eat. Migra- 
ions of zooplankton and their distribution in the water col- 
mn are limited by physical barriers, such as thermocline or 
alocline. The settlement of zooplankton along with these 
arriers depends on the ecophysiological tolerance of the 
pecies. Changes in the structure and abundance of plank- 
on, especially in winter, have a decisive impact on the de- 
rease in the growth rate of clupeids, e.g. the decrease in 
ysidacea biomass contributed to a decrease in the growth 
ate of herring in the 1908s ( Horbowy, 1997 ). During the win-
er small herring and sprat principally select Pseudocalanus 
pp., but larger herring prefer amphipods and polychaetes. 
nterannual variability of zooplankton abundance might af- 
ected by clupeid predation pressure ( Casini et al., 2004 ). 
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. Conclusion 

ased on 282 hauls in pelagic fisheries, the method of fish- 
ng and the increase in catch biomass of the catch statisti- 
ally depended on the key parameter which turned out to be 
he temperature. The remaining accompanying parameters 
aried but, typically for the Baltic Sea, were dependent on 
epth — the oxygenation decreased with the depth, while 
he salinity increased. During the shoaling, the range of op- 
imal thermal conditions throughout the year oscillating at 
.8 °C, that pelagic fish sought was associated with the form- 
ng of thermocline and hypolimnion layers at varying depths. 
n the winter season, shoals of sprat were observed in the 
eepest zones, where the highest temperatures prevailed in 
he entire water column, and in the warmer seasons, they 
ere observed higher, which is probably related to the reg- 
lation of the species’ metabolism and, at the same time, 
daptation to the presence of food and predators. This con- 
rms the assumptions of many authors regarding the diurnal 
igration of sprat in the spring and summer seasons dur- 

ng the fattening period when warm surface waters at night 
ccelerate the digestion of food obtained during the day in 
ones with a low temperature of about 5—6 °C. During the 
inter starvation season, the sprat does not change direc- 
ion and continues to migrate during the night to shallower 
ones where this time there are lower temperatures than 
n the feeding zone, which allows it to conserve energy by 
lowing down its metabolism. Furthermore, fishermen, us- 
ng only the echo sounder to locate schools of fish and per- 
orm hauls, find the thermocline and the hypolimnion layer 
irectly and with high precision. Below the thermocline, un- 
avourable conditions were often observed for pelagic fish 
ith dissolved oxygen contents in water falling below 50% 

aturation, this phenomenon, in the face of climate change 
nd the lowering of the thermocline, may intensify and 
rastically threaten the stocks of pelagic fish that tolerate 
igh concentrations of dissolved oxygen in water. 

. Lessons learned 

uring measurements with the CTD probe on fishing vessels, 
he weakest sensor turned out to be the “Clark cell” which 
easures the oxygen content in water, which was subject to 
echanical failures and required frequent calibration at an 
uthorized service. Due to this, about 39% of the data for 
his parameter was lost. For further research in this capac- 
ty, more robust sensors are recommended, such as those 
ased on the optical method ( Fulford et al., 2005 ). Other 
ensors did not fail and did not require servicing, which 
ade it easier for the crew of the fishing vessel to work 
ith the probe after a short training, and the main errors 
hat were observed resulted only from user errors: about 
6% of valuable data was obtained here. 
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Abstract The goal of this study is to describe wind wave climate and wave extremes of the 
Gulf of Gdańsk in the southern Baltic Sea and associated meteorological conditions over the 
Baltic Sea. We obtain the characteristic features of 34 severe historical storms in the Gulf of 
Gdańsk during the period 1958—2001 and link them with extreme significant wave heights hind- 
cast for five grid points in this gulf. The long-term statistics of atmospheric pressure systems 
over central and northern Europe, and the north-eastern Atlantic Ocean are derived from a 
44-year REMO reanalysis database. A link between the mean, minimum and variability range 
of atmospheric pressure has been quantified. In general, the higher the mean pressure the 
smaller its variability and vice versa. Long-term characteristic features of winds over the Baltic 
Sea have been estimated from the REMO database. Strong winds directions vary from W, WSW 

to SW in the southern Baltic to more southerly SSW directions in the northern part of the Baltic 
Sea. The Empirical Orthogonal Functions (EOF) analysis shows that more than 50% of the vari- 
ability in the atmospheric pressure in the Baltic Sea can be explained by the first EOF mode. 
The first four EOF modes can reproduce above 90% variability of the hindcast pressure time 
series. Statistical properties of the hindcast significant wave height over the Gulf of Gdańsk are 
computed based on the 44-year HIPOCAS database. All the computed statistics of wave heights 
reveal a very strong sheltering effect caused by the Hel Peninsula. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

owadays, with possible changes in wind patterns (e.g. 
uursaar and Kullas, 2009 ), particularly during the winter 
eriod ( Bierstedt et al., 2015 ), as well as growing inter- 
sts in the development of wind farms and other forms 
f renewable energy on the Baltic Sea ( Bernhoff et al., 
006 ; Cieślikiewicz et al., 2015 ) statistical characteristics 
f prevailing wind wave conditions and changes in their spa- 
ial patterns are essential. In what follows we speak about 
aves and wave climate, having in mind wind waves. 
The knowledge of wave climate understood as a set of 

patial distributions of long-term properties of waves is vi- 
al for populations living near the coast and for many marine 
ctivities. For example, in offshore and coastal engineer- 
ng, one can estimate probabilistic characteristics of waves 
nd wave loads on marine structures (see amongst others 
hakrabarti, 1994 ; Cieślikiewicz, 1990 ; Cieślikiewicz and 
assel, 1988 ; Dean and Dalrymple, 1991 ; Jose et al., 
017 , 2018 ) or wave-induced transport on the sea surface 
 Cieślikiewicz and Gudmestad, 1994 ), which can be directly 
inked with a wind-driven surface current. Those and similar 
stimations can be done using the concept of extreme de- 
ign wave (see e.g. Tucker and Pitt, 2001 ) or by application 
f wave spectra inferred from the wave climate information 
see e.g. Massel, 2017 ). 
Numerous researchers have explored the wave climate in 

he Baltic Sea, both on a broad scale encompassing the en- 
ire Sea ( Björkqvist et al., 2018 ; Soomere and Räämet, 2011 ) 
nd on a local scale focusing on selected Baltic areas. 
or example, Soomere (2005) concentrated on the Gulf 
f Tallinn, demonstrating that even in sheltered regions, 
inds conducive to generating substantial wave heights can 
reate devastating wave conditions. A comprehensive re- 
iew of wave climate studies was recently provided by 
oomere (2023) . 
The Gulf of Gdańsk, located in the southeastern part 

f the Baltic Sea ( Figure 1 ) is an important sea basin for
oland. The Tricity metropolitan area containing Gdańsk, 
dynia and Sopot is located on the south-western coast 
f the gulf. Together with minor towns in its vicinity, it 
Figure 1 Location of the Gulf o

181 
as a population of over one million people. Two of the 
hree largest ports in Poland are located in this gulf: the 
ort of Gdańsk and the Port of Gdynia. The north-western 
art of the Gulf of Gdańsk is separated from the Baltic 
roper by a long sandspit, the Hel Peninsula, which de- 
nes the Bay of Puck and strongly affects wave propaga- 
ion into the gulf from the open Baltic Sea. The Hel Penin- 
ula has a significant impact on wave energy distribution 
n the western part of the gulf, in particular in the vicin- 
ty of the Tricity’s ports. The strategic role of the Gulf of 
dańsk together with significant investments in the port’s 
nfrastructure and other maritime engineering activities, 
hat are planned, make crucial the knowledge of long- 
erm statistical characteristics of predominant and extreme 
ave conditions, various return periods and design wave 
arameters. 
The principal goal of this work is to develop a compre- 

ensive description of wave climate and wave extremes in 
he Gulf of Gdańsk and associated meteorological condi- 
ions over the Baltic Sea. This is reached using modelled 
ata spanning over almost half a century. We also obtain 
he characteristic features of storms that had created ex- 
reme risks and hazards in the Gulf of Gdańsk during the 
eriod 1958—2001. Though our study’s timeframe (1958—
001) may not reflect the current wave climate, it offers 
aluable retrospective data, enriching the understanding of 
ong-term wave patterns. 
The long-term statistical characteristics of significant 

ave heights HS in the Gulf of Gdańsk were also analysed 
y Badur and Cieślikiewicz (2018) based on the output of 
ave model WAM (WAve Model) over a relatively short pe- 
iod. They used System Identification (SI) techniques to ex- 
end the time span of the HS data. Namely, in Badur and 
ieślikiewicz (2018) the SI techniques were applied to wind 
nd wave data, corresponding to 29 extreme storms se- 
ected from a 4-year long period, to build a parametric 
odel. That model was then used to reconstruct the Gulf 
f Gdańsk’s 138-year wave height time series. In our study, 
he statistical properties of significant wave heights over 
he Gulf of Gdańsk are inferred directly from the data mod- 
lled with WAM over the 1958—2001 period. 
f Gdańsk in the Baltic Sea. 
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Figure 2 Sub-grid of REMO meteorological data extracted for the wave modelling over the Baltic Sea. The computational grid 
for wave modelling with WAM is marked with red. The Gulf of Gdańsk area is shown in the red frame. Red dots indicate the points 
selected for the presentation of long-term characteristics of wind properties. 
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. Data and methods 

e analyse two hindcast datasets: the 44-year-long re- 
nalysis of meteorological data produced with the atmo- 
pheric model REMO (REgional MOdel; Feser et al., 2001 ; 
acob and Podzun, 1997 ; von Storch et al., 2000 ) and 
he time series of wave properties produced with the 
ave model WAM. Both these datasets are the result of 
n EU-funded project HIPOCAS ( Cieślikiewicz et al., 2005 ; 
ieślikiewicz and Paplińska-Swerpel, 2008 ). Its objective 
as to obtain a high-resolution homogeneous multi-decadal 
indcast of wind, wave, sea-level, and current parameters 
or European waters and coastal areas. 
The meteorological forcing data, used within the 

IPOCAS project, were 1-hourly gridded wind velocity fields 
rovided by Forschungszentrum Geesthacht GmbH (GKSS, 
182 
lso Helmholtz-Zentrum Geesthacht—HZG; now Hereon). 
he wind hindcast covering the period 1958—2001 was per- 
ormed with the atmospheric REMO model. The REMO mod- 
lling area covers Europe and NE Atlantic with a 0.5 ° × 0.5 °
esolution. For the modelling of currents and waves over 
he Baltic Sea, a subset of gridded REMO data was ex- 
racted ( Figure 2 ). Wave data were produced on a rectan-
ular grid in spherical rotated coordinates with the resolu- 
ion of 5’ × 5’ and validated against observed records in 
ieślikiewicz and Paplińska-Swerpel (2008) . 
The objective of this work is dual. First, we want to es- 

imate long-term stochastic characteristics of the basic me- 
eorological parameters, such as atmospheric pressure at 
ea level and the wind velocity at 10 m height, on the one
and, and wave field, on the other hand, over the entire 
altic Sea. 
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Figure 3 Gulf of Gdańsk part of computational grid for wave modelling in rotated WAM coordinates labelled in degrees. Small red 
circles indicate sea nodes used in modelling. Larger circles indicate points selected in the Gulf of Gdańsk for the analysis (W1—W5 
and WM). REMO grid points R6 and R7 are marked with black crosses. 
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To characterise long-term statistical features of wind 
roperties over the Baltic Sea, eight locations R1, R2, …, 
8 representing various Baltic Sea basins were selected 
 Figure 2 ) to evaluate various statistics in these locations. 
e focus on significant wave height, mean wave period 
nd the mean direction of wave propagation. We also 
ook for the essential characteristics of the meteorological 
onditions using the Empirical Orthogonal Functions (EOF) 
ethod, applied to the mean sea level atmospheric pres- 
ure fields over the whole REMO area. 
To determine the characteristic features of meteorologi- 

al conditions causing extreme sea states in different areas 
f the Gulf of Gdańsk, a number of extreme storms, that 
re critical for five different Gulf of Gdańsk regions, are 
elected based on significant wave height time series for 
he computational grid points in these regions. For those 
torms, the depressions’ tracks and the overall evolution of 
tmospheric pressure and wind velocity fields were exam- 
ned. 
The relevant locations of five WAM grid nodes W1, W2, …, 
5 are shown in Figure 3 . The points R6 and R7 in the Gulf of
dańsk are shown together with location WM representing 
he central part of the gulf ( Table 1 ). 
For each location W1—W5, an associated threshold value 

f HS was established. Each threshold is defined in such a 
ay that there are exactly 15 events, in which the mod- 
lled HS time series exceeds this threshold. The final list 
f selected storms was created by merging all storms that 
ere among these top 15 at least in one of the locations 
1—W5. The resulting number of storms may vary between 
5 and 5 × 15 = 75 . The number of selected storms in 
he range [15, 75] is a kind of variability measure of the 
nalysed sea basin in terms of significant wave height. 
he greater this number, the greater the differences be- 
ween the extreme meteorological conditions that drive ex- 
reme wave conditions at different locations. Conversely, 
he smaller the number of selected storms, the less the va- 
iety of extreme storm events over the area of interest. In 
he case of the HIPOCAS significant wave height data and 
he selected locations in the Gulf of Gdańsk ( Figure 3 ), the 
umber of extreme storm events was 34 ( Table 2 ). Those 
183 
torm events will be referred to as storms S1, S2, …, S34. 
he resulting number of extreme wave events obtained for 
he Gulf of Gdańsk based on this algorithm, showed that 
his area is surprisingly diverse in terms of strong storm 

vents. 
It is worth mentioning that 18 extreme storm events from 

hat list (S1, S3—S6, S8, S13, S15, S18—S21, S23—S25, S28, 
30 and S32) correspond to the extreme storms discussed in 
ieślikiewicz et al. (2018, 2017) . 

. Results 

e start from the presentation of the principal results of 
his work in terms of long-term basic statistics like spatial 
istributions of mean, standard deviation, maximum and 
inimum values of atmospheric pressures in Section 3.1 . 
his is followed by a description of long-term basic statistics 
or wind velocity in terms of frequency histograms of the ve- 
ocity for the eight selected locations R1—R8 in Section 3.2 . 
ecause points R6 and R7 are located close to each other in 
he Gulf of Gdańsk, we will show a frequency histogram of 
he time series of their averaged velocity. 
The EOF method ( Cieślikiewicz and Graff, 1996 , 1997 ; 

bukhov, 1960 ; Lorenz, 1956 ; Prandtle and Matthews, 1990 ) 
as applied to atmospheric pressure fields ( Section 3.3 ). 
he analysis of temporal variations of the most significant 
rincipal components as well as associated spatial patterns, 
eing the corresponding EOF modes, provided a deeper in- 
ight into the meteorological conditions prevailing over the 
tudy area and a better knowledge of their relation to wind 
ave characteristics in the Gulf of Gdańsk. Finally, we char- 
cterize the wave climate of the Gulf of Gdańsk with three 
ntegral wave parameters, namely: significant wave height 
S , mean wave period Tz and the mean direction of wave 
ropagation θ ( Section 3.4 ). 

.1. Atmospheric pressure 

he spatial distributions of long-term basic statistical prop- 
rties for the mean sea level atmospheric pressure were 
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Table 1 Coordinates of REMO and WAM nodes selected for the analysis. 

Data set ID Location 

Geographical coordinates Rotated coordinates [ °] Grid coordinates 

Meteorological 
(REMO) 

REMO rotated 

coordinates 
REMO grid 

coordinates 

R1 64.9740 ° N, 22.9656 ° E 5.5, 8.0 25, 11 
R2 61.6853 ° N, 19.4918 ° E 4.5, 4.5 23, 18 
R3 60.0461 ° N, 26.1537 ° E 8.0, 3.5 30, 20 
R4 59.0647 ° N, 20.7388 ° E 5.5, 2.0 25, 23 
R5 56.1683 ° N, 19.0049 ° E 5.0, -1.0 24, 29 
R6 54.6144 ° N, 19.5180 ° E 5.5, -2.5 25, 32 
R7 54.6810 ° N, 18.6623 ° E 5.0, -2.5 24, 32 
R8 54.4210 ° N, 14.2936 ° E 2.5, -3.0 19, 33 

Wind wave (WAM) WAM rotated 

coordinates 
WAM grid 

coordinates 

W1 54.8333 ° N, 19.3000 ° E 0.0000, -1.166(6) 69, 135 
W2 54.6645 ° N, 18.5798 ° E -0.416(6), -1.333(3) 64, 137 
W3 54.6666 ° N, 19.7322 ° E 0.2500, -1.333(3) 72, 137 
W4 54.4986 ° N, 18.7262 ° E -0.333(3), -1.5000 65, 139 
W5 54.5000 ° N, 19.3000 ° E 0.0000, -1.5000 69, 139 
WM 54.6666 ° N, 19.1559 ° E -0.083(3), -1.333(3) 68, 137 
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omputed for each REMO computational grid node for the 
eriod of interest 1958—2001. The distributions of mean and 
tandard deviation and maximum and minimum values of at- 
ospheric pressure will be given in the form of contour plots 
esulting from 2D cubic spline interpolation. 
The mean value of atmospheric pressure at the sea level 

 Figure 4 a) varies over the area of interest from 1007 hPa 
ver the Norwegian Sea to about 1015 hPa over land in the 
outhern part of the area. The mean pressure over the Baltic 
ea changes from about 1009 hPa in its northern part to 
bout 1013 hPa over the southern Baltic. The orientation of 
he average isobars over the Baltic represents WSW winds 
n the southern Baltic and SW winds in the eastern Baltic 
roper and the Gulf of Finland. 
The dispersion of atmospheric pressure time series, rela- 

ive to their means, is characterised in terms of the stan- 
ard deviation ( Figure 4 b). It spans between 8 hPa over 
he southern land part of the study area and about 14 hPa 
ver the Norwegian Sea. Interestingly, the spatial distribu- 
ion of standard deviation is, to a certain extent, an in- 
erse of the distribution of the mean atmospheric pressure. 
he greater the mean value, the smaller the standard de- 
iation of the atmospheric pressure time series. Indeed, 
he Pearson correlation coefficient equal to −0 . 93 con- 
rms that there is a high and negative correlation between 
hese variables. This correlation is statistically significant 
 p -value < . 001 ). 
The overall range of sea level atmospheric pressure 

 Figure 5 a,b) spans between the minimum value of 924 hPa 
ver the Norwegian Sea and the maximum value of 1061 hPa 
ortheast of the White Sea. The minimum value of atmo- 
pheric pressure ( Figure 5 a) is the largest in the SE part of
he analysed area, where it is about 977 hPa. While the 
eepest minimum atmospheric pressure reaches 924 hPa 
184 
ver the North Sea, another region of low minimum val- 
es (about 936 hPa) exists over the southern part of the 
othnian Sea in the vicinity of the Fasta Island (Åland Is- 
ands). The maximum atmospheric pressure varies between 
044 hPa over the Norwegian Sea adjacent to Northern Scan- 
inavia and 1061 hPa north-west of the White Sea. The 
aximum values over the Baltic Sea span between about 
047 hPa in the east Pomeranian coast and about 1057 hPa 
n the north-eastern Bothnian Bay ( Figure 5 b). 
The range between the maximum and minimum at- 
ospheric pressure spans between 75 hPa and 125 hPa 

 Figure 6 ). The distribution of this range matches the distri-
ution of the standard deviation ( Figure 4 b) that indicates 
he areas with the lowest (in the SE part of the studied area)
nd highest (over the Norwegian Sea) variability. A region of 
reater range reaching 115 hPa is located in the southern 
othnian Sea, with a centre in the vicinity of the Fasta Is- 
and. A comparison of distributions presented in Figure 5 a 
nd Figure 6 reveals a notable finding: the spatial distribu- 
ion of atmospheric pressure range reflects almost exactly 
he opposite of minimum atmospheric pressure. This ob- 
ervation shows that the greater the average atmospheric 
ressure the smaller its variability. In essence, this feature 
eflects the difference between the range of variations of 
he maxima (about 17 hPa) and minima (about 53 hPa). Of 
ourse, in the hypothetical case of constant maximum pres- 
ure, the range of pressure values will exactly correspond 
o the opposite values of minimum pressures, with accu- 
acy up to an additive constant, that is, this constant max- 
mum pressure. In our study, however, the variability range 
f maximum pressure is noticeable, being equal to about 
ne-third of the range of minimum pressure variability. To 
uantify the relationship between the minimum pressure 
nd its range, the Pearson correlation coefficient between 
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Table 2 Selected extreme storms, maximum wave height and wind speed over the Gulf of Gdańsk. 

No. of storm Start date End date Max HS Max wind speed 
U averaged for R6 and R7 

[m] [m/s] 

1 1961-Dec-20 06:00 1961-Dec-22 08:00 6.09 19.4 
2 1962-Feb-11 19:00 1962-Feb-13 23:00 3.81 19.2 
3 1962-Feb-16 20:00 1962-Feb-19 08:00 6.91 20.6 
4 1962-Feb-20 00:00 1962-Feb-22 07:00 7.22 19.5 
5 1967-Nov-18 04:00 1967-Nov-20 05:00 5.82 19.2 
6 1975-Nov-20 06:00 1975-Nov-22 13:00 6.65 19.4 
7 1976-Jan-04 21:00 1976-Jan-07 09:00 6.57 22.0 
8 1976-Dec-25 08:00 1976-Dec-27 20:00 6.42 21.2 
9 1977-Dec-23 19:00 1977-Dec-26 04:00 4.87 19.2 
10 1981-Nov-20 06:00 1981-Nov-22 11:00 4.03 20.4 
11 1981-Nov-23 10:00 1981-Nov-26 11:00 4.37 21.7 
12 1982-Dec-15 13:00 1982-Dec-17 19:00 4.24 21.5 
13 1983-Jan-18 04:00 1983-Jan-21 05:00 6.78 20.9 
14 1984-Jan-12 15:00 1984-Jan-14 19:00 2.14 17.8 
15 1986-Apr-09 16:00 1986-Apr-12 01:00 5.40 18.2 
16 1986-Oct-20 15:00 1986-Oct-22 18:00 4.04 20.8 
17 1986-Dec-01 06:00 1986-Dec-03 10:00 4.56 20.2 
18 1988-Nov-28 15:00 1988-Dec-01 06:00 8.00 21.6 
19 1988-Dec-13 16:00 1988-Dec-16 00:00 6.36 18.1 
20 1989-Sep-29 23:00 1989-Oct-02 01:00 5.78 17.8 
21 1989-Dec-06 08:00 1989-Dec-08 16:00 6.50 19.4 
22 1990-Jan-25 05:00 1990-Jan-27 14:00 3.47 19.6 
23 1992-Jan-16 05:00 1992-Jan-18 16:00 7.34 22.1 
24 1992-Oct-11 01:00 1992-Oct-13 04:00 6.18 17.6 
25 1992-Nov-07 11:00 1992-Nov-09 18:00 6.21 19.1 
26 1993-Jan-13 06:00 1993-Jan-15 14:00 4.69 22.3 
27 1993-Jan-21 08:00 1993-Jan-25 23:00 4.25 20.9 
28 1997-Apr-10 15:00 1997-Apr-13 11:00 7.46 20.8 
29 1997-Oct-23 02:00 1997-Oct-25 11:00 7.33 24.7 
30 1998-Jan-30 02:00 1998-Feb-01 18:00 6.74 19.5 
31 1999-Dec-02 23:00 1999-Dec-05 12:00 5.21 23.0 
32 2000-Jan-17 14:00 2000-Jan-22 09:00 7.06 21.8 
33 2001-Oct-31 01:00 2001-Nov-02 03:00 4.77 21.2 
34 2001-Dec-20 03:00 2001-Dec-22 09:00 5.36 21.8 
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hese two variables was calculated. It appeared to be sta- 
istically significant ( p -value < . 001 ) and equal to −0 . 94 ,
hich confirms a strong negative correlation. In Figure 7 
he scatter plots of the pressure range �p against the min- 
mum pmin and the maximum pmax are presented. The lin- 
ar regression line, fitted by the least squares method, 
p = −0 . 98 pmin + 1030 hPa is also shown in Figure 7 . The
egression slope, which is very close to −1 , demonstrates 
he fact that indeed the pressure range, over the analysed 
rea, is close to the opposite of minimum pressure. 

.2. Wind velocity 

n this section, we focus on wind velocity at 10 m above 
he sea level. The cumulative distributions of wind speed 
nd direction frequency in locations across the entire sea 
 Figure 2 ) over the period 1958—2001 are presented as polar 
lots of frequency histograms in a wind rose-like form in 
igure 8 . 
185 
Each plot is an elaborated presentation of the 2D fre- 
uency histogram over the wind speed and direction. The 
irection angle of the wind velocity vector is counted anti- 
lockwise from the east. Thus, the diagrams in Figure 8 show 

he directions towards which the wind blows in polar coor- 
inates. The direction bins (direction sectors) cover sectors 
f 10 ° width counted from —180 ° to + 180 ° with centres at 
irections from —170 ° to + 180 °. Thus, western winds are 
hown as the winds with the direction 0 ° (that represents 
he direction to the East). 
Figure 8 highlights a strong anisotropy of wind direc- 

ions, that is clearly stronger for stronger winds. For higher 
ind speeds, W, WSW to SW winds dominate in the south- 
rn part of the Baltic Sea and more southerly (SSW) in 
he northern Baltic areas. More to the north, the predom- 
nant wind direction, especially for stronger winds, is ei- 
her from almost south or from almost north. Measurements 
t coastal stations in the Bay of Bothnia (1977—1982) show 

hat while south-westerly winds are most frequent in the 
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Figure 4 Mean (a) and standard deviation (b) of pressure in 1958—2001 (in hPa). 

a
m
s
h
(
R
d
m
B

t
f
c
s
B
p
2
r
m

rea, north and north-easterly winds are also quite com- 
on ( Launiainen and Laurila, 1984 ). In all the Baltic Sea 
ub-basins wind speed of 5—10 m/s occurs most often. The 
ighest wind speeds are in the south-western Baltic Sea 
point R8) and in the centre of the Baltic Proper (point 
5). Note that the distribution of the most frequent wind 
irections reflects, to a certain degree, the directions of 
aximum fetches in most areas. This characteristic of the 
altic Sea wind regime shows that dominant wind direc- 
186 
ions depend either on large-scale circulation (westerlies 
rom the North Atlantic) or local conditions. This determines 
onsiderable anisotropy of wind fields which was also pre- 
ented in measured data from meteorological stations in 
altic Proper ( Soomere, 2003 ). Stronger winds have more 
ronounced anisotropy than weaker winds ( Bierstedt et al., 
015 ). The described pattern of prevailing strong wind di- 
ections is in good agreement with isobar directions of the 
ean atmospheric pressure ( Figure 4 a). 
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Figure 5 Minimum (a) and maximum (b) value of pressure in 1958—2001 (in hPa). 
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.3. EOF analysis for atmospheric pressure 

he EOF analysis in the time domain has been widely used in 
eteorological, environmental, and oceanographic studies 
or a few decades (see e.g. Cieślikiewicz and Graff, 1996 ; 
randtle and Matthews, 1990 ). This method is utilised 
erein to decompose the REMO mean sea level atmospheric 
ressure time series, effectively illustrating the variabil- 
ty inherent in the spatial patterns of 1-hourly atmospheric 
ressure fields. To perform the EOF analysis, the gridded 
187 
ressure data qmt = qm 

(t) were collected in the M × N ma- 
rix Q = [ qmt ] with its columns being the snapshots of pres-
ure distribution over the REMO grid for a given time in- 
tant. Here, M = 47 × 40 = 1880 is the number of REMO
rid points and N = 385 698 is the number of 1-hourly inter-
als in the 1958—2001 period. Each row of matrix Q repre- 
ents the mean sea level atmospheric pressure time series 
or a given REMO grid point. 
Let pt , with t = 1 , 2 , . . . , N, denotes the pointwise de-
eaned matrix of pressure snapshots at each grid point. We 
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Figure 6 Range of pressures in 1958—2001 (in hPa). 

Figure 7 Scatter plots for pressure range against minimum (blue) and maximum (red) pressures. The fitted regression line repre- 
senting the relationship between the pressure range and minimum pressure is shown in the left plot. 

w
t

w
c
c

H

i
e
c

e

w

o

v

P

p∑

n
l
c
t
a
i

ill refer to pt as state vector formed by the M functions of 
ime pm 

(t) , where m = 1 , 2 , . . . , M 

pm 

( t) = qm 

( t) − 〈 qm 

〉 (1) 

here qm 

(t) is the atmospheric pressure in m th of M lo- 
ations and 〈·〉 is the expected value of a quantity. As the 
ovariance matrix H

 = 〈
pt pT 

t 

〉
(2) 

s real and symmetric ( T denotes transposition) it has M real 
igenvalues λm 

and real unitary eigenvectors em 

(which are 
alled EOF modes) and may be normalised 
T 
m 

en = δmn , (3) 

here δmn is the Kronecker delta. 
The EOF modes em 

, as eigenvectors, form a complete and 
rthonormal basis for pt . Thus, the original pressure state 
188 
ector pt may be expanded in terms of the EOF modes 

pt =
∑ 

n 

Pn ( t) en (4) 

The so-called principal components Pn (t) are obtained as 

n ( t) = eT 
n pt (5) 

It can be shown that the principal components com- 
ose a set of orthogonal vectors satisfying the relation 
 N 
ν=1 PnνPmν = Nλn δnm 

. In other words, the principal compo- 
ents corresponding to different EOF modes are uncorre- 
ated in time and λm 

= (
∑ N 

ν=1 |Pmν | 2 ) /N is the mean energy 
ontained in the EOF mode em 

. The fraction χm 

of the to- 
al variance (total in the sense that this is the local vari- 
nce of atmospheric pressure summed over all locations, 
.e., Tr (H) ), corresponding to the EOF mode em 

, with the 
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Figure 8 Cumulative distributions of wind speed and direction frequency over the period 1958—2001 at selected points; wind 
speed ranges marked with different colours are: 0—5, 5—10, 10—15, 15—20 m/s. The numbers labelling radii indicate the numbers 
of data points that fall into the given wind speed-direction angle bin. 
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igenvalue λm 

, is given by 

m 

= λm 

/Tr ( H) . (6) 

We shall assume henceforth that EOF modes are ranked 
n descending order according to that fraction. 
The determination of EOF modes and corresponding prin- 

ipal components within the EOF analysis is not unique. 
arious approaches can be used to produce a covari- 
189 
nce/correlation matrix based on analysed data series. 
omputing eigenvectors and eigenvalues is not unique, and 
hey can be ordered and normalised in different ways. EOF 
odes and principal components may be rotated using lin- 
ar transformations to improve the possibility of physically 
nterpreting the results of EOF analysis, which is not always 
traightforward. This situation underscores the importance 
f presenting the mathematical formalism used. 
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Figure 9 First 4 EOF modes for atmospheric pressure (a—d), explaining together 91.32% of the total variability. 
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However, it may also create difficulties in directly com- 
aring the results of EOF analysis obtained by different 
esearchers. Different studies using EOF analysis, includ- 
ng those on atmospheric pressure fields, encompass differ- 
nt areas at varying scales and spatial resolutions and are 
onducted for different time periods of varying lengths. It 
as been observed in numerous studies that the results of 
OF analysis reflect this variability ( Chen and Wang, 2014 ; 
ehmann 2011 , 2017 ). This further complicates comparisons 
f results obtained by different researchers. 
In the Baltic Sea area, Miętus and von Storch (1997) in- 

estigated the relationship between large-scale air pres- 
ure variability over Europe and the spatial distribution 
f modelled wave data for the years 1988—1993. Us- 
ng EOFs, they discerned patterns in the distribution of 
190 
hese parameters. Miętus (1999) later extended the anal- 
sis of pressure patterns for a more extensive time series. 
ehmann et al. (2017) and Schimanke et al. (2014) demon- 
trated how the spatial distribution of atmospheric pres- 
ure relates to the development of Major Baltic Inflows 
MBIs). The spatial patterns derived from their EOF analy- 
es were ordered differently, a discrepancy they attribute 
o variations in spatial and temporal scales. More recently, 
ajafzadeh et al. (2021) used this technique to identify spa- 
ial patterns in the Baltic Sea’s wind waves using altimetry 
ata. These patterns were consistent with those observed 
y Miętus and von Storch (1997) , differing from previously 
entioned studies. 
The EOF modes presented in this study are dimension- 

ess. The values of the contour lines in Figure 9 are nor- 



Oceanologia 66 (2024) 180—195 

Figure 10 The fraction of total variance “explained” by the first 15 EOF modes of atmospheric pressure over the REMO area. 
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alised to the range [0,1] by Eq. (3) . The dominant wind 
irections, inferred from the pressure anomalies presented, 
re contingent upon the state of their corresponding princi- 
al components. It should be noted that per (4), multiplying 
ach EOF mode em 

and corresponding principal component 
m 

(t) by −1 neither affects the capacity to reconstruct the 
riginal pressure time series nor contravenes the normal- 
zation constraint (3). This operation can be viewed as al- 
ering the polarity of the EOF modes. For conciseness, wind 
irections will be discussed with reference to the sign (or 
olarity) of each EOF mode, with parenthetical descriptions 
rovided for wind directions associated with the inverse po- 
arity of the EOF patterns. 
Figure 9 displays the first four EOF mode patterns, ac- 

ounting for 53.81%, 18.67%, 14.74%, and 4.10% of the 
otal atmospheric pressure variance, respectively. Values 
or higher modes, up to mode No. 15, are exhibited in 
igure 10 . More than 90% variability of atmospheric pres- 
ure is included in the first four EOF modes. 
The spatial pattern of EOF 1 exhibits a single wide max- 

mum situated over southern Scandinavia, with the entire 
rea displaying same-sign anomalies. This pattern reveals 
 pressure gradient linked to N to NE winds within the 
altic Sea. The inverse sign of this pattern aligns with south- 
esterly and westerly winds in the southern Baltic Sea and 
outhern winds in the north, consistent with the prevail- 
ng W-SW-S wind directions along the main Baltic Sea axis 
 Figure 8 ). 
Distinct spatial distributions are manifested in the sec- 

nd and third EOFs, characterised by meridional (EOF 2) and 
onal (EOF 3) pressure gradients. EOF 2 presents a gradi- 
nt corresponding to easterly (or westerly for inverse polar- 
ty) winds. The frequency distribution in Figure 8 suggests 
 higher likelihood for spatial patterns inducing westerly 
inds. The meridional pressure gradient in EOF 3 would re- 
ult in N (or S) winds over the Baltic Sea. 
The behaviours of the first three patterns align with ob- 

ervations by Horel (1981 as cited by Chen and Wang, 2014 ), 
amely, if the first pattern presents a uniform sign anomaly 
cross the entire area of interest, the subsequent pattern 
ill feature opposite-sign anomalies, with the zero isoline 
191 
ntersecting the area of EOF 1′ s absolute maximum anomaly 
 Chen and Wang, 2014 ). 
The fourth EOF pattern is characterised by four relatively 
inor anomalies situated at the corners of the analysed re- 
ion. This pattern bears a resemblance to the pressure pat- 
ern known as ’col’ (saddle), characterised by two adjacent 
ighs and two lows. Such a pressure system configuration is 
elatively uncommon over the analysed area, which corre- 
ponds to the fact that this pattern explains only about 4% of 
he total variance. On the other hand, the low variance may 
uggest that this pattern does not represent naturally occur- 
ing phenomena but rather maintains the required condition 
f orthogonality. 

.4. Wind wave field over the Gulf of Gdańsk 

e characterise the wave climate of the Gulf of Gdańsk in 
erms of long-term basic statistics of modelled significant 
ave height (the mean, standard deviation, and maximum 

f HS ) in the form of contour plots. The plots in Figure 11 are
onstructed using the 2D cubic spline interpolation method. 
All three statistical properties clearly reflect a strong 

heltering effect of the Hel Peninsula located in the north- 
estern part of the gulf ( Figure 1 ). Mean values of HS range
rom 0.19—0.93 m, with minimum values observed in the in- 
er Puck Bay sheltered with Hel Peninsula, and maximum in 
he open part of the gulf, at the open boundary between 
he gulf and the southern Baltic Sea. 
These values are comparable to mean values of Hs in the 

pen part of the Baltic Sea, that are in the range of 0.5—
.5 m ( Björkqvist et al., 2018 , Soomere and Räämet, 2011 ),
nd 0.6—0.8 m in semi-closed areas, like the Gulf of Fin- 
and ( Giudici et al., 2023 ). Wave heights in the sheltered 
uck Bay are similar to those in Tallinn Bay (0.29—0.32 m; 
oomere, 2005 ). The standard deviation of HS varies be- 
ween 0.15 and 0.9 m, demonstrating the highest variability 
f the HS field in the open part of the gulf where both the
ean and maximum wave heights are the largest. The max- 

mum modelled HS is 8.90 m ( Figure 11 c) in the open part
f the gulf. That high value of significant wave height in 
he open part of the gulf may be seen as unrealistic — es- 
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Figure 11 Spatial distribution of mean significant wave height (a), standard deviation (b) and maximum significant wave height 
(c) for 1958—2001 in the Gulf of Gdańsk. 

Table 3 Significant wave height statistics in the central part of the Gulf of Gdańsk (point WM). 

Mean Standard Deviation Maximum 99th Percentile 
[m] [m] [m] [m] 

Entire period of study 0.74 0.65 8.00 3.19 
Extreme wave events 2.93 1.61 8.00 6.91 
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ecially when one realises the individual wave heights dur- 
ng the storm may be even greater by a factor of almost 
. That value exceeds the highest recorded value of signif- 
cant wave height in the Baltic (8.2 m, recorded in Baltic 
roper on 22.12.2004, Björkqvist et al., 2017 ) but is lower 
han Hs of 9.0 m modelled for storm conditions in Bothnian 
ea for January 2019 ( Björkqvist et al., 2020 ) and 9.5 m es-
imated in the Baltic Proper for extreme windstorm Gudrun 
n 2005 ( Soomere et al., 2008 ). For the years 1965—2005 
he maximum modelled Hs in the southern Baltic was de- 
ermined to be 10.1 m, based on the BaltAn65 + winds and 
odelling with the SWAN model ( Björkqvist et al., 2018 ). Al- 
hough it is challenging to assess the realism of these mod- 
lling estimates for the open part of the Gulf of Gdańsk, 
iven the absence of long-term observational records in this 
altic Sea region, significant wave heights of around 8—
 m could indeed occur under very strong NNW, N to NNE 
inds. 
The mean and maximum properties of waves for the 

entral point in the Gulf of Gdańsk (WM in Figure 3 ) in 
able 3 are estimated for the entire period of study 1958—
001 and the selected 34 storm events S1, S2, …, S34. The 
ean value of HS for the entire period is almost four times 

ower than that estimated for the most extreme events 
nly. 
192 
. Discussion and conclusions 

n this study two extensive databases were utilised: the 
EMO meteorological database and the HIPOCAS ocean hy- 
rodynamic database, both covering the 1958—2001 period. 
hese numerically modelled data obviously do not possess 
he advantages of observed data. However, those data com- 
are well with measured data ( Cieślikiewicz and Paplińska- 
werpel, 2008 ). The long-term hindcast data collections, 
uch as those applied in the present study, allow for a 
omprehensive examination of long-term statistical char- 
cteristics of and changes in wind-wave climate due to 
heir consistency, continuity, and high resolution over both 
ime and space domains. Potential for research based on 
uch databases is advantageous over possibilities inherent 
n recorded data that are usually local and spanned over 
horter time intervals. 
While our analysis focuses on the Gulf of Gdańsk’s wave 

limate from 1958 to 2001, and may not directly represent 
he current situation, it provides valuable retrospective in- 
ights. The authors believe the insights gleaned remain rele- 
ant and provide valuable retrospective context for current 
nd future wave climate studies in the Baltic Sea. 
We first address atmospheric pressure fields. Then, some 

asic statistical characteristics of wind velocity were com- 
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uted. Finally, the analysis of significant wave height over 
he Gulf of Gdańsk was carried out. 
The key result of the present study is efficient estima- 

ion and comprehensive graphical presentation of the basic 
tatistical properties of the atmospheric pressure data over 
lmost half a century (1958—2001). The spatial distributions 
f the mean, standard deviation, maximum and minimum 

alues together with their range were computed for 1880 
EMO grid nodes based on 385 698 data points in time. We 
ound the following particular and interesting features of 
he atmospheric pressure fields over the study area: (i) the 
reater the mean value the smaller the variability of the at- 
ospheric pressure field presented by both the standard de- 
iation and the min-max range; (ii) the range of variations 
f pressure maxima is about three times smaller than the 
ariability range of pressure minima; therefore, the spatial 
istribution of the range of hindcast atmospheric pressure 
attern, defined as the difference between maximum and 
inimum values found in time series, almost exactly mim- 

cs the inverted distribution of minimal pressure found in 
he hindcast pressure data. 
The efficiency of the EOF method applied to atmospheric 

ressure data appeared to be quite good. The first EOF mode 
ccounts for more than half of the total variance, specifi- 
ally 53.81%. The first four EOF modes can reproduce > 90% 

ariability of the pressure time series over the study area. 
he disparity in explained variability between the first and 
econd EOF patterns exceeds 35 percentage points, a dif- 
erence also observed in the analysis of pressure patterns 
ver the North Atlantic and Europe ( Lehman et al., 2011 ). 
nterestingly, Surkova et al. (2015) reported a pressure pat- 
ern with an anomaly centre over Scandinavia and the Baltic 
ea, which was derived from an analysis of pressure during 
torm conditions. Similarly, Schimanke et al. (2014) , who 
ocused on MBIs, presented a corresponding pattern. Both 
ypes of events are closely associated with zonal winds. 
he negative anomaly in the first EOF mode, as obtained 
n this study, would result in westerly-south-westerly winds, 
hich are frequently reported as the dominant winds in the 
outhern Baltic ( Leppäranta and Myrberg, 2009 ). This pat- 
ern is also evident in the frequency distribution of wind 
peeds. 
The established properties of wind velocity fields over 

he Baltic Sea demonstrate directional characteristics con- 
istent with the spatial distribution of the mean atmo- 
pheric pressure and its isobars. The information presented 
y the cumulative frequency histograms of wind velocity is 
onsistent with generally known climatic characteristics of 
revailing winds over the Baltic Sea that are determined by 
he general climate of central and northern Europe, and the 
orth-eastern Atlantic Ocean. The directional properties of 
he strongest winds over the Baltic are, to a certain extent, 
onsistent with directions of maximum fetches in local sea 
asins. 
The long-term statistical properties of the significant 

ave height over the Gulf of Gdańsk are characterised using 
ts spatial distributions of mean and standard deviation. All 
roperties of significant wave height reveal a strong shelter- 
ng effect due to the Hel Peninsula. The maximum of hind- 
ast significant wave height ranges from a fraction of a me- 
er, in the inner Puck Bay sheltered from the open sea, to 
bove 8 m in the open part of the Gulf of Gdańsk. That rel-
193 
tively large value of the modelled significant wave height 
hould be treated with caution; however, it is difficult to 
peculate how realistic such estimates are due to the lack 
f long-term observational data collected in this region of 
he Baltic Sea. 
The most extreme wave events in the Baltic Sea are cre- 

ted by cyclones (low-pressure systems) travelling over it 
r nearby. The Baltic Sea is located under the North At- 
antic storm track ( Lehmann et al., 2017 ; Mailier et al., 
006 ) and remains under its strong influence ( Rogers, 1990 ; 
epp, 2009 ; Sepp et al., 2018 ; Ulbrich and Christoph, 1999 ).
isual assessment of REMO atmospheric pressure distribu- 
ions during extreme wave events in the Gulf of Gdańsk 
onfirmed that most of the storms here are driven by a low- 
ressure system approaching the Baltic Sea from the North 
tlantic. In 11 cases of 34 analysed in this study, a low- 
ressure system travelled from the North Atlantic either 
cross northern Scandinavia, often crossing Norway just 
bove Trondheim, or from over southern England, across 
he North Sea and Denmark and further travelling across the 
altic Sea. 
As the presence of cyclones is strongly connected to var- 

ous atmospheric indices, like the North Atlantic Oscillation 
NOA) index ( Gulev et al., 2001 ; Lehmann et al., 2017 ), any
hange in them will influence storm conditions in the Baltic 
ea and in the Gulf of Gdańsk. 
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Abstract The present study focused on understanding the seasonality of the phytoplankton 
biomass (chlorophyll a ) distribution in the oligotrophic, Equatorial, and Southern Tropical Indian 
Ocean (ESTIO; 0—30 °S and 60—90 °E). The long-term satellite data analyses (2003—2020) showed 
a strong seasonality in sea surface temperature (SST), wind, currents, mean sea level anomaly 
(MSLA), photosynthetically available radiation (PAR), euphotic depth (ZEU) and mixed layer 
depth (MLD). As a response to the hydrographical changes, the phytoplankton biomass showed 
noticeable seasonal variation with the highest biomass during the Austral Winter (AW; June—
September; avg. 0.11 ± 0.03 mg/m ³) and lowest during the Austral Summer (AS; November—
February; avg. 0.07 ± 0.03 mg/m). High chlorophyll patches ( > 0.1 mg/m ³) were found between 
0 °—8 °S during the AS and expanded over 0 °—18 °S during the AW. As multi-year mean chloro- 
phyll a was higher ( > 0.1 mg/m ³) in the northern part of the ESTIO (north of ∼13 °S; HCD: high 
chlorophyll a domain) than the southern side (LCD: low chlorophyll a domain), the study area 
was divided into two domains and all the variables were analysed. In the HCD, enhancement of 
chlorophyll a was positively correlated with variables such as wind speed, wind stress, Ekman 
pumping, stronger northward and westward winds, as well as the presence of cyclonic eddies. 
These features are likely to stimulate primary production by uplifting the thermocline and en- 
hancing nutrient supply. In the LCD, mixed layer depth also showed a strong positive correlation 
with elevated chlorophyll a , apparently because it is deep throughout the year (thereby keeping 
lower biomass) and deepens more strongly in winter than in the HCD. Another contrast with the 
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HCD is that the cyclonic eddies appear to be insufficiently abundant to influence its chlorophyll 
a . Pearson’s multivariable correlation analysis and principle component analysis confirmed the 
statistical significance of the above parameters on the enhancement of chlorophyll a in the 
ESTIO. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he equatorial and southern tropical waters of the In- 
ian Ocean sector have a vast area of open ocean (avg. 
epth ∼4200 m) which is highly oligotrophic and less 
tudied as compared to the Pacific and Atlantic oceans 
 Hood et al., 2009 ). The oligotrophy is further enhanced 
y anti-cyclonic subtropical gyre, advection of low saline 
ater through Indonesian through-flow and high precipi- 
ation that strengthen stratification ( George et al., 2018 ; 
uang et al., 2020 ; Morel et al., 2010 ; Stramma and Lut- 
eharms, 1997 ). The equatorial upwelling is absent in the 
ndian Ocean due to the weaker and north-south direc- 
ions of the trade winds ( Schott et al., 2009 ; Tomczak and 
odfrey, 2003 ). In the southern tropical Indian Ocean, the 
eychelles — Chagos thermocline ridge (SCTR; 5 °S—10 °S; 
0 °E—80 °E) region is relatively productive, where the up- 
elling is reported throughout the year due to negative 
ind stress curl ( Dilmahamod et al., 2016 ; George et al., 
018 ; Hermes and Reason, 2008 ; McCreary et al., 1993 ; 
agura and McPhaden, 2018 ; Resplandy et al., 2009 ; 
oodberry et al., 1989 ). The Wyrtki jet is a strong sur- 
ace current, which flows eastward along the equatorial 
ndian Ocean (4 °S—4 °N) during the inter-monsoon months 
May and October; Wyrtki, 1973 ) and supports phytoplank- 
on production in the western region by shallowing the ther- 
ocline and decreases it by deepening the thermocline in 
he eastern region ( George et al., 2013 ; Wiggert et al., 
006 ; Wyrtki, 1973 ). The other major water currents that 
ow in the Equatorial and Southern Tropical Indian Ocean 
ESTIO) are the south equatorial current, which flows west- 
ard between 10 °S—20 °S during both seasons (AS and AW), 
nd the south equatorial counter-current, which flows east- 
ard between 0—5 °S during the AS and between 0—5 °N dur- 
ng the AW ( Schott and McCreary Jr, 2001 ; Stramma and 
utjeharms, 1997 ). The south equatorial current is stronger 
uring the AW than during the AS ( Schott and McCreary 
r, 2001 ). 
The presence of continents/landmasses around the 

orthern Indian Ocean is the reason for high biological pro- 
uctivity in the northern Indian Ocean (the Arabian Sea and 
ay of Bengal). It is well known that the biological produc- 
ivity of these regions is triggered by the Asian monsoon sys- 
em, which is activated by the differential heating between 
he land and the ocean ( Banse, 1987 ; Bhattathiri et al., 
996 ; Madhupratap et al., 1996 ; Naqvi et al., 2010 ; 
asim, 1982 ; Wiggert et al., 2005 ). The seasonal reversal 
f winds has a potential role in transporting nutrients to the 
uphotic ocean water column directly (vertical mixing, up- 
elling, currents, eddies, advection, and eolian input, etc.) 
s well as indirectly (e.g., terrestrial runoff through rain- 
197 
all), that enhances the primary productivity. However, the 
outhern Indian Ocean has a large area of open ocean which 
as limited impacts (north of 10 °S) from the Asian mon- 
oon system ( Gao and Wang, 2012 ; Shankar et al., 2002 ),
nd the nutrient sources are also meagre in this region 
 Harms et al., 2019 ; Twining et al., 2019 ; Wiggert et al.,
006 ). The southern Indian Ocean lacks continental inter- 
erences as well and it is freely open to the global oceans, 
.e., the Southern Ocean in the south, the Atlantic in the 
est and the Pacific in the east ( Michel and Sticklor, 2012 ).
ue to the above reasons, the southern Indian Ocean can 
e considered a desert (highly oligotrophic) as compared 
o the northern Indian Ocean. Though it is oligotrophic, in 
 very large area the seasonal changes in the atmospheric 
nd oceanographic parameters impact the primary produc- 
ion ( Dilmahamod et al., 2016 ; George et al., 2018 , 2013 ;
esplandy et al., 2009 ). The Indian Ocean is considered 
 single large ocean basin. However, the meteorological, 
ceanographical processes and biological productions de- 
arcate it into two regions: the oligotrophic southern and 
roductive northern Indian Ocean. 
Focused ocean surveys started in the Indian Ocean 

n the 1960s, the International Indian Ocean Expedition 
 Banse, 1968 ; Desai, 1965 ; Krey and Babenerd, 1976 ) 
nd Joint Global Ocean Flux Studies in the 1990s 
JGOFS) ( Madhupratap et al., 1996 ; Smith et al., 1998 ; 
ishner et al., 1998 ), put benchmarks, and after that abun- 
ant in situ scientific studies were carried out in the north- 
rn Indian Ocean than the south. The southern Indian Ocean 
ets its significance in maintaining the global climate by ef- 
ciently transferring the heat energy from the tropics to 
he surrounding Atlantic and Southern Oceans. Hence, the 
arming tendency is weaker than in the northern Indian 
cean ( Gopika et al., 2020 ; Gordon, 1985 ; Lee et al., 2015 ;
an Ballegooyen et al., 1994 ). Due to long distances from 

he continents and rough weather conditions, the in situ 
cientific research observations are less in the ESTIO. The 
emotely sensed ocean colour data sets, ARGO floats and 
odelling outputs along with limited on-site studies provide 
 basic understanding of this region ( Brewin et al., 2012 ; 
eorge et al., 2018 , 2013 ; Hermes and Reason, 2009 , 2008 ;
uot et al., 2019 ; Kawamiya and Oschlies, 2001 ; McCreary Jr 
t al., 2009 ; Wiggert et al., 2006 ). Studies show that the
urface phytoplankton production in this region is driven by 
ertical mixing of the water column, mesoscale eddies, Ek- 
an pumping and propagation of upwelling Rossby waves 

 Agawin et al., 2000 ; Gaube et al., 2013 ; George et al.,
013 ; Kawamiya and Oschlies, 2001 ; Liao et al., 2020 ; 
a et al., 2014 ; Wiggert et al., 2006 ). Levy et al. (2007) hy-
othesized that high chlorophyll a (bloom) in the southern 
ndian Ocean, north of 17 °S is due to Ekman upwelling of 
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utrients and on the southern side is due to deeper vertical 
ixing, where sub-tropical gyre persists. The Indian Ocean 
ipole (IOD) is an uneven fluctuation in the sea surface 
emperatures of the western (50 °E—70 °E, 10 °S—10 °N) and 
he eastern equatorial Indian Ocean (90 °E—110 °E, 10 °S—
quator). The Dipole Mode Index (DMI) is a measure of IOD 

y calculating the difference between those regions. The 
armer western region (colder east) is known as positive 
OD and the colder western part (warmer east) is known 
s negative IOD ( Saji et al., 1999 ; Vinayachandran et al., 
007 ). The IOD events have specific roles in shaping phyto- 
lankton biomass and size structure in the southern tropi- 
al Indian Ocean ( Brewin et al., 2012 ; Currie et al., 2013 ;
iswanto et al., 2020 ). 
Many studies focused on the SCTR region of the south- 

rn Indian Ocean reported an occurrence of year-round up- 
elling in this region due to negative wind curl, which shal- 
ows thermocline ( George et al., 2018 ; Hermes and Rea- 
on, 2008 ; McCreary Jr et al., 2009 ; Resplandy et al., 2009 ).
owever, high phytoplankton production/blooms were re- 
orted mainly in June—September and February months 
 Gaube et al., 2013 ; Levy et al., 2007 ; Liao et al., 2014 ;
esplandy et al., 2009 ). In this study, we attempt to un- 
erstand the variability of the ESTIO and the seasonality of 
hytoplankton production in this region. The major objec- 
ives of the present study are (a) to understand the seasonal 
ariability of selected meteorological and physical oceano- 
raphic parameters in the equatorial and southern tropical 
ndian Ocean, (b) to define the specific roles of individual 
arameters in structuring phytoplankton biomass (chloro- 
hyll a ) in the northern and southern domains of the ESTIO, 
nd (c) to demarcate key variables which control biological 
roductivity in both domains of the study area. 

. Methods 

.1. Satellite and Argo data products 

he present study utilized various satellite-measured and 
RGO derived, and calculated long-term data sets (18- 
ears; 2003—2020; monthly scale — temporal resolution) 
o understand the seasonal variability that occurred in 
he ESTIO (0—30 °S and 60—90 °E; Figure 1 a). The satellite- 
easured monthly data sets of SST (sea surface tem- 
erature; MODIS-Aqua; 4 km spatial resolution; coast- 
atch.pfeg.noaa.gov), MSLA (mean sea level anomaly; 
VISO; 0.25 ° spatial resolution; marine.copernicus.eu), PAR 
photosynthetically available radiation; MODIS-Aqua; 4 km 

patial resolution; giovanni.gsfc.nasa.gov), ZEU (euphotic 
epth; Morel et al. (2007) ; log10 Zeu = 1.524 — 0.436 X 
0.0145 X ² + 0.0186 X ³, whereas, X = log10 of surface 

hlorophyll; MODIS-Aqua; 4 km spatial resolution; gio- 
anni.gsfc.nasa.gov; data distribution discontinued), MLD 

mixed layer depth; either change in temperature by 
.2 °C or density by 0.03 kg/m ³ from that at 10 m depth; 
rgo.ucsd.edu/data/argo-data-products/; Mixed Layer data 
et of Argo, Grid Point Value [MILA GPV] of JAMSTEC, 2003, 
osoda et al. (2010) ; BOA-Argo dataset generated by fol- 
owing Barnes Method; CSIO, MNR; 2004—2020; Li et al. 
2017) ; 1 ° resolution), zonal (west to east or east to 
est) and meridional (north to south or south to north 
198 
ow) components of geostrophic currents (AVISO; 0.25 ° spa- 
ial resolution; marine.copernicus.eu), zonal and merid- 
onal components of wind (QuikSCAT and ASCAT; 0.125 °
nd 0.25 ° spatial resolution; coastwatch.pfeg.noaa.gov), 
hlorophyll a (MODIS-Aqua; 4 km spatial resolution; gio- 
anni.gsfc.nasa.gov) and primary productivity (MODIS-Aqua; 
 km spatial resolution; chlorophyll a based experimental 
roduct; coastwatch.pfeg.noaa.gov) retrieved from the re- 
pective web servers. The daily data sets of ASCAT wind 
nd MODIS chlorophyll a for 2016 were also retrieved 
o correlate with each other. The calculated monthly 
ipole mode index (DMI) data of the Indian Ocean Dipole 
IOD) was retrieved (2003—2020) from the NOAA ESRL 
hysical Sciences Laboratory website ( https://psl.noaa. 
ov/gcos_wgsp/Timeseries/DMI/ ). The QuikSCAT (January 
003—March 2007) and ASCAT (April 2007—December 2020) 
ind products were combined to get a continuous time 
eries of 18 years. Other than MODIS products, all the 
bove time series data sets were resampled/re-gridded 
t 4 km resolution (PyFerret v7.4) to maintain uniform 

patial resolution for further analysis. The MODIS chloro- 
hyll a data was derived by applying the colour index 
CI) algorithm ( Hu et al., 2012 , 2019 ) for the concen-
ration < 0.25 mg/m ³ and along with an updated OCx al- 
orithm ( O’Reilly and Werdell, 2019 ) for higher concen- 
rations ( https://oceancolor.gsfc.nasa.gov/atbd/chlor_a/ ). 
he above algorithms made MODIS Aqua or any other ocean 
olour sensor-based data sets more accurately represent the 
ligotrophy, such as the present study area ( Table 1 ). 

.2. Discrimination of seasons 

fter retrieval of the data sets, the monthly means and 
onthly climatology (mean of 18 individual months) were 
alculated (using PyFerret v7.4) to define the regional sea- 
onality of the ESTIO. We have used the recent five-year 
onthly data sets (2013—2018) for statistical analysis pur- 
oses. The monthly means of the selected meteorological 
nd oceanic variables (SST, PAR, ZEU, wind parameters and 
SLA) were used to construct the similarity/hierarchical 
lusters using R-studio (Euclidean distance method; dist and 
clust commands). It formed three clusters with substantial 
istance (c1 — November—February; c2 — March—May; c3 —
une—October), similar to the JGOFS classification of sea- 
ons (meteorological data based; Morrison et al., 1998 ). As 
ost past studies have classified October as inter-monsoon 
nd relatively high Euclidean distance is found in Octo- 
er, we have classified two major seasons as austral sum- 
er (November—February; AS) and austral winter (June—
eptember; AW), which shows major variation in an annual 
istribution. As the variance in hydrographical characters 
f spring (March—May) and the fall inter-monsoon (October) 
ere comparatively weaker than the AS and AW, those were 
imitedly emphasized in the present study. The derived sea- 
onality of variables also clearly evidenced the above clas- 
ification (methods given in the following section). 

.3. Data process, derivation and analysis 

he monthly and seasonal climatology (AS and AW) of each 
ariable were constructed by averaging the retrieved data 

https://psl.noaa.gov/gcos_wgsp/Timeseries/DMI/
https://oceancolor.gsfc.nasa.gov/atbd/chlor_a/
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Figure 1 a) The study area in the equatorial and southern tropical Indian Ocean (ESTIO; 0 °—30 °S and 60 °E—90 °E) is marked by a 
dashed square box (white). The patterns of major near-surface currents during the austral summer (blue arrows) and austral winter 
(white arrows) overlaid ( Schott et al., 2001 ; Shenoi et al., 1999 ). The dotted lines in black split the study area into three sub- 
regions (60 °E—70 °E, 70 °E—80 °E and 80 °E—90 °E) for detailed study. b) MODIS-AQUA mean (2003—2020) chlorophyll a concentration 
in the study area. A 0.1 mg/m ³ chlorophyll a contour line divides the study area into high (northern; HCD) and low (southern; LCD) 
chlorophyll a domains. Abbreviations: — WICC: West India Coastal Current; EICC: East India Coastal Current. 
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ets (2003—2020) using the software PyFerret v7.4. The sea- 
onal and monthly anomalies were calculated for chloro- 
hyll a and other parameters by subtracting the 18-year 
ean from the seasonal and monthly means. The merid- 

onal/latitudinal variations from 0 to 30 °S were calculated 
y averaging the longitudinal values (60 °E—90 °E) of each 
nit of the latitude for each parameter. In addition, we 
ave split the ESTIO into three sub-regions (60 °E—70 °E, 
0 °E—80 °E and 80 °E—90 °E) and analysed the distributional 
atterns in each region to distinguish any sub-regional vari- 
tions that occur in the SCTR (60 °E—70 °E) and eastern re- 
ions ( Wiggert et al., 2009 ) ( Table 2 ). As the 18-year mean
hlorophyll a showed higher concentration in the northern 
nd lower in the southern domain (at ∼13 °S; Figure 1 b), 
199 
e divided the entire study area into two domains as high 
hlorophyll a domain (HCD; Chl- a > 0.1 mg/m ³) and low 

hlorophyll a domain (LCD; Chl- a < 0.1 mg/m ³). The speed 
S) of winds and geostrophic currents were calculated from 

he zonal (u) and meridional (v) components of each pa- 
ameter (S = sqrt[u ²+ v ²]). The surface wind stress was es-
imated using the bulk formula (τ = ρ × Cd × S2 ) , where τ
s the momentum flux of surface wind stress, ρ is the air 
ensity (1.225 kg/m ³), Cd is the drag coefficient that varies 
ith respect to the wind speed ( Large and Pond, 1981 ), and
 is the average wind speed at 10 m height. The wind stress
url was computed as, (τ curl = ∂τy 

∂x − ∂τx 
∂y ) , where τx and τy 

re the zonal and meridional components of surface wind 
tress. The Ekman pumping velocity (EPV) was calculated 
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Table 1 Range of chlorophyll a concentration reported in the oligotrophic southern Indian Ocean (0—30 °S and 60 °E—90 °E) 
measured by in situ (Laboratory fluorometer and CTD/ARGO fluorescence sensor) and remote sensing satellite (SeaWiFS and 
MODIS). Abbreviations: AS — Austral Summer and AW — Austral Winter. 

Sl. No Author Year In-situ/Sat. AS: Chl- a (mg/m ³) AW: Chl- a (mg/m ³) 

1 Fernandes et al. 2008 In-situ < 0.2 < 0.2 
2 Jena et al. 2012 In-situ < 0.1 - 
3 George et al. 2013 In-situ 0.04—0.3 0.13-0.4 
4 Strutton et al. 2015 In-situ & Sat. < 0.5 < 0.2 
5 Estrada et al. 2016 In-situ < 0.2 - 
6 Anand et al. 2018 In-situ < 0.3 (Mar.) - 
7 Anand et al. 2017 In-situ < 0.5 (Apr.) - 
8 Levy et al. 2007 Sat. < 0.3 < 0.3 
9 Resplandy et al. 2009 Sat. < 0.15 < 0.25 
10 Morel et al. 2010 Sat. 0.05 0.05 
11 Liao et al. 2014 Sat. < 0.2 < 0.4 
12 Dilmahamod et al. 2016 Sat. < 0.15 < 0.25 
13 Kumar et al. 2016 Sat. < 0.25 < 0.25 
14 George et al. 2018 Sat. 0.12—0.14 0.16—0.26 
15 Liao et al. 2020 Sat. < 0.07 - 

Table 2 Range of coordinates defining different regions and domains in this study. 

Sl. No Region/Domain Geographic boundary 

1 Low chl- a domain (LCD) 30 °S— ∼13 °S; 60 °E—90 °E 
2 High chl- a domain (HCD) ∼13 °S—0 °; 60 °E—90 °E 
3 Western region 30 °S—0 °; 80 °E—90 °E 
4 Central region 30 °S—0 °; 70 °E—80 °E 
5 Eastern region 30 °S—0 °; 60 °E—70 °E 
6 Seychelles — Chagos thermocline ridge (SCTR) 5 °S—10 °S; 50 °E—80 °E 
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y following the equation used by Gaube et al. (2013) as, 
EP V = ∇ × τ

ρ0 f ) , where τ is the wind stress, ρ0 = 1025 kg/m ³
s the average surface density of sea water and f is the 
oriolis coefficient. The inter-annual signals/variabilities of 
hlorophyll a were extracted by applying a low pass fil- 
er with a high cut-off frequency of 1.5 years using cli- 
ate data operator software (CDO; version 1.9.9rc1). All 
ther high-frequency signals such as monthly and seasonal 
henomenon/variations were eliminated to relate with the 
ipole mode index. The monthly DMI data (216 months) 
as assigned to a 4 ° resolution spatial grid to correlate 
ith spatial chlorophyll a data (pixel-by-pixel relationship; 
rewin et al., 2012 ). The 18-years of monthly anomalies of 
ind speed and chlorophyll a in the LCD and HCD were zon- 
lly averaged to represent time vs meridional shift in those 
eatures (Hovmöller plots). Similarly, the zonal and merid- 
onal means of 2016-daily data sets of wind components and 
hlorophyll a were presented to understand their origin and 
hifts with respect to time. The eddy features were iden- 
ified, as done by Chinnadurai et al. (2021) , using the con- 
our generation method followed by manual verification. A 
0.1 m of MSLA along with ≥3 closed contours considered 

o detect cyclonic (MSLA ≤ —0.1 m; clockwise circulation) 
nd anticyclonic (MSLA ≥ 0.1 m; anti-clockwise circulation) 
eatures. Areas of these features were calculated from the 
onthly MSLA data sets, as the percentage of pixels that fol- 
c

200 
owed the above criteria in a total number of pixels covered 
he entire study area. The average chlorophyll a concen- 
ration was calculated from both groups of pixels (cyclonic 
nd anti-cyclonic), separately in HCD and LCD using PyFer- 
et software (v7.4). 

.4. Statistical analyses 

uitable statistical analyses were conducted to delineate 
he principal variables that have a significant role in gov- 
rning the enhancement of chlorophyll a and to understand 
he relationship among the variables in the HCD and LCD 

f the ESTIO. The monthly means of each parameter at 
oth domains (HCD and LCD) were calculated in PyFerret 
or 216 months (January 2003—December 2020) and the 
ame data was used for the following statistical analyses. 
e have selected the principal component analysis (PCA), 
hich reduced numerous variables as few principal dimen- 
ions (RStudio; factoextra and FactoMineR packages; code: 
CA ). The PCA was performed on 17 variables containing 
16 individual samples, to provide various results such as 
igenvalues, contributions, correlations dimensions, cos2, 
ummary statistics, etc. The percentage contribution (code: 
ar$contrib ) of each variable to the top two dimensions in 
CD and LCD can explain the significant amount of variance, 
alculated and plotted. The PCA results are plotted as a bi- 
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lot (code: fviz_pca_var ) with the top two dimensions in 
- and y-axes respectively to pictorially show the signifi- 
ant contributions to the variance, homogeneity and rela- 
ionships among the variables (cos2). Pearson’s multivari- 
ble correlation analysis was carried out (RStudio; corrgram 

nd corrplot packages) and plotted with both ellipses and 
oefficients to straightforwardly and accurately understand 
he relationship among the variables. The darker shades in 
he output figure indicate a statistically significant relation- 
hip (p < 0.05) and the insignificant (p > 0.05) correlations 
re indicated with a cross mark ( ×). A t-test was conducted 
o check the variability between paired samples such as pa- 
ameters in HCD and LCD. The study area map made with 
cean Data View, the spatial data analysis and distribution 
aps were made with CDO (1.9.9rc1) and PyFerret v7.4, 
espectively and the graphs were plotted in R-Studio and 
rapher, v7.2. (Golden Software, USA). 

. Results 

.1. Chlorophyll a and primary production (MODIS 

qua) 

he phytoplankton biomass (chlorophyll a ) was higher dur- 
ng the AW season (avg. 0.11 ± 0.03 mg/m ³) than the AS 
eason (avg. 0.07 ± 0.03 mg/m ³) ( Figure 2 ). Especially in 
he HCD (north of ∼13 °S), the concentration was higher dur- 
ng both seasons (AW: 0.13 ± 0.02 mg/m ³; AS: 0.1 ± 0.02 
g/m ³) as compared to LCD (south of 12 °S; AW: 0.09 ± 0.01 
g/m ³; AS: 0.05 ± 0.01 mg/m ³). The seasonal variation was 
tatistically significant in both HCD and LCD (df = 69; t-test 
 < 0.0001). During the AS, the high chlorophyll a patches 
 > 0.1 mg) were found in the equatorial and near-equatorial 
egions (up to 7.5 °S) and it was well expanded over a large 
rea (up to 17.5 °S) during the AW. An ultra-oligotrophic con- 
ition was represented by an extremely low chlorophyll a 
oncentration during both seasons in the south-eastern In- 
ian Ocean ( ∼21 °S to 30 °S and ∼70 °E to 90 °E). The seasonal
nomaly of chlorophyll a clearly evidenced a noticeable de- 
rease during the AS and an increase during the AW over a 
arge area of the study domain ( Figure 2 c—d). The latitudi- 
al profile showed a moderate concentration from the equa- 
or to ∼6 °S (avg. 0.12 ± 0.01 mg; during both seasons), and 
hereafter increased during the AW (till 10 °S, then declined) 
nd decreased during the AS ( Figure 2 e). The highest con- 
entration of chlorophyll a was found between 8 °S and 12 °S 
 > 0.15 mg) during the AW. During both seasons, the western 
ub-region contained the highest concentration of chloro- 
hyll a . The meridional trend of net primary productivity 
as similar to the chlorophyll a distribution ( Figure 2 f). The 
ean productivity was highest during the AW (avg. 293.3 ±
2.8 mg C/m ²/day; HCD: 295.3 ± 30.5 mg C/m ²/day; LCD: 
89.7 ± 29.9 mg C/m ²/day) than the AS (avg. 212.2 ± 33.1 
g C/m ²/day; HCD: 245.6 ± 30.2 mg C/m ²/day; LCD: 190.6 
23 mg C/m ²/day). The productivity in the equatorial re- 

ion was lesser (255 ± 6.5 mg C) than the rest of the region 
uring the AW (302 ± 30 mg C). Contrastingly, during the AS 
t was higher in the equatorial waters than in the southern 
egion. 
201 
.2. SST and PAR 

n the ESTIO, the mean SST varied from 22.8 °C (in the 
outh) to 29.3 °C (near the equator) during the AS and 18.9 °C
in the south) to 29.7 °C (near the equator) during the AW 

 Figure 3 ). During the AS, the warmer water mass (28 °C sur-
ace isoline) was found north of 13 °S in the western region, 
hereas north of 11 °S in the eastern region of the study 
egion ( Figure 3 a). During the AW, the 28 °C isoline shifted
orthward by ∼9 ° distance in the western sub-region and 
3 ° distance in the eastern sub-region ( Figure 3 b). From 

he equator to ∼5 °S, the seasonal SST difference was min- 
mum ( < 0.5 °C) and the difference increased pointedly till 
0.5 °S ( ∼2 °C) ( Figure 3 c). The SST difference almost flat-
ened from there to ∼21 °S with a maximum difference of 
.4 °C. Beyond 21 °S, the difference increased up to 30 °S 
ith 3.9 °C between the two seasons. The seasonal differ- 
nce in SST in the HCD is narrow 28.1 °C—29 °C and wider in
CD 23.1 °C — 25.8 °C. The difference was statistically sig- 
ificant (df = 69; t-test p < 0.0001). The photosynthetically 
vailable solar radiation was highest in the study region dur- 
ng the AS (avg. 52.7 ± 4.4 E/m ²/d) and lowest during the 
W (avg. 37.8 ± 3.6 E/m ²/d) ( Figure 3 d—f). During the AS,
he highest PAR was received over the southern domain, es- 
ecially the south of 15 °S (avg. 56.7 ± 1.1 E/m ²/d) than the
orthern domain (avg. 48.7 ± 2.3 E/m ²/d). PAR in the sub- 
egions during each season was comparable. Similar to SST, 
he PAR showed a huge seasonal difference in LCD region 
han HCD. 

.3. Surface wind parameters and Ekman pumping 

elocity 

he regional mean wind speed was remarkably more robust 
uring the AW (6.8 ± 2.2 m/s) and higher (8.3 ± 1 m/s) 
etween 6 °S and 24 °S. The wind speed was relatively weak 
uring the AS (5.1 ± 1.3 m/s) than the AW (n = 30; t-test p
 0.001) and high speed (6.6 ± 0.3 m/s) winds were found 
etween 14 °S and 24 °S, mainly in the eastern sub-region 
 Figure 4 ). The seasonal difference was minimum ( < 1 m/s)
etween 0—3.5 °S (n = 14, t-test p > 0.5), and 22.5 °S—27 °S
n = 19, t-test p > 0.5), and maximum (n = 77; t-test p <
.001) between the rest of the study domain ( Figure 4 c). 
he most extensive seasonal variation, about 4 m/s, was 
ound between 8 °S and 12 °S. The zonal wind was negative 
n most of the regions during the AW and weaker-positive 
etween 0 and 8 °S during the AS ( Figure 4 d). The merid-
onal wind was more potent and positive during the AW, and 
eaker negative from 0 to 7 °S and weaker positive beyond 
 °S during the AS ( Figure 4 e). The wind stress during the
W was stronger than during the AS between 2 °S and 24 °S,
nd the highest values recorded (AW) were between 11 °S 
nd 18 °S ( Figure 4 f). The wind stress curl was negative from
 °S to 18 °S during the AS and from 0 to 15 °S during the AW
nd positive in the rest of the area ( Figure 4 g). Though the
ean wind speed was higher in LCD during AW (8.64 ± 0.55 
/s), the curl was positive (5.88 ± 1.32 × 10—8 N/m ³). In 
he HCD region, the curl was strongly negative (—8.74 ±
.26 × 10—8 N/m ³), which causes divergence in the southern 
emisphere and shoals the thermocline. The 18-year mean 
kman pumping velocity (EPV) was upward (positive) in the 
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Figure 2 Spatial and seasonal mean distribution of chlorophyll a (chl- a ) during a) the austral summer (AS), b) the austral winter 
(AW), and (c and d) seasonal anomaly during both seasons. The meridional means (dashed and dotted lines) along with the standard 
deviation (vertical bars) of e) chlorophyll a and f) primary productivity (chl- a based) during AS (orange lines) and AW (blue lines) 
in three sub-regions (60 °E—70 °E, 70 °E—80 °E and 80 °E—90 °E) and the ESTIO (60 °E—90 °E). The sub-regions are shown in the top and 
middle panels by dotted black lines. 
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orthern half of the study area ( ∼16 °S—equator), covering 
he entire HCD ( Figure 5 a). The EPV was negative in the 
outhern region (south of ∼16 °S). During the AW, the EPV 
as highly positive in the HCD (0.94 ± 0.2 × 105 m/s) and 
egative in LCD (—0.1 ± 0.03 × 105 m/s). During AS, the 
ean EPV was negative in entire regions, but the deviation 
as more in HCD. The long-term mean chlorophyll a shows 
igh values north of ∼13 °S ( > 0.1 mg/m ³) and lesser in the
outh ( Figure 5 b). 
(

202 
.4. Two-dimensional time series analysis 
Hovmöller) of wind and chlorophyll a anomaly 

he Hovmöller plots of wind speed anomalies presented 
gainst chlorophyll a anomaly show concurrent positive and 
egative features in both ( Figure 6 a—d). During 2003—2006, 
he high frequency of occurrence of positive wind speed 
nd high chlorophyll a was distinctively evident in HCD 

 Figure 6 a—b). In HCD, anomalies of wind and chlorophyll 
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Figure 3 The seasonal and spatial mean sea surface temperature (SST) during a) the austral summer (AS), b) the austral winter 
(AW) and c) the SST’s meridional means (dashed and dotted lines) along with standard deviation (vertical bars) during AS (orange 
lines) and AW (blue lines) in the study region, in the left side panels, and (d, e and f) similar figures for photosynthetically available 
radiation (PAR) in the right side panels. The dotted black lines in the top and middle panels show three sub-regions (60 °E—70 °E, 
70 °E—80 °E and 80 °E—90 °E), accordingly, the means presented in the bottom panels. 
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 were positive (p < 0.01; df = 214), and in LCD it shows no
ignificant impact (p > 0.05; df = 214). The pixel-by-pixel cor- 
elation of wind speed and chlorophyll a also showed a 
ignificant positive relationship in almost the entire ESTIO 

 Figure 6 e). The zonal flow of wind displayed a larger area 
f negative relationship ( Figure 6 f) and the meridional flow 

peed of wind opposite trend with a positive relationship 
 Figure 6 g). The Hovmöller plots of daily data of chlorophyll 
 , zonal and meridional winds show an annual as well as spa- 
ial distribution ( Figure 7 a—f). The zonally averaged chloro- 
hyll a shows comparatively high concentration throughout 
he year within the ∼12 °S—equator band (HCD; Figure 7 a). 
F

203 
rom May to September, the concentration increased in the 
ntire study area ( Figure 7 a and d) and during the same
eriod, the zonal wind was strongly negative (westward; 
igure 6 b and e) and meridional wind speed was strongly 
ositive (northward; Figure 7 c and f). 

.5. Euphotic depth (ZEU), mean sea level 
nomaly (MSLA) and mixed layer depth (MLD) 

he seasonal euphotic depth was deeper during the AS (avg. 
26.5 ± 18.8 m) than the AW (avg. 107 ± 8.3 m) ( Figure 8 a;
igure 9 a—b). As usual, the ZEU during the AS was shal- 
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Figure 4 The seasonal and spatial mean wind velocity during a) the austral summer (AS), and b) the austral winter (AW). The 
meridional means (dashed and dotted lines) along with standard deviations (vertical bars) of c) wind speed, d) zonal wind, e) 
meridional wind, f) wind stress and (g) wind stress curl during AS (orange lines) and AW (blue lines) in the sub-regions and the 
entire study area. The dotted black lines in the top panels show sub-regions (60 °E—70 °E, 70 °E—80 °E and 80 °E—90 °E), accordingly, 
the means presented in the middle and bottom panels. 
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ower near-equator (0—6 °S; avg. 101.7 ± 1.2 m) and grad- 
ally deepened towards the south (22.5 °S—30 °S; avg. 148.8 
0.7 m). During the AW, the latitudinal/meridional profile 

f ZEU was irregular with a deeper ZEU in the near-equator 
0-4 °S) and south of 16 °S (avg. 112.8 ± 2.7 m), shallowed 
etween 5 °S—16 °S (avg. 97.2 ± 4.8 m), and the shallowest 
t 10 °S (89.6 m). From the west to east, the ZEU was mostly
niform. HCD has a relatively shallow ZEU (108.2 ± 6.5 m) 
nd LCD has a deeper ZEU (131.2 ± 9.9 m). The MSLA was 
ositive (zonally averaged) during both seasons in the study 
omain ( Figure 8 b; Figure 9 c—d), and ranged from 0.03 to 
.15 m during the AS and from 0.04 to 0.1 m during the AW.
 strong positive mean sea level ( > 0.1 m) was found dur- 
ng the AS between 8 °S—22 °S, and a weaker positive MSLA 
 < 0.06 m) was found during the AW between 7 °S—15 °S. Mi-
204 
or disparities were noticed from west to east. HCD has 
elatively less MSLA than LCD. The MLD followed an almost 
imilar trend during both seasons (except the southern do- 
ain), with relatively deep during the AW (avg. 63.6 ± 16.4 
) and shallow during the AS (avg. 30 ± 6.1 m) ( Figure 8 c;
igure 9 e—f). The deepest mixing ( > 40 m) was found at the
quator and between 11.5 °S—19.5 °S during the AS and al- 
ost the entire area (except 5.5 °S—7.5 °S) had mixed deeper 
uring the AW. There were no significant variations found 
mong the sub-regions, the MLD varied from 31.8 to 40 m 

uring the AS (n = 30; p < 0.05) and 63.2—64.2 during the AW
n = 30; p > 0.5). The MLD was shallower in the HCD (34.7 ±
.2 m) and deeper in LCD (50.1 ± 8.4 m). In both regions, 
LD was ∼35 m during the AS. During the AW, ∼30 m differ-
nce was found between these two regions. 
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Figure 5 a) The multi-year mean Ekman pumping velocity in the ESTIO. Data masked over an equatorial region (0—5 °S). b) average 
chlorophyll a concentration during the study period in the ESTIO. 
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.6. MSLA, geostrophic currents and eddy features 

he positive MSLA was found to be a predominant fea- 
ure in the ESTIO. An average of ∼37% of the area in the 
elected study area (ESTIO) was occupied by eddy fea- 
ures. Especially, anti-cyclonic features covered ∼33% and 
yclonic features covered ∼4%. Statistically, the area of 
nti-cyclonic eddies (warm core) does not affect the chloro- 
hyll a concentration observed in the same area (r = —0.05; 
 = 216), but there was a significant positive relationship 
ound between the area of cyclonic eddies (cold core) 
nd chlorophyll a (r = 0.43; n = 216). The region-wise anal- 
205 
sis shows that anti-cyclonic features occupied ∼17.5% in 
he LCD (with avg. 0.07 mg/m ³ chlorophyll a and ∼15.6% 

n HCD (avg. 0.09 mg/m ³ chlorophyll a ). Similarly, the cy- 
lonic eddy features occupied ∼1.6% in the LCD (avg. 0.07 
g/m ³) and ∼2.4% in HCD (avg. 0.14 mg/m ³) ( Figure 10 ).
he surface geostrophic currents were relatively strong dur- 
ng the AS (avg. 0.15 ± 0.14 m/s), especially in the equato- 
ial region (0—3 °S; 0.5 ± 0.18 m/s), that too in the western 
ub-region, and comparatively weak during the AW (0.12 ±
.09 m/s and 0.35 ± 0.07 m/s) ( Figure 11 a—c). The zonal 
urrents were positive (easterly) in the equatorial region 
up to ∼5.5 °S) during both seasons ( Figure 11 d). It was
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Figure 6 The Hovmöller plots of monthly wind speed and chlorophyll a anomalies over 18 years in (a—b) HCD and (c—d) LCD. 
Pixel-by-pixel correlation between chlorophyll a with e) wind speed, f) zonal wind and g) meridional wind. 
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ell oriented, negative (westerly) and stronger between 
 °S and 17 °S during the AW ( > 0.1 m/s), and there was a
udden drop in zonal speed between ∼10 °S and 12 °S dur- 
ng the AS. The meridional currents were mostly and sig- 
ificantly negative (southerly) during both seasons and it 
as stronger ( > 0.1 m/s) between 4 °S and 8 °S during the
W ( Figure 11 e). Throughout the year, HCD has stronger 
eostrophic currents (0.16 ± 0.03 m/s) than in the LCD 

0.14 ± 0.01 m/s). 

.7. Inter-annual variability of chlorophyll a and 

ts relation with IOD 

he 1.5-year low-pass filtered chlorophyll a signals in HCD 

nd LCD followed a comparable trend in the distribution 
ith a higher magnitude in HCD and lower magnitude in LCD 

df = 214; t-test p-value < 0.001; Figure 12 a). The chloro- 
hyll a signals showed a non-linear trend with four notice- 
ble crests ( > 0.13 mg/m ³) and three troughs ( < 0.09 mg/m ³)
uring the study period in the HCD. In the LCD, the chloro- 
hyll a signals showed one crest ( > 0.076 mg/m ³) and two 
roughs ( < 0.06 mg/m ³). The DMI displayed more number of 
ositive events ( > 0.4; 26 months) than the negative ( < —
.4; 14 months) in the study area. The crests of chloro- 
hyll a anomaly and filtered signals of chlorophyll a aligned 
gainst the troughs of DMI which show a negative relation- 
hip with them. In particular, both filtered and unfiltered 
ignals of chlorophyll a in HCD marked a highly significant 
206 
egative relation with DMI (df = 215; p < 0.01) as compared 
ith the LCD (df = 214; p > 0.05). The spatial correlation be-
ween the filtered chlorophyll a and DMI evidences the sig- 
ificant negative impact of IOD on chlorophyll a distribution 
ver a larger area of the ESTIO, especially the northern side 
 Figure 12 b). 

.8. Climatology of parameters 

 clear seasonality was noticed in the seasonal components 
f selected parameters (SST, PAR, ZEU and zonal winds) with 
ow values during the AW and high values during the AS 
 Figure 13 ). Unlike the above variables, the wind speed, 
eridional wind, MLD, chlorophyll a and primary productiv- 

ty showed distinctive seasonality with lower values during 
he AS and higher during the AW. The MSLA was negative 
uring the March—May and positive during the November—
anuary period. The chlorophyll a decreased from October 
o May, which indicates prolonged oligotrophy in this region. 

.9. Results of statistical analyses 

he variance in the surface water properties of the ES- 
IO was summarily explained by a few principal dimen- 
ions/axes of the PCA ( Figure 14 ). The eigenfactors revealed 
hat the top two dimensions contributed a cumulative vari- 
nce of 68% and 71.6% in the HCD and LCD respectively 
 Figure 14 ) and most of the variables significantly correlated 
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Figure 7 The Hovmöller plots of daily (reference year 2016) longitudinal means of a) chlorophyll a , b) zonal wind and c) meridional 
wind, and (d—f) their latitudinal means. 
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o those top principle dimensions. The variables such as 
ind stress, meridional wind, Ekman pumping velocity, wind 
peed, wind curl, SST, zonal wind, chlorophyll a , primary 
roductivity, MLD and PAR are orderly contributing ( > aver- 
ge) to the 1st dimension, and MSLA, DMI, zonal currents and 
EU to the 2nd dimension in the HCD ( Figure 14 a). In the LCD,
LD, chlorophyll a , meridional wind, primary productivity, 
ST, ZEU, wind curl, wind speed, Ekman pumping velocity, 
AR, current speed and wind stress are orderly contribut- 
ng to the 1st dimension, and zonal wind, wind stress, wind 
peed, Ekman pumping velocity, DMI and zonal current to 
he 2nd dimension ( Figure 14 b). The top two dimensions for 
CD and LCD were used to plot the PCA biplot ( Figure 14 c—
), which illustrates the relationship among variables and 
learly represents the significance/strength of the contribu- 
ion of each parameter to the temporal variance. The mul- 
ivariable correlation is sufficiently represented by a correl- 
207 
gram (HCD: Figure 14 e and LCD: Figure 14 f). Chlorophyll 
 showed a positive response to wind stress, wind speed, 
eridional wind, Ekman pumping velocity, MLD and zonal 
urrents, and negative to the ZEU, SST, wind curl, zonal 
ind, PAR, MSLA, meridional currents, DMI and geostrophic 
urrent speed in HCD ( Figure 14 e). In LCD, chlorophyll a 
howed positive relationship to MLD, meridional wind, wind 
peed, wind curl and wind stress, and negative to ZEU, PAR, 
ST, Ekman pumping velocity and geostrophic current speed 
 Figure 14 f). 

. Discussion 

ptimum light and nutrients are two essential parameters 
equired for the growth and biomass build-up of phyto- 
lankton ( Dickman et al., 2006 ). As the study area is lo-
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Figure 8 Latitudinal/meridional and seasonal means (dashed 
and dotted lines) along with standard deviations (vertical bars) 
of a) ZEU, b) MSLA and c) MLD during the austral summer (AS; 
orange lines) and the austral winter (AW; blue lines) presented 
for the sub-regions (60 °E—70 °E, 70 °E—80 °E and 80 °E—90 °E) and 
for the entire study area (60 °E—90 °E). 
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208 
ated in the tropics (0—30 °S), enough light could be avail- 
ble throughout the year. Typically, nutrients are supplied 
hrough two modes, such as from the above water col- 
mn (aeolian and riverine) and from below the thermo- 
line (upwelling and vertical mixing) ( Maranon and Holli- 
an, 1999 ). As the selected study domain is located much 
way from the continents, the first mode of nutrient ad- 
ition is feeble ( Fan et al., 2006 ), and possibly, the later
ode could be the dominant route of nutrient supply to the 
STIO ( George et al., 2018 ; Nagura and McPhaden, 2018 ; 
esplandy et al., 2009 ; Song et al., 2004 ). The vertical mix-
ng could be the least during the AS due to the weaker winds
hat could not break the thermal stratification created by 
ncreased SST. The warmer water piled up over a larger 
rea during the AS could lead to either stronger stratifica- 
ion or deepened thermocline by pushing down, ultimately 
ack of nutrients to the surface water column and lower 
hlorophyll a . This condition primarily leads the southern 
ropical Indian Ocean water to be extremely oligotrophic 
s meagre nutrients are available in the surface water col- 
mn. The high SST during the AS was due to the position of
he sun above the head, which was directly heating, pro- 
iding the highest PAR that ultimately increased the ZEU 

n the southern tropic. The lack of nutrients and high PAR 
ould not support the phytoplankton production in the top 
ortion of the photic zone, where the phytoplankton follow 

 photo-protective mechanism for survival ( Giannini et al., 
021 ; Jyothibabu et al., 2018 ). Hence there was a clear 
ub-surface chlorophyll maxima (SCM) layer reported dur- 
ng the AS season around 50 m depth near-equator, deep- 
ned toward the south by 150 m near 16 °S (high PAR and
eeper ZEU) ( Estrada et al., 2016 ; George et al., 2013 ) and
hallowed at 40 °S, where the light level was relatively less 
 Naik et al., 2015 ). 
Unlike the northern Indian Ocean currents, there are no 

easonally reversing patterns in the south, but the velocity 
s relatively strong during the first phase of AS (November—
ecember) and there is a shift in the course of equato- 
ial currents ( Shenoi et al., 1999 ). The equatorward east 
frican coastal current from the south and Somali current 
rom the north bring continental shelf-derived nutrient- 
ich water mass to feed the stronger equatorial jet cur- 
ents ( Schott and McCreary Jr, 2001 ; Shenoi et al., 1999 ;
yrtki, 1973 ), which flow eastward could be one of the rea- 
ons for high chlorophyll a biomass in the western equatorial 
ndian Ocean during the AS (HCD). Also, the equatorial jet 
ransports the warm water from the surface layer towards 
he east ( Schott and McCreary Jr, 2001 ) and generates a sur-
ace water column turbulence that could bring nutrients and 
nhance phytoplankton biomass ( Strutton et al., 2015 ). In 
he southern domain (LCD), the zonal current does not in- 
uence chlorophyll a , which could be due to the nutrient- 
oor water recirculation from the warm gyre of the south In- 
ian Ocean. As per Liao et al. (2017) , the wind blows across
he equator (southward) during this period, possibly shal- 
owing the thermocline by upwelling and mixing the water 
olumn with deep water nutrients which could jointly en- 
ance the phytoplankton production. One-year daily data 
f wind and chlorophyll a also evidenced a positive response 
f chlorophyll a during strong positive meridional wind and 
trong negative zonal wind speeds. The seasonal MSLA over 
he southern tropical Indian Ocean (8 °S—22 °S) was positive 
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Figure 9 The spatial distribution of (a and b) euphotic depth, (c and d) MLD and (e and f) MSLA during the AS (left) and the AW 

(right), respectively. 
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nd higher during the AS, which indicates a deeper thermo- 
line that could not be lifted or mixed efficiently to bring 
utrients to the surface layer by the weaker wind force 
pplied over that region possibly an additional reason for 
he low chlorophyll a biomass ( Mandal et al., 2021 ). This 
tudy presented zonal means of seasonal MSLA to generalize 
he meridional distribution that exhibited a strong negative 
elationship with chlorophyll a and phytoplankton produc- 
ion. Comparatively high chlorophyll in the anti-cyclonic ed- 
ies (warm core) reported in the south-eastern sub-tropical 
ndian Ocean ( Feng et al., 2007 ; Thompson et al., 2007 ; 
aite et al., 2007 ), explained as they have the source wa- 
er from western Australian Shelf, which supplies nutrients 
o the anti-cyclonic eddies. Later studies by Gaube et al. 
2013 and 2014 ) and Dufois et al. (2014 and 2016 ) found that
hose anti-cyclonic eddies generated over the western shelf 
f Australia could not propagate to a long distance into the 
nterior south Indian Ocean. They reported a weaker strat- 
209 
fication in the anticyclone eddies than in the cyclone ed- 
ies, and the anticyclone eddy induces a deeper convective 
ixing during the AW, which introduces nutrients into the 
hick mixed layer and possibly increases phytoplankton pro- 
uction. The positive Ekman pumping velocity was termed 
o be a reason for high chlorophyll a in the cores of anti-
yclone eddies when they have opposite polarity between 
ind stress curl and vorticity of eddy ( Gaube et al., 2014 ).
nlike northern Indian Ocean anti-cyclonic eddies, which 
egatively impact chlorophyll a (e.g., Jyothibabu et al., 
021 ), anti-cyclonic eddies in the present study area do not 
ignificantly reduce chlorophyll a (r = —0.05), which could 
e due to weaker stratification and convective mixing hap- 
ening in the anti-cyclonic eddies of southern Indian Ocean 
 Dufois et al., 2014 , 2016 ; Gaube et al., 2013 , 2014 ). Cy-
lonic eddy-induced upwelling has a significant impact on 
ringing up nutrients and enhancement of phytoplankton in 
he HCD. Due to persistent warm gyre in the southern region 
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Figure 10 Representative maps of December 2003 presented to show the identification of the areas of cyclonic (clockwise circula- 
tion) and anti-cyclonic (anti-clockwise circulation) features by applying contours of MSLA ≤ —0.1 m and MSLA ≥ 0.1 m, respectively 
over a) MSLA, (b—d) extraction of chlorophyll a in respective features. (e) Stacked bars representing the percentage area of anti- 
cyclonic features (WC area; upper bars; HCD: dark orange; LCD: light orange) and cyclonic features (CC area; lower bars; HCD: dark 
blue; LCD: light blue) during the study period. The mean chlorophyll a in the anti-cyclonic features (WC chl- a ; upper lines; HCD: 
blue; LCD: black) and in the cyclonic features (CC chl- a ; lower lines; HCD: green; LCD: magenta). 
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 Jena et al., 2013 ; Stramma and Lutjeharms, 1997 ), which 
eepens the thermocline, the cyclonic eddies have a lesser 
mpact in the pumping up of nutrient-rich water (r = 0.12; 
 > 0.05; df = 201). 
Usually, the western region of the equatorial Indian 

cean is cooler than the eastern region, which is accom- 
anied by shallow thermocline and mixing that supports 
redominant upwelling in the western region ( Saji et al., 
210 
999 ; Shi and Wang, 2021 ). During the positive IOD events, 
he thermal variation shifts between both regions with rel- 
tively warm water in the west and cooler water mass in 
he east that lifts up the thermocline and shallows mixed 
ayer. The shallow thermocline in the east enhances the 
pwelling which brings nutrient-rich water mass towards 
he euphotic zone and increases the phytoplankton biomass 
 Iskandar et al., 2009 ). During our study period, more num- 
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Figure 11 The seasonal mean geostrophic current velocity during a) the austral summer (AS), and b) the austral winter (AW). The 
meridional means (dashed and dotted lines) along with standard deviations (vertical bars) of c) current speed, d) zonal current and 
e) meridional current during AS (orange lines) and AW (blue lines) in the sub-regions (60 °E—70 °E, 70 °E—80 °E and 80 °E—90 °E) and 
entire ESTIO (60 °E—90 °E). The sub-regions are shown in the top panels by dotted black lines. 

b
(
a
t
l
s
d
p
d
i

w
u
n
d

p
t
w
t
w

er (26 months) of positive dipole mode index were found 
positive IOD) and they significantly reduced the chlorophyll 
 content in the HCD (north of ∼13 °S), but much lesser in 
he LCD (south of ∼13 °S). This and the pixel-by-pixel re- 
ationship evidenced that a larger area of the ESTIO is re- 
ponding negatively to the positive IODs. A comprehensive 
ata analysis showed that during the positive IODs, most 
art of the ESTIO is occupied by warm water mass which 
eepens the thermocline and mixed layer depth along with 
ncreased MSLA altogether reduces the possibility of up- 
211 
elling and nutrient enhancement in the photic water col- 
mn. The lack of nutrients in the surface water column sig- 
ificantly controls the phytoplankton growth and biomass 
uring the positive IODs. 
The wind force is an important reason for ocean mixing 

rocesses which bring nutrients to the euphotic zone from 

he subsurface water column. During the monsoon period, 
ind speed is higher in the northern Indian Ocean (during 
he AW), where coastal upwelling and vertical mixing of the 
ater columns are experienced ( Banse, 1959 ). In the south- 
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Figure 12 The monthly time series of a) dipole mode index (DMI; °C), chlorophyll a anomaly, 1.5 years filtered signals of chloro- 
phyll a and its mean in HCD and LCD. b) Pixel-by-pixel correlation between DMI and chlorophyll a . The areas have significant positive 
and negative correlations demarcated in red and dashed blue contour lines. 
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rn tropical Indian Ocean, the south-easterly trade wind 
peed was highest during the AW, which applied maximum 

tress over a large sea surface. As reported by Hermes and 
eason (2008) and McCreary Jr et al. (2009) in the SCTR re- 
ion, we could see in the present study that the meridional 
omponent of the wind was positive (northward force) and 
onal wind was strongly negative (westward force), which 
ould cause a net movement of surface water in the left 
irections of respective winds due to Ekman drift and re- 
ult in surface divergence induced positive Ekman pump- 
ng during the AW. The Ekman pumping velocity in HCD is 
ighly positive which could lift up the thermocline signifi- 
antly which leads to the cooling of the upper water column 
long with the pumping of nutrients altogether enhancing 
he phytoplankton biomass ( Trenary and Han, 2008 ). This 
as evidenced in the correlation plot with a strong positive 
elation of Ekman pumping velocity with chlorophyll a and a 
trong negative relation with sea surface temperature. The 
212 
ositive Ekman pumping is due to the negative wind curl, 
hich diverges the surface water and causes upwelling. In 
he LCD, the Ekman pumping velocity was negative which 
epresents downwelling and reflected as low chlorophyll 
 . The Hovmöller plots of daily data sets also evidenced 
he strengthening of westward flowing zonal wind (easter- 
ies; strong negative values) and enhancement of meridional 
ind (southerly; strong positive) which could induce the sur- 
ace water divergence as the water moves leftward during 
he AW. The surface water divergence causes the pumping 
f nutrient-rich sub-surface water towards the surface and 
ind-induced mixing enhances chlorophyll a during the AW. 
he positive relationship between wind and chlorophyll a 
as reported when the MLD is shallower, and negative when 
LD is deeper ( Kahru et al., 2010 ). In the ESTIO, the MLD de-
ends on the water temperature which is usually lesser as 
t lifts up the thermocline ( Shi and Wang, 2021 ). We could
uggest two possible reasons for the deepening of MLD and 
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Figure 13 Monthly climatology (18 years) of chlorophyll a plotted against selected parameters, such as a) sea surface temperature 
(SST; °C), b) photosynthetically available radiation (PAR; E/m ²/d), c) euphotic depth (ZEU; m), (d) wind speed (WSPD; m/s), e) zonal 
wind (WU; m/s), f) meridional wind (WV; m/s), g) mean sea level anomaly (MSLA; m) and h) mixed layer depth (MLD; m) of HCD and 
(i—p) same parameters of LCD. 

t
w
p
s
g
s
t
w
p
o
t
w  

n
p
2

t
1
b
n  

w
r
i  

t
s
i
c
m
n
i
t

hermocline, (i) due to overlaying or piling up of warmer 
ater mass which can push down the thermocline as re- 
orted during the positive IOD events and (ii) due to ero- 
ion of thermocline by strong wind induced mixing which 
radually deepens mixed layer/thermocline. During the first 
ituation, MLD becomes deeper but no nutrients mix with 
he above water. During the later situation, nutrients mix 
ith the above water column and enhance phytoplankton 
roduction. The zonal and meridional wind-induced open- 
cean upwelling and mixing could have enhanced the phy- 
oplankton biomass by entraining nutrients from the deeper 
aters ( Levy et al., 2007 ; Mandal et al., 2021 ). Along with
utrient supply, a relatively shallow ZEU may support the 
hytoplankton with suitable light conditions ( Giannini et al., 
021 ; Jyothibabu et al., 2018 ), which could have enhanced 
213 
he photosynthetic production. The shallow ZEU centred at 
0 °S could result from high absorption/scatter of the light 
y phytoplankton and other particulate matter, and could 
ot be due to cloud cover ( Roy et al., 2020 ). The high
ind speed was centred at 16 °S, and the major surface cur- 
ent flow and the high chlorophyll a were found north of 
t. This follows the hypothesis of Levy et al. (2007) , that
he upwelling-induced nutrient supply in the north of the 
outh equatorial current (high chlorophyll a ) and mixing- 
nduced nutrient supply in the south (deep MLD and low 

hlorophyll a ) ( Gallienne and Smythe-Wright, 2005 ). The 
ultivariate correlation analysis clearly evidences that the 
egative wind curl (divergence) and positive Ekman pump- 
ng velocity (indicates upwelling induced nutrient supply) in 
he high chlorophyll a domain (HCD), and significant posi- 
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Figure 14 The results of statistical analysis present (a—b) the percentage contribution of variables to the top two dimensions, 
(c—d) the PCA plotted with the top two dimensions show key parameters behind the variations (colour, transparency, length and 
orientation of vector) and (e—f) multivariable correlation plots show the relationship among variables represented by ellipses in the 
lower left diagonal and correlation coefficients in the upper right diagonal. The darker shades of brown and blue indicate a highly 
significant relationship (p < 0.05) and cross marks indicate insignificant (p > 0.05) correlations. The plots on the left represent 
HCD and the right represent LCD. Abbreviations: SST: sea surface temperature, IOD: dipole mode index, PAR: photosynthetically 
available radiation, ZEU: euphotic depth, WSPD: wind speed, WU: zonal wind, WV: meridional wind, WSTR: wind stress, WCUR: 
wind curl, EPV: Ekman pumping velocity, MSLA: mean sea level anomaly, CSPD: current speed, CU: zonal currents, CV: meridional 
currents, MLD: mixed layer depth, CHL: chlorophyll a and PP: primary productivity. 

214 
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ive relationship of MLD (deepening of MLD, eroded thermo- 
line and nutrient injection) in the low chlorophyll a domain 
LCD), as possible reasons for enhancement of chlorophyll a . 
The Mascarene Plateau (Seychelles-Mauritius ridge) in 

he south-western Indian Ocean forms a crescent-shaped 
hallow shelf structure and the shadow zone (western side) 
f the plateau was well productive during the AW due to 
he upwelling caused by the divergence of the south equa- 
orial current ( Ragoonaden et al., 1987 ; Sarma et al., 1990 ). 
he results of the study carried out later by Gallienne and 
mythe-Wright (2005) and New et al. (2005) showed that 
oth sides (west and east) of the plateau have an almost 
imilar trend in physicochemical characteristics with com- 
arable biological productivity and presented noticeable 
eridional variations. During El-Niño years, the negative Ek- 
an pumping generates westward propagating downwelling 
ossby waves in the southern tropical Indian Ocean, which 
eepens the thermocline and increases the warming in the 
estern region ( George et al., 2018 ; Liao et al., 2020 ). 
he deep thermocline, suck nutrient deficient surface wa- 
er and leads to low chlorophyll a . Similarly, during the La 
iño years, the positive Ekman pumping generates west- 
ard propagating upwelling Rossby waves in the southern 
ropical Indian Ocean, which shoals the thermocline and 
ecreases the warming in the western region. The shallow 

hermocline pumps nutrient-rich deep water and leads to 
igh chlorophyll a . The upwelling Rossby waves may feel 
he bottom of the shallow Mascarene Plateau and that could 
e an inducer of efficient upwelling in the eastern side of 
he plateau ( Schouten et al., 2002 ), where we noticed a 
arge area of high chlorophyll a . The high primary produc- 
ion found in the entire zonal stretch was centred at 10 °S. 
art of the plankton food material may have been trans- 
orted along with the prevailing strong west-south-westerly 
urrents, which could be the possible reason, along with 
he plateau-upwelling-induced organic production for the 
odel-reported high organic material fluxes in the western 
ropical Indian Ocean ( Wiggert et al., 2006 ). 
Exceptional to the isolated anti-cyclonic eddy fea- 

ures that meander from the western shelf of Australia, 
hich are nutrient-rich with high chlorophyll a produc- 
ion ( Gaube et al., 2013 ; Moore et al., 2007 ), the rest of
he southeastern tropical Indian Ocean can be considered 
s ultra-Oligotrophic region due to extremely low chloro- 
hyll a production ( Jena et al., 2012 ; Visser et al., 2015 ).
he large anti-cyclonic gyre circulation favours the down- 
elling by the convergence of nutrient-poor surface wa- 
er ( Jena et al., 2012 ) and the weaker winds in this region
hat could not support vertical mixing are probably the rea- 
on for ultra-oligotrophic conditions (stated as ‘biological 
esert’ by Jena et al., 2012 ). The seasonal features of the 
hysical variables correlate with chlorophyll a and primary 
roduction in the entire study domain. 
However, there was an increasing trend in chlorophyll a 

oncentration (centred at 10 °S) towards the west, primar- 
ly due to the slope of the thermocline, which was relatively 
eep in the east and shallow in the west ( Murtugudde et al., 
000 ). Additionally, the westward increase of the area of 
igh chlorophyll a is probably due to the wide Mascarene 
lateau, which shoals the thermocline due to the shallow 

athymetry. During the negative IOD events (colder in the 
estern Indian Ocean and warmer in the east), the slope 
215 
f the thermocline increases further which brings up the 
utrient-rich deeper water mass towards the surface of the 
estern equatorial Indian Ocean. The negative IOD-induced 
pwelling significantly enhances the phytoplankton biomass 
ver the western region of the Indian Ocean by entrain- 
ng the nutrients from a shallow thermocline ( Currie et al., 
013 ; Shi and Wang, 2021 ; Vinayachandran et al., 2007 ). 
Our results showed significant negative DMI ( < —0.4) in 14 

ut of 216 months of observation in the study area which is 
uch less as compared with the positive IODs (26 months of 
ositive DMI; > 0.4). Even in the eastern region of the study 
rea (86 °E—90 °E), the chlorophyll a responded negatively 
o the DMI but was insignificant. Overall the inter-annual 
nomalies in chlorophyll a in HCD of ESTIO can be explained 
ell by the significant variations in the zonal temperature 
IOD; correlation p < 0.01; df = 214) and the larger area of
CD showed no significant impact by IOD as it is restricted 
o the north of 15 °S ( Rao et al., 2002 ). 
Though the ESTIO is considered a biologically less produc- 

ive ocean, this region holds an essential role in maintain- 
ng the climate system by containing and transferring heat 
nergy. The southwest monsoon system transports latent 
eat energy from the high-pressure southern tropical Indian 
cean to the low-pressure Asian continent ( Clemens et al., 
991 ). The strong meridional trade wind flow over the 
resent study area during the AW evidences the continu- 
ty and prominent energy supply to the southwest monsoon 
y which a large area of the Arabian Sea gets coastal up- 
elling and vertical mixing leading to noticeable biological 
roductivity ( Banse, 1959 ; Wiggert et al., 2005 ). The south- 
est monsoon sucks the air mass from the southern tropi- 
al Indian Ocean and indirectly induces the vertical mixing 
y which the thermocline layer can be eroded and nutri- 
nts pumped towards the surface ocean ( Dilmahamod et al., 
016 ; George et al., 2018 ; Resplandy et al., 2009 ). As the
hallow ZEU prevails during the AW, the wind mixing pro- 
ess brings nutrients from deep that support relatively high 
rimary production in the mixed water column of the exten- 
ive open ocean system. 
The results from a combination of satellite observations, 

RGO float measurements and the biogeochemical model 
f Dufois et al. (2016) demonstrated higher chlorophyll a 
n the anticyclone eddies (warm-core) than in the cyclone 
ddies in the sub-tropical gyre (south Indian Ocean) dur- 
ng the AW. As the stratification is relatively weak in anti- 
yclone eddies than in the cyclone eddies, the anticyclone 
ddy induces a deeper convective mixing during the AW, 
hich introduces nutrients (modelled nitrate) into the thick 
ixed layer and possibly increases phytoplankton produc- 
ion. They recognised that the light limitation is not sig- 
ificant as compared with the nutrient limitation in the 
outhern tropical Indian Ocean. According to the model 
tudy carried out by Resplandy et al. (2009) , the wind- 
nduced mixing during the AW and the Madden—Julian Os- 
illation, the surface phytoplankton production enhanced. 
till, there is a compensative reduction in the sub-surface 
aters which was explained to be due to light limitation. 
trutton et al. (2023) reported vertical (downward) redis- 
ribution of chlorophyll a due to anticyclone eddies in the 
outheast Indian Ocean. 
According to the above studies, both upward as well 

s downward redistribution of phytoplankton along with 
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he water mass is apparent. The high chlorophyll a in the 
eep chlorophyll maxima was reported to be due to photo- 
cclimation in response to low light ( Strutton et al., 2023 ). 
onthly ( Figure 13 ) and seasonal ( Figures 8 and 9 ) clima-
ology results from the present study showed a deeper eu- 
hotic depth ( > 75 m) throughout the year and noticeably 
hallow MLD (30—90 m) than the ZEU at any point of time 
 Figures 8 and 13 ). This suggests that light could not be lim-
ting the phytoplankton production in the mixed layer and 
ven it could support a dense deep chlorophyll a maxima 
 Estrada et al., 2016 ; George et al., 2013 ). There are lesser
hances to be due to the photo-acclimated high chlorophyll 
 showed in satellite observation during the AW. 

. Conclusion 

he satellite and ARGO measured and derived variables 
rom the least studied oligotrophic ESTIO (2003—2020). 
hey revealed a distinct seasonality of meteorological and 
ceanographic factors, which modulated the phytoplankton 
iomass. During the AW, the northern section of ESTIO (HCD) 
xperienced positive Ekman pumping (upwelling) as a re- 
ult of strong zonal (westward) and meridional (northward) 
ind that imposed additional stress and negative wind curl 
n the surface, diverging the surface water. The upward Ek- 
an pumping and cyclonic eddy generated nutrient entrain- 
ent to the surface water column and increased chloro- 
hyll a concentrations in the HCD. A deep mixed layer no- 
iced in the southern section of the ESTIO (LCD) due to the 
ontinuous presence of warm gyre and dominance of anti- 
yclonic features, along with the deep euphotic depth, re- 
ulted in lower chlorophyll a biomass at the surface wa- 
er column. The high wind speed (during AW) was centred 
t 16 °S, and the major surface current flow, as well as 
he high chlorophyll a , were found north of it, supporting 
evy et al. (2007) ’s hypothesis that upwelling-induced nu- 
rient supply in the north of the south equatorial current 
high chlorophyll a ) and mixing induced nutrient supply in 
he south (deep MLD and low chlorophyll a ). Inter-annual 
hanges in chlorophyll a , generated by the Indian Ocean 
ipole mode, have a greater influence on the HCD and a 
ower impact on the LCD. Pearson’s multivariable correla- 
ion analysis and principal component analysis statistically 
alidated the significance of chosen factors on chlorophyll 
 enhancement in the ESTIO. Additional work is needed to 
stimate the Ekman pumping efficiency of nutrients from 

elow the thermocline to the MLD of the study area. To val- 
date the seasonal shift in the vertical distribution of chloro- 
hyll a and comprehend the food web structure, detailed in 
itu measurements/quantifications of plankton components 
ver those domains (HCD and LCD) are required. 
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Abstract Sixty morphospecies of Decapoda (Malacostraca: Crustacea) representing 34 fam- 
ilies were recorded in the material collected in 2012 from 265 van Veen grab (0.1 m2 ) sam- 
ples, from the nine transects distributed along the coast of Ghana in the 25—1000 m depth 
range. The examined material was dominated by the Diogenidae, Panopeidae, Leucosiidae, 
Pilumnidae and Xanthidae families. Species accumulation curves showed undersampling of the 
studied area and a large number of the morphospecies comprised singletons and doubletons. 
Panopeus africanus was the most frequent morphospecies in the analysed material (9.1% of 
all samples). We observed a substantial decrease of diversity (Shannon Index) and abundance 
along a depth gradient. Species richness also decreased with depth, starting from the highest 
number of morphospecies — 38 at 25 m depth, then 33 at 50 m, 17 at 100 m, 11 at 250 m, 8 at 
500 m and ending with 1 morphospecies at 1000 m bottom depth. Higher diversity was observed 
on the continental shelf (25—250 m — 57 morphospecies), while on the slope (500—1000 m) only 
eight morphospecies were recorded. Numerous factors of natural and anthropogenic origin may 

∗ Corresponding author at: Department of Invertebrate Zoology and Hydrobiology, Faculty of Biology and Environmental Protection, Uni- 
versity of Łódź, Łódź, Poland. 
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affect decapod communities on the coast of Ghana. Since our material was collected using a 
sampler collecting material at a very small scale, the observed patterns might be affected by 
the sampling method. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ecapods belong to the most important macro and 
ega epibenthic marine invertebrates ( Boudreau and 
orm, 2012 ; Wolfe et al., 2019 ). They are a signifi- 
ant element of marine trophic webs and represent a 
ide range of feeding modes, including predators, detri- 
ivores and scavengers ( Boudreau and Worm, 2012 ). More- 
ver, decapods are characterized by high species richness 
 Appeltans et al., 2012 ; Ateş et al., 2006 ; Coelho et al., 
008 ; Muñoz et al., 2012 ; Rosa et al., 2012 ), represent 
igh functional and morphological diversity ( Boudreau and 
orm, 2012 ; Carvalho et al., 2017 ; Sahlmann et al., 
011 ) and are a significant component of benthic biomass 
 Cartes and Sardà, 1992 ; Thurston et al., 1994 ). These crus- 
aceans are also associated with a great variety of micro- 
abitats and can be found from the intertidal zone, down to 
he hadal depths ( Cartes et al., 2014 ; Fanelli et al., 2007 ;
amieson et al., 2009 ; Pajuelo et al., 2015 ; Rosa et al., 
012 ). All those features make them important for the 
unctioning of marine ecosystems, including processes such 
s the decomposition of organic matter, nutrient cy- 
ling and benthic-pelagic coupling ( Agnetta et al., 2019 ; 
oudreau and Worm, 2012 ). 
Studies analysing depth-related changes in the abun- 

ance and diversity of decapod crustaceans demonstrated 
ubstantial differences between the investigated regions 
 Company et al., 2004 and references therein). Some anal- 
ses from the Mediterranean Sea showed an increase in bio- 
iversity from shelf to bathyal ( Fanelli et al., 2007 ), and 
 similar pattern was observed in the waters of Guinea- 
issau ( Muñoz et al., 2012 ). In the central-eastern Atlantic, 
he highest diversity was recorded on a lower shelf and 
pper slope, and the lowest diversity on a lower slope 
 Pajuelo et al., 2015 ). Those discrepancies emphasize the 
mportance of local conditions on the distribution of de- 
apods along a depth gradient, and the need for further 
tudies since similar questions occur also in the analysis of 
ore general distribution patterns of the benthic macro- 
auna. For example, one of the common assumptions in 
arine biology states that the diversity of the benthos in- 
reases along a depth gradient, reaching its maximum at the 
athyal zone ( Levin and Dayton, 2009 ; Rex and Etter, 2010 ). 
herefore, the continental slope is often considered to 
e the major diversity hotspot of benthic marine diversity 
 Danovaro et al., 2009 ). This opinion is rationalized by high 
abitat heterogeneity resulting from geomorphological vari- 
bility (e.g. steep bottoms, presence of canyons) and high 
ynamics of environmental conditions, e.g. differences in 
ediment structure, changes of the hydrostatic pressure and 
ecrease in food availability ( Levin and Dayton, 2009 ). Nev- 
rtheless, it was already suggested by Gray (2001) and fur- 
221 
her supported in later studies by Levin and Sibuet (2012) , 
hat this pattern is not universal. Results may differ de- 
ending on the taxonomic groups studied or between re- 
ions, for example in areas characterized by the presence of 
xygen minimum zone or as a result of differences in food 
vailability between shelf and slope ( Brandt et al., 2009 ; 
evin, 2003 ; McCallum et al., 2015 ). 
One such area is the Gulf of Guinea. It is a large ma-

ine ecosystem (LME) characterized by the presence of nat- 
ral oxygen minimum zones between 200 and 500 m, the 
igh dynamic of water masses, and differences in pro- 
uctivity ( Djagoua et al., 2011 ; Guiavarc’h et al., 2009 ; 
evin, 2003 ). At the same time, knowledge about the di- 
ersity and distribution patterns of benthic communities of 
his basin is still very scarce and mostly restricted to shal- 
ow shelf areas. The marine waters of Ghana are among 
he most scarcely sampled areas of the East Atlantic, and 
ost of the studies there were performed over 40 years ago 

 Bassindale, 1961 ; Buchanan, 1958 ), except for some recent 
tudies on Lophelia reefs ( Buhl-Mortensen et al., 2017 ), 
nd coastal shallows ( Olomukoro and Dirisu, 2019 ), as well 
s studies on Tanaidacea ( Jóźwiak et al., 2022 ), Cumacea 
 Stępień et al., 2021 ), Polychaeta ( Sobczyk et al., 2021 ,
023 ) and higher taxa ( Pabis et al., 2020 ) along a depth
radient. There is almost no data about the distribution 
atterns and ecology of the decapod fauna of the Ghana- 
an shelf and slope. Previous studies mainly focused on 
axonomy or provided only species lists ( Bassindale, 1961 ; 
ayer, 1966 ; Forest, 1956 ; Forest and Guinot, 1966 ; 
auld, 1960 ; Guinot, 1966 ; Monod, 1956 ) and gener- 
lly, our knowledge about the decapod fauna associated 
ith the whole western continental margin of Africa is 
canty. The majority of studies concern taxonomy (e.g. 
mmerson, 2016 ; Kensley, 1980 ; Macpherson, 1988 ), al- 
hough there are also some studies analysing the zoo- 
eography ( Matos-Pita et al., 2016 ) and diversity of crus- 
aceans from various parts of African continental margin, 
ike South Africa ( Kensley, 2006 ), Côte-d’Ivoire ( Le Loeuff
nd Intès, 1999 ), Namibia ( Macpherson, 1991 ) or Canary 
urrent LME ( García-Isarch and Muñoz, 2015 ). Decapods 
ere also analysed as part of the demersal communities 
n Angola ( Bianchi, 1992a ), as well as in Congo and Gabon
 Bianchi, 1992b ). Only the studies from Guinea-Bissau 
 Muñoz et al., 2012 ) and Mauretania ( García-Isarch et al., 
017 , Moctar et al., 2020 ) included analysis of decapod com- 
unities at a wider depth range, down to the slope depths. 
In this study, we aimed to analyse distribution patterns, 

iversity and abundance of the decapod fauna of the Ghana- 
an marine waters from six different bottom depths ranging 
rom 25 up to 1000 m. This will fill a substantial knowledge 
ap, as there have been no decapod studies conducted in 
hana for over half a century. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Distribution of transects (G1—G9) and sampling points along the coast of Ghana. The auxiliary map in the top left corner 
presents Western Africa with the area of LMEs delineated by an orange line and the study area outlined by a red rectangle. 

2

2

T
l
t
l
d
b
C
z
a
t
l
2
a
c
a
i
i
z
K

2

T
N
s
2

u
t
t
g
S
d
t  

(
p
a
m
t
(

2

T
m
t
w
m
i
B
w
w
f
P
t
g
d
m

. Material and methods 

.1. Study area 

he Gulf of Guinea is a large embayment on the At- 
antic coast of Africa ( Ukwe et al., 2003 ). Marine ecosys- 
ems of the tropical and subtropical part of the East At- 
antic African coast are shaped by a very dynamic and 
iverse set of factors. The Gulf of Guinea is influenced 
y the Guinea, the Benguela, and the South Equatorial 
ounter Currents ( Ukwe et al., 2006 ), oxygen minimum 

ones ( Levin, 2003 ), coastal erosion ( Ukwe et al., 2003 ) 
nd upwellings ( Djagoua et al., 2011 ). The total length of 
he coast of Ghana is 565 km. The River Volta is the only 
arge river system on the Ghanaian coast ( Humphries et al., 
014 ). The marine ecosystem of the Gulf of Guinea is also 
ffected by numerous threats of anthropogenic origin, in- 
luding urban pollution, the dyeing industry in the coastal 
reas and the oil industry ( Scheren et al., 2002 ). Growing 
ndustrialization as well as gas and oil extraction results 
n increasing risk of disturbance, not only in the coastal 
one but also in the deep sea ( Acquah, 1995 ; Boadi and 
uitunen, 2002 ). 

.2. Sampling 

he material was collected from onboard the r/v Dr Fridtjof 
ansen in October and November 2012 along the nine tran- 
ects located along the whole coast of Ghana. Altogether 
65 van Veen grab (0.1 m2 ) samples were collected. The 
222 
se of Video Assisted Monitoring System (VAMS) allowed us 
o monitor the sampling process. When sediment penetra- 
ion by the grab was inappropriate (e.g. partially opened 
rab), the samples were discarded from further analysis. 
ampling points were distributed from shallow shelf areas 
own to bathyal depths. Six points were sampled along each 
ransect: 25 m, 50 m, 100 m, 250 m, 500 m and 1000 m
 Figure 1 ). Five samples were collected at each sampling 
oint. The material was sieved using 0.3 mm mesh sieves 
nd fixed in formalin (40% solution of formaldehyde). The 
ethodology was consistent with the recommendations of 
he Oil Spill Prevention, Administration and Response Fund 
OSPAR) ( Coit and Ball, 2012 ). 

.3. Environmental data 

emperature, conductivity, and oxygen concentration were 
easured using Seabird 911 CTD Plus and SBE 21 Seacat 
hermosalinograph from each sampling point. The sediment 
as mixed with water (solubilized) and sieved through 0.063 
m mesh size sieve and Endecott sieves to analyse sed- 

ment grain size. The formulae of Blott and Pye (2001) ; 
uchanan (1984) and Folk and Ward (1957) (GradiStat 4.01) 
ere used. Total organic matter was determined as the 
eight loss in a 2—3 gram dried sample (dried at 105 °C 

or 20 hours) after two hours of combustion at 480 °C. 
etroleum hydrocarbon content (GC/FID) analysis of the ex- 
racts was obtained as described in the Report of the Inter- 
overnmental Oceanographic Commission on its activities 
uring 1980—1982 ( Intergovernmental Oceanographic Com- 
ission, 1983 ). Metal concentrations (Ba, Cd, Cr, Cu, Pb, 
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n, Hg) were determined by Inductively Coupled Plasma —
tomic Emission Spectrometry (ICP — AES), apart from mer- 
ury, which was determined by Cold Vapour Atomic Emission 
pectrometry (CVAAS). Full details of the analysis of envi- 
onmental factors can be found in Pabis et al. (2020) ; here 
e only summarize the most important data that are of rel- 
vance to this study ( Table 1 ). 

.4. Data analysis 

he material was identified to the morphospecies level 
 Horton et al., 2021 ; Sigovini et al., 2016 ; Wägele, 2005 ) us-
ng a stereoscope Opta-tech, based on morphological traits, 
mong others carapace shape, proportions and shape of par- 
icular sections of appendages, using appropriate taxonomic 
iterature (e.g. Fransen, 2014a , b ; Ingle, 1996 ; Manning and 
olthuis, 1981 ; Mavidis et al., 2009 ; McLaughlin, 1980 ; 
oore, 2004 ; Tan, 2007 ). If necessary for identification pur- 
oses, certain specimens were dissected. After identifica- 
ion, the specimens were kept separately in vials and pre- 
erved in 96% ethanol. However, the previous preservation 
n formalin excludes the possibility of molecular analyses. 
If identification was possible to the genus or family level, 

e used the open nomenclature abbreviations: “sp.” for 
orphospecies from a particular genus (e.g. Dardanus sp.) 
nd gen. sp. for morphospecies representing higher taxo- 
omic units (e.g. Porcellanidae gen. sp.), according to the 
atest taxonomical recommendations ( Horton et al., 2021 ; 
igovini et al., 2016 ). If there were more morphospecies 
epresenting a given family or genus, these were numbered 
ontinuously (e.g. Callianassidae gen sp. 1, Callianassidae 
en. sp. 2). If we were able to assign the given morphos- 
ecies to an already described species, we used the full tax- 
nomic name (e.g. Panopeus africanus A. Milne-Edwards, 
867). Part of the material was identified only to a higher 
axonomic level due to the poor condition of the material, 
nd such specimens were excluded from the diversity and 
orphospecies richness analyses to avoid potential errors in 
he calculation of diversity indices and cluster analysis. 
Mean density, richness (S — number of morphospecies per 

ample) and Shannon index (loge) ( Magurran, 2004 ) were 
alculated with standard deviation for each depth: 25 m, 
0 m, 100 m, 250 m, 500 m and 1000 m (for each depth
amples from all sampling points were used). Differences 
etween the depths were tested using the Kruskal-Wallis 
est. Post hoc testing was performed using Dunn’s test in 
he Statistica 13 package. Chao 1 and Chao 2, as well as 
ackknife 1 and Jackknife 2 estimators of species richness 
 Canning-Clode et al., 2008 ), were calculated using Primer 
ackage ( Clarke and Gorley, 2015 ). Frequency of occurrence 
F — percentage (%) of samples where a morphospecies was 
ound out of the total number of samples) was calculated 
or each morphospecies, in each depth zone and also for 
he whole material ( Table 2 ). 
Rare morphospecies, defined as singletons, doubletons 

nd tripletons (morphospecies represented by only one, two 
r three individuals in the whole material, respectively), as 
ell as uniques, duplicates and triplicates (morphospecies 
ound in one, two or three samples, respectively), were also 
ounted ( Table 3 ). 
Hierarchical agglomerative clustering was performed us- 

ng the Bray-Curtis formula (non-transformed data, group 
223 
verage method) to assess faunistic similarity between the 
amples. Since there were no strong disproportions in the 
bundance of particular morphospecies, and generally the 
bundance per sample was low, the data were not trans- 
ormed. The SIMPROF test with a 1% significance level was 
erformed ( Clarke and Gorley, 2015 ). The SIMPROF rou- 
ine confirms statistically significant evidence of genuine 
lusters, and therefore the determination of groupings. 
t provides objective stopping rules for the dissection of 
he dendrogram into groups ( Clarke and Warwick, 2001 ; 
larke et al., 2008 ). Such clusters are indicated on the den- 
rogram using dotted lines. 

. Results 

nvironmental factors changed along the depth gradient 
 Table 1 ). The highest oxygen concentrations were recorded 
n the shelf and decreased in the 250—500 m depth range. 
helf sediments were characterized by higher heterogeneity 
from silt clay to coarse sand) compared to slope sampling 
oints, which were homogenous and characterized by silt 
lay fractions. Total organic matter content was highest on 
he slope. At the same time, 500—1000 m bottom deposits 
ere characterized by the highest concentrations of barium 

nd other metals, as well as the highest hydrocarbon con- 
entrations. 
Altogether 60 morphospecies of Decapoda, represent- 

ng 34 families (613 individuals), were recorded ( Table 2 ). 
he most speciose families were Hexapodidae and Inachi- 
ae, with four morphospecies recorded, followed by the 
iogenidae, Epialtidae, Majidae, Parthenopidae, Portunidae 
nd Xanthidae families (each represented by three mor- 
hospecies). The majority of morphospecies were rare and 
atchily distributed. Thirty-two morphospecies (53.3% of 
ll morphospecies) were recorded from less than four sam- 
les (20 uniques, 5 duplicates, 7 triplicates). Twenty-eight 
orphospecies (46.7% of all morphospecies) were repre- 
ented by one to three individuals (18 singletons, 6 dou- 
letons, 4 tripletons) ( Table 3 ). The most abundant mor- 
hospecies, with 63 individuals, was Dardanus sp. (Dio- 
enidae), although 25 of these were found from a single 
ample. The highest frequency of occurrence (9.1% of sam- 
les, only 24 out of 265 samples) in the whole material was 
ecorded for Panopeus africanus (Panopeidae) and Dard- 
nus sp. (Diogenidae) ( Table 2 ). The general frequency of 
ccurrence of Decapoda in the whole material was low, as 
hey were recorded from 132 samples (49.8% of all collected 
amples). 
Diversity, morphospecies richness and abundance of de- 

apods decreased along a depth gradient ( Figure 2 ). The 
ean number of morphospecies (S) per sample and mean 
alues of the Shannon index were low. The highest values 
mean ± SD, max) were recorded at 25 m (S: 2.9 ± 2.8, 
ax = 10.0; Shannon Index: 0.7 ± 0.7, max = 2.1), while the 

owest values were found at 1000 m (S: 0.0 ± 0.2, max = 1;
hannon Index: 0.0 ± 0.0, max = 0.0). A similar pattern was 
ound for mean densities. The highest abundance was found 
t 25 m (6.8 ± 9.3 ind./0.1 m2 , max = 44) and the lowest
t 1000 m (0.1 ± 0.5 ind./0.1 m2 , max = 3). Differences in 
iversity, morphospecies richness and density were statisti- 
ally significant between shelf and slope depths ( Figure 2 ) 
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Table 1 Mean values of environmental parameters at individual depth samples (standard deviations omitted for clarity). FLU — fluorescence concentration as a measure of 
the level of chlorophyll a . Percentages of Silt, Sand and Gravel show the percentage of individual sediment fractions in the samples. 

Depth (m) Temperature Salinity Oxygen FLU As Ba Cd Cr Cu Ni Pb Zn Hg THC PAH NPD TOM Silt Sand Gravel Pressure 

( °C) (PSU) (ml/l) ( μg/l) ( μg/g) (ppm) ( μg/g) ( μg/g) (%) (%) (at) 

25 mean 28.0 35.1 4.2 0.2 44.8 11.5 0.1 38.8 3.2 10.7 7.5 35.1 0.01 5.3 40.7 21.3 4.5 32.8 57.5 9.7 22.7 
25 min 26.2 34.7 3.7 0.1 4.6 3.4 0.0 12.2 0.5 2.4 1.4 6.2 0.01 1.1 4.6 4.1 0.9 1.1 18.8 0.0 18.0 
25 max 28.9 35.3 4.6 0.4 109.5 23.1 0.1 90.9 10.5 23.1 24.0 84.2 0.03 10.3 204.0 64.1 8.4 81.3 94.0 30.2 24.0 
50 mean 26.9 35.5 4.1 0.2 31.4 21.0 0.1 46.7 5.3 15.9 6.3 46.7 0.01 6.2 142.2 48.5 5.1 44.9 51.5 3.6 46.3 
50 min 24.1 35.4 3.2 0.1 6.8 11.4 0.0 27.8 2.4 7.9 2.8 29.2 0.01 3.1 6.7 12.5 0.9 19.8 14.4 0.0 43.0 
50 max 28.9 35.5 4.5 0.3 185.8 32.6 0.4 62.9 9.7 29.5 19.8 99.5 0.04 11.7 1117.1 229.6 9.1 85.0 72.5 12.6 48.0 
100 mean 25.2 35.8 2.5 0.1 11.0 29.1 0.1 41.6 7.4 17.5 4.3 42.9 0.01 6.6 23.6 25.5 7.2 52.9 45.4 1.6 96.4 
100 min 17.1 35.7 2.1 0.1 4.7 14.7 0.1 31.1 4.1 11.0 2.5 30.7 0.01 4.0 9.9 12.3 5.1 29.5 2.7 0.0 93.0 
100 max 28.9 35.9 2.8 0.1 34.8 51.0 0.3 59.9 17.7 30.3 8.9 54.5 0.02 10.4 66.9 52.7 10.8 97.3 68.8 4.3 99.0 
250 mean 23.6 35.4 1.5 0.0 21.5 28.5 0.2 63.9 7.5 19.7 5.3 68.9 0.01 7.1 23.3 28.9 7.5 48.8 50.4 0.8 248.3 
250 min 13.3 35.3 1.2 0.0 6.9 15.0 0.1 42.6 4.4 13.3 2.8 47.2 0.01 3.7 8.4 14.4 5.4 18.5 2.2 0.0 240.0 
250 max 28.9 35.5 1.7 0.1 66.9 51.5 0.2 89.2 14.6 26.7 9.1 102.0 0.02 14.5 72.7 69.6 9.5 97.9 79.2 2.3 267.0 
500 mean 22.1 34.6 1.9 0.0 10.6 87.8 0.2 64.5 12.4 27.2 4.8 59.9 0.02 17.4 47.8 48.8 9.8 80.8 19.2 0.1 500.9 
500 min 6.2 34.1 1.7 0.0 5.8 27.5 0.1 46.4 4.5 16.0 2.5 47.9 0.01 3.5 12.0 13.4 6.7 42.2 1.1 0.0 492.0 
500 max 28.7 34.8 2.2 0.1 18.8 185.6 0.3 94.6 20.1 38.8 8.9 74.5 0.02 59.2 109.9 94.5 12.2 98.9 57.8 0.5 528.0 
1000 mean 15.9 34.7 3.6 0.0 10.4 188.8 0.2 60.2 18.1 34.7 6.2 64.9 0.02 13.0 53.4 44.2 12.0 95.1 4.9 0.0 1060.8 
1000 min 4.2 34.6 3.2 0.0 5.9 100.9 0.2 54.2 12.5 26.6 3.9 57.5 0.02 5.1 26.9 20.7 9.8 87.4 0.5 0.0 970.0 
1000 max 28.2 34.8 4.0 0.0 21.6 363.3 0.3 64.3 22.6 43.2 9.2 76.6 0.04 19.4 86.7 67.1 17.6 99.5 12.6 0.1 1226.0 
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Table 2 List of Decapoda morphospecies recorded at the six depths along the nine transects in the Gulf of Guinea. N — total number of individuals; F — frequency of 
occurrence, i.e. percentage (%) of samples where the morphospecies was present. 

Morphospecies 25 m 50 m 100 m 250 m 500 m 1000 m Total 

N F N F N F N F N F N F N F 

Anomura 
Family: Diogenidae 

Dardanus sp. 39 15.6 20 28.3 4 8.9 - - - - - - 63 9.1 

Clibanarius sp. 4 4.4 2 4.4 3 4.4 - - 1 2.3 - - 10 2.6 
Diogenidae gen. sp. 5 6.7 8 10.9 - - - - - - - - 13 3.0 

Family: Galatheidae 
Galatheidae gen. sp. - - 1 2.2 - - - - - - - - 1 0.4 
Galathea sp. 26 17.8 8 8.7 1 2.2 - - - - - - 35 4.9 

Family: Munididae 
Munididae gen. sp. - - - - - - - - 3 4.7 - - 3 0.8 

Family: Paguridae 
Paguridae gen. sp. - - 2 2.2 - - - - - - - - 2 0.4 

Family: Porcellanidae 
Porcellanidae gen. sp. 1 2.2 - - - - - - - - - - 1 0.4 
Petrolisthes sp. 7 6.7 1 2.2 - - - - - - - - 8 1.5 

Axiidea 
Family: Callianassidae 
Callianassidae gen. sp. 1 4 4.4 22 19.6 - - - - - - - - 

26 4.2 

Callianassidae gen. sp. 2 - - - - - - 3 6.8 2 4.7 - - 5 1.9 
Brachyura 

Family: Atelecyclidae 
Atelecyclus rotundatus (Olivi, 1792) - - 1 2.2 - - - - - - - - 1 0.4 

Family: Calappidae 
Acanthocarpus brevispinis Monod, 1946 - - - - - - 2 4.6 - - - - 2 0.8 
Calappa pelii Herklots, 1851 - - 1 2.2 - - - - - - - - 1 0.4 

Family: Dorippidae 
Phyllodorippe armata (Miers, 1881) 1 2.2 - - - - - - - - - - 1 0.4 

Family: Epialtidae 
Herbstia rubra A. Milne-Edwards, 1869 12 11.1 - - - - - - - - - - 12 1.9 

( continued on next page ) 
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Table 2 ( continued ) 

Morphospecies 25 m 50 m 100 m 250 m 500 m 1000 m Total 

N F N F N F N F N F N F N F 

Pisa carinimana Miers, 1879 12 11.1 3 6.5 3 6.7 1 2.3 - - - - 19 4.5 
Pisa sp. - - 1 2.2 - - - - - - - - 1 0.4 

Family: Ethusidae 
Ethusa mascarone (Herbst, 1785) 1 2.2 - - - - - - - - - - 1 0.4 
Ethusa rosacea A. Milne-Edwards & Bouvier, 1897 1 2.2 - - 1 2.2 - - 2 4.7 - - 4 1.5 

Family: Geryonidae 
Chaceon affinis (A. Milne-Edwards & Bouvier, 1894) - - - - - - 1 2.3 2 4.7 - - 3 1.1 

Family: Goneplacidae 
Goneplax barnardi (Capart, 1951) - - - - - - 1 2.3 - - - - 1 0.4 

Family: Grapsidae 
Geograpsus lividus (H. Milne Edwards, 1837) - - - - 1 2.2 - - - - - - 1 0.4 

Family: Hexapodidae 
Hexapodidae gen sp. - - 1 2.2 - - - - - - - - 1 0.4 
Parahexapus africanus Baiss, 1922 1 2.2 - - - - - - - - - - 1 0.4 
Pseudohexapus platydactylus Monod, 1956 21 15.6 3 6.5 - - - - - - - - 24 3.8 
Theoxapus buchanani (Monod, 1956) 1 2.2 1 2.2 - - - - - - - - 2 0.8 

Family: Inachidae 
Achaeus cranchii Leach, 1817 2 2.2 - - 4 6.7 - - - - - - 6 1.5 
Achaeus sp. 1 2.2 - - - - - - - - - - 1 0.4 
Calypsachaeus calypso (Forest & Guinot, 1966) () 2 2.2 2 4.4 - - - - - - - - 4 1.1 
Macropodia macrocheles (A. Milne-Edwards & Bouvier, 1898) 1 2.2 - - 2 4.4 - - - - - - 3 1.1 

Family: Leucosiidae 
Ebalia sp. 2 4.4 7 15.2 8 15.6 - - - - - - 17 6.0 
Ilia sp. 2 4.4 1 2.2 5 8.9 23 22.7 - - - - 31 6.4 

( continued on next page ) 
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Table 2 ( continued ) 

Morphospecies 25 m 50 m 100 m 250 m 500 m 1000 m Total 

N F N F N F N F N F N F N F 

Family: Majidae 
Eurynome aspera (Pennant, 1777) - - 3 6.5 2 4.4 - - - - - - 5 1.9 
Eurynome sp. - - 1 2.2 - - - - - - - - 1 0.4 
Micippa sp. 3 6.7 1 2.2 - - - - - - - - 4 1.5 

Family: Panopeidae 
Panopeus africanus A. Milne-Edwards, 1867 26 26.7 1 2.2 22 22.2 1 2.3 - - - - 50 9.1 

Family: Parthenopidae 
Distolambrus maltzami (Miers, 1881) 2 4.4 5 8.7 1 2.2 - - - - - - 8 2.6 
Parthenopoides massena (Roux, 1830) 2 4.4 2 4.4 - - - - - - - - 4 1.5 
Spinolambrus notialis ( Manning & Holthuis, 1981) - - 4 8.7 - - - - - - - - 4 1.5 

Family: Pilumnidae 
Pilumnus sp. 20 15.6 5 6.5 21 22.2 1 2.3 - - - - 47 7.9 

Family: Pinnotheridae 
Nepinnotheres pinnotheres (Linnaeus, 1758) - - - - - - 1 2.3 - - - - 1 0.4 
Pinnotheres sp. - - 1 2.2 - - - - - - - - 1 0.4 

Family: Plagusiidae 
Plagusia depressa (Fabricius, 1775) 1 2.2 - - - - 1 2.3 - - - - 2 0.8 

Family: Portunidae 
Achelous inaequalis (Miers, 1881) 2 4.4 - - - - - - - - - - 2 0.8 
Callinectes amnicola (de Rochebrune, 1883) 5 8.9 - - - - - - - - - - 5 1.5 

( continued on next page ) 
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Table 2 ( continued ) 

Morphospecies 25 m 50 m 100 m 250 m 500 m 1000 m Total 

N F N F N F N F N F N F N F 

Cronius ruber (Lamarck, 1818) 3 6.7 - - - - - - - - - - 3 1.1 
Family: Raninidae 

Ranilia constricta (A. Milne-Edwards, 1880) - - 1 2.2 - - - - - - - - 1 0.4 
Family: Xanthidae 

Monodaeus rouxi (Capart, 1951) 27 8.9 3 4.4 - - - - - - - - 30 2.3 
Paractaea sp. 4 6.7 - - - - - - - - - - 4 1.1 
Paraxanthias eriphioides (A. Milne-Edwards, 1867) 5 6.7 - - - - - - - - - - 5 1.1 

Caridea 
Family: Alpheidae 

Alpheus sp. 25 11.1 - - - - - - - - - - 25 1.9 
Family: Crangonidae 
Crangonidae gen. sp. - - - - - - - - 1 2.3 - - 1 0.8 

Family: Ogyrididae 
Ogyrides sp. 3 4.4 - - 1 2.2 - - - - - - 4 1.1 

Dendrobranchiata 
Family: Luciferidae 

Belzebub faxoni (Borradaile, 1915) 11 17.8 9 13.0 - - - - - - - - 20 5.3 
Luciferidae gen. sp. - - - - - - - - 1 2.3 - - 1 0.4 

Family: Penaeidae 
Parapenaeopsis sp. 9 13.3 16 8.7 - - - - - - - - 25 3.8 

Family: Processidae 
Processidae gen. sp. - - 2 2.2 - - - - - - - - 2 0.4 

Family: Sergestidae 
Sergia sp. - - - - - - 5 11.4 11 18.6 3 2.4 19 5.3 

Gebiidea 
Family: Upogebiidae 
Upogebiidae gen. sp. 11 13.3 17 26.1 7 8.9 - - - - - - 35 8.3 
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Table 3 The number of rare morphospecies: singletons, doubletons and tripletons (morphospecies represented by only one, 
two or three individuals in the whole material, respectively), uniques, duplicates and triplicates (morphospecies present in 
one, two or three samples, respectively) recorded at the six depths (25—1000 m) along the nine transects in the Gulf of Guinea. 

Morphospecies Depth (m) All 
depths 

25 50 100 250 500 1000 

singletons 9 13 5 7 3 0 18 
doubletons 7 5 2 1 3 0 6 
tripletons 3 4 2 1 1 1 4 
represented by more than 
three individuals 

19 11 7 2 1 0 32 

uniques 11 15 5 7 3 1 20 
duplicates 8 4 3 1 4 0 5 
triplicates 6 4 2 1 0 0 7 
present in more than three 
samples 

13 10 6 2 1 0 28 

Total 38 33 16 11 8 1 60 
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Kruskal-Wallis test, Dunn’s test, p < 0.05). The species ac- 
umulation curves did not reach the asymptote ( Figure 3 ). 
Total number of morphospecies also decreased with 

epth (25 m — 38 morphospecies, 50 m — 33 morphospecies, 
00 m — 16 morphospecies, 250 m — 11 morphospecies, 
00 m — 8 morphospecies, 1000 m — 1 morphospecies). 
ome morphospecies were common to different depth zones 
 Figure 4 ). However, there were substantial differences in 
orphospecies number between the shelf (25—250 m — 57 
orphospecies) and the slope (500—1000 m — 8 morphos- 
ecies). Only two morphospecies (i.e. Clibanarius sp. and 
thusa rosacea ) were found in the shallows (25—100 m) and 
n the upper slope (500 m). Three other morphospecies (i.e. 
allianassidae gen. sp. 2, Chaceon affinis and Sergia sp.) 
ere recorded on the lower shelf (250 m) and upper slope 
500 m). 
The highest number of species unique to a given depth 

one was found at 25 m (12 morphospecies) and 50 m 

11 morphospecies), while the number of unique morphos- 
ecies recorded deeper was lower, e.g. one ( Geograpsus 
ividus ) at 100 m, three ( Acanthocarpus brevinispinis, Ge- 
grapsus barnardi, Nepinnotheres pinnotheres ) at 250 m, 
nd three morphospecies (Muninidae gen. sp., Crangonidae 
en. sp. and Luciferidae gen. sp.) at 500 m. No unique 
ecapod morphospecies were identified from a depth of 
000 m. The frequency of occurrence of the majority of 
orphospecies in particular depth zones was very low. Only 
anopeus africanus was relatively frequent (26.7%) in sam- 
les collected at 25 m. At 50 m, Dardanus sp. and Upogebi- 
dae gen. sp. were the most frequent morphospecies, with 
requencies of 28.3% and 26.1%, respectively ( Table 2 ). 
Cluster analysis yielded seven groups, although the ma- 

ority of these were on a low or very low level of similar- 
ty ( Figure 5 ). The clearest pattern is the separation of the 
ore diverse shallow water shelf communities from shelf 
reak and slope samples, which were species-poor. There 
as no pattern associated with the distribution of transects. 
ll the groups were characterized by the constant presence 
f only one to three morphospecies ( Figure 5 ) and all of 
hose morphospecies had low abundances (mostly one or 
wo individuals per sample). 
229 
. Discussion 

.1. Overall species richness 

irtually all of our current knowledge of the decapod 
auna of the Ghanaian coast is the result of a single sur- 
ey ( Bassindale, 1961 ), although information about the 
pecies number of decapods from the intertidal zone 
nd shallow sublittoral of the Gold coast has been re- 
orted by Bassindale (1961) ; Forest (1956) ; Gauld (1960) ; 
onod (1956) . The list of 109 species (54 from the inter-
idal zone) presented in those studies were the result of 90 
redging samples and Agassiz Beam trawl exploring a nar- 
ow depth range from 7 to 64 m, while in our studies there
ere 50 morphospecies found in 67 samples from 25 to 50 
. A short species list was also provided in the study of 
uchanan (1958) . 
Those restricted studies which used only trawling sam- 

les to assess decapod diversity along the coast of Ghana 
amper reliable comparison with our quantitative results. 
evertheless, the total number of species collected dur- 
ng other Atlantic surveys was very variable. For example, 
uñoz et al. (2012) collected 122 (including at least 21 
elagic and nectobenthic) decapod species from a 20 to 
000 m depth range in 98 trawls in the waters of Guinea- 
issau, while in the waters of Angola, Bianchi (1992a) col- 
ected only nine decapod species in 163 samples at depths 
anging from 20 to about 500 m. Fariña et al. (1997) found 
0 species in 293 samples collected on shelf and upper 
lope (100—500 m) along the Galician coast of Spain, while 
octar et al. (2020) collected 100 species (including 37 
wimming) from 95 sampling points distributed along the 
oast of Mauritania. Similar results were recorded in an ear- 
ier study of Mauritanian waters at an 81—1825 m depth 
ange ( García-Isarch et al., 2017 ). Even in the Mediter- 
anean Sea — one of the diversity hot spots for the decapod 
auna — total species number in various surveys based on 
rawling samples was variable, e.g. 97 species in 113 trawls 
t 1—200 m depth range ( Ateş et al., 2007 ), 53 species 
n 46 samples at 10—700 m depth range ( Fanelli et al., 
007 ), 42 species in 109 samples at 140—730 m depth range 
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Figure 2 Abundance, species richness and Shannon diversity index calculated for each depth. 
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 Cartes et al., 1994 ), 23 species in 32 samples at 800—
500 m depth range ( Follesa et al., 2009 ) and 40 species 
n 67 samples at 550—2200 m depth range ( Cartes and 
arda, 1992 ). Despite the very high efficiency of trawling 
n terms of abundance —even up to 200 000 individuals in 
ne survey— the number of recorded species was not much 
igher than in the present study( García-Isarch et al., 2017; 
230 
uñoz et al., 2012 ). Moreover, morphospecies accumulation 
urves ( Figure 3 ) indicated undersampling of the studied 
rea. It is probably partially related to a type of sampling 
ear used in combination with a highly patchy distribution 
f decapods. Based on our morphospecies list, we suggest 
he undersampling, especially regarding highly mobile taxa, 
uch as Dendrobranchiata and Caridea ( Poore et al., 2015 ). 
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Figure 3 Species accumulation curves (Chao and Jacknife) for the material examined in the study area (excluding non-identifiable 
individuals). 

Figure 4 Bathymetric distribution of decapod morphospecies collected at six depths along the nine transects in the Gulf of 
Guinea. Groups of Decapoda can be distinguished by colours of plots: green — Anomura; blue — Axiidea; orange — Brachyura; yellow 

— Caridea; dark blue — Dendrobranchiata; purple — Gebiidea. 
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hus, we can expect significantly higher diversity and mor- 
hospecies richness of those taxa than we report in our 
tudy. 
The lack of other more comprehensive decapod studies 

rom the West African continental margin makes compar- 
sons of species composition difficult. Only a few species 
ecorded in the Guinea-Bissau were also found in our study, 
ncluding typical benthic species, such as Atelecyclus ro- 
undatus, Acanthocarpus brevispinis, Goneplax barnardi or 
enera like Pisa, Ilia and Chaceon ( Muñoz et al., 2012 ). 
alappa pelii was an important element of communities 
n the water of Mauritania ( Moctar et al., 2020 ). In the 
ase of the brachyuran fauna, our results confirm avail- 
ble zoogeographic data ( Gauld, 1960 ; Matos-Pita et al., 
016 ). One of the more frequent morphospecies in sam- 
les collected in shallow waters of Ghana was Panopeus 
231 
fricanus , a common crab with wide geographic distribu- 
ion in the African waters that was found mainly in shal- 
ow shelf sites (estuaries and lagoons) up to 140 m depth 
 Manning and Holthuis, 1981 ; Rodriguez et al., 1997 ). In 
ur material, it was also the most abundant morphos- 
ecies in shallow waters, although the species was also 
ecorded at a depth of 250 m. However, this species was 
ot recorded in the study of Muñoz et al. (2012) . Con- 
rastingly, some taxa, such as Acanthocarpus brevispinis 
r highly mobile brachyurans (such as Portunidae), were 
ery abundant in the Guinea-Bissau survey ( Muñoz et al., 
012 ) but extremely rare in our material. Those differ- 
nces might also reflect the advantages and disadvantages 
f different sampling methods (grabs and corers vs. trawls, 
redges and sledge), which we discuss at the end of this 
tudy. 
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Figure 5 Dendrogram of decapod samples collected in the study area (Bray-Curstis similarity, group average method, non- 
transformed abundance per 0.1 m2 ). Dashed red lines indicate the samples that cannot be significantly differentiated by SIMPROF. 
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.2. Diversity and distribution along a depth 

radient 

ur study demonstrated a substantial decrease in abun- 
ance, species richness and diversity along a depth gra- 
ient. There were almost no species associated only with 
eeper bottom areas. Clear differences between the shelf 
232 
nd slope were observed also in Guinea-Bissau ( Muñoz et al., 
012 ) and in other surveys ( Abelló et al., 1988 ; Cartes et al.,
994 ; Fanelli et al., 2007 ; García-Isarch et al., 2017 ; 
acpherson, 1991 ; Moctar et al., 2020 ; Pajuelo et al., 
015 ). Although, decapod abundance increased along a 
epth gradient in Guinea-Bissau, reaching the highest val- 
es on the upper slope, a clear zonation of fauna was 
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bserved. Diversity on the Ghanaian slope sampled with 
he van Veen grab was low. Earlier observation has also 
hown that the distribution of decapods along a depth gra- 
ient can be very variable depending on the region be- 
ng studied ( Company et al., 2004 ). Some studies suggest 
hat bathyal communities are often diversity hotspots for 
he decapod fauna ( Company et al., 2004 ; Follesa et al., 
009 ; Maynou and Cartes, 2000 ) because of higher habi- 
at heterogeneity and stability of environmental variables 
especially temperature and oxygen concentration), result- 
ng in co-occurrence of nectobenthic and benthic species 
e.g. Abelló et al., 1988 ; Fanelli et al., 2007 ; Muñoz et al., 
012 ). Those earlier observations were also in agreement 
ith a commonly held hypothesis that bathyal is a ma- 
or diversity hotspot of benthic fauna ( Danovaro et al., 
009 ; Levin and Dayton, 2009 ). However, Cartes and Sardà
1993) reported decapod fauna impoverishment on deep 
lopes, below 1200 m, and linked this pattern with lower 
ood availability and degradation of organic matter. More- 
ver, McCallum et al. (2015) reported that a general pat- 
ern of higher slope diversity is not universal and may vary 
epending on the region. Food availability is also impor- 
ant for the distribution of decapods and might influence 
iversity and abundance, both on the slope and in the shal- 
ow shelf waters ( Cartes and Sardà, 1993 ; Woolley et al., 
016 ). Values of total organic matter (TOM) increased along 
 depth gradient on the coast of Ghana but the highest lev- 
ls of hydrocarbons and some toxic metals were found at the 
00 and 1000 m sampling points ( Table 1 ). Those factors af- 
ect polychaete and peracarid communities ( Jóźwiak et al., 
022 ; Sobczyk et al., 2021 , 2023 ; Stępień et al., 2021 ) and
robably also affect decapod distribution. A recent study of 
epth-related changes in total macrozoobenthic abundance 
ased on the same set of samples also showed a decrease 
n mean densities along a depth gradient, while cluster 
nalysis separated disturbed sampling sites from unaffected 
ottom areas ( Pabis et al., 2020 ). Contrary to our results, 
óźwiak et al. (2022) showed the highest Tanaidacea species 
ichness on the slope. In the case of Cumacea, the highest 
umber of species was recorded in the 25—50 m depth range 
nd on the slope ( Stępień et al., 2021 ), while polychaetes 
ollowed the pattern observed for decapod fauna, both in 
erms of species richness and abundance ( Sobczyk et al., 
021 , 2023 ). 
Cluster analysis did not reveal any clear patterns be- 

ides the difference between shelf (morphospecies rich) 
nd slope (morphospecies poor) ( Figure 5 ). The results 
emonstrated seven, most probably incidental groupings. It 
eems that mobile decapods do not form stable, evenly dis- 
ributed faunal assemblages, but only temporary patches, 
ost probably associated with food availability, which was 
lready observed for Decapoda ( Boada et al., 2018 ). Mo- 
ility is an important feature of decapods ( Florko et al., 
021 ), which allows them not only to actively search for 
ood ( Gomes et al., 2019 ), but also, at least to some point,
void various types of disturbances or unpreferred environ- 
ental conditions ( Attrill and Thomas, 1996 ; Felder et al., 
014 ). 
It is difficult to study the ecological diversity of deca- 

od fauna in Ghanaian waters since there is only scanty 
nowledge about the biology or habitat preferences of par- 
icular species. Nevertheless, the shelf fauna was ecologi- 
233 
ally diverse. We have recorded a group of species associ- 
ted with sandy or muddy bottoms, including A. rotunda- 
us, E. rosacea, G. barnardi, and M. macrocheles , species 
ssociated with shell debris or gravel, including C. pelii and 
. brevispinis , and species with wide habitat preferences, 
ecorded from mud and sand, shell debris and solid rock, 
uch as D. maltzami, E. aspera and S. notialis ( De Matos- 
ita et al., 2016 ) . These results confirm high microhabi- 
at diversity, which has also been reported from polychaete 
tudies ( Sobczyk et al., 2021 , 2023 ) and are congruent with
ediment characteristics of the studied area ( Pabis et al., 
020 ). Moreover, the majority of these species have a wide 
athymetric range from the shallow shelf down to the slope 
epths ( De Matos-Pita et al., 2016 ), which was also con- 
rmed in our results. Part of our results is also confirmed 
y historical data from the Gulf of Guinea. This includes the 
resence of the genus Dardanus on the shelf ( Bayer et al., 
966 ). Such taxa as Dardanus and Goneplax were also found 
n the shelf in Mauritanian waters, while such genera as 
ergia occurred in the deep sea, though many species had a 
ide bathymetric distribution ( García-Isarch et al., 2017 ). 
The availability of organic matter was high on shallow 

helf stations ( Pabis et al., 2020 ) which is important for such
axa as Galatheidae or Porcellanidae ( Nicol, 1932 ). More- 
ver, many decapods, e.g. crabs are generalists which may 
eed on algae or prey on small crustaceans and molluscs 
 Sant’Anna et al., 2015 ). The 25—50 m depth range was 
lso characterized by high diversity and abundance of poly- 
haetes ( Sobczyk et al., 2023 ) and peracarid crustaceans 
 Jóźwiak et al., 2022 ; Stępień et al., 2021 ), and generally
igh macrofaunal abundance ( Pabis et al., 2020 ), and there- 
ore, variety of potential prey for omnivorous or predatory 
ecapods like Ebalia ( Schembri, 1981 ). Decapods sampled 
n the Ghanaian shallow shelf represent high ecological and 
unctional diversity, similarly to polychaetes ( Sobczyk et al., 
021 ) and suggest that the Ghanaian shelf is a diverse sys- 
em characterized by a high variety of ecological interac- 
ions associated with high habitat heterogeneity compared 
o deeper bottom areas ( Pabis et al., 2020 ; Sobczyk et al.,
023 ). Heterogeneity was evident in the character of the 
ottom deposits, which were diversified on the shelf, and 
omogenous on the slope (dominated by silt clay fractions) 
 Table 1 ). 

.3. van Veen grab in decapod sampling 

uantitative samplers (van Veen grabs or box corers) 
re not perfect for collecting large and motile decapods 
 Frutos et al., 2022 ). Underestimation of mobile epifauna 
ight be associated with the bow wave effect and clos- 

ng mechanism of the grab ( Eleftheriou and McIntyre, 2005 ; 
ozach et al., 2011 ). On the other hand, broadly used trawl-
ng or dredging devices are excellent for assessing diversity 
r benthic zonation, though they preclude detailed quanti- 
ative analysis and/or reliable estimation of rarity, patch- 
ness and small-scale distribution patterns ( Frutos et al., 
022 ; García-Isarch et al., 2017 ). Trawling or dredging 
lso facilitates the collection of pelagic and nectoben- 
hic decapods ( Fanelli et al., 2007 ; Furlan et al., 2013 ;
octar et al., 2020 ; Muñoz et al., 2012 ), which are only
poradically recorded in van Veen grabs. Large sampling 
fforts, such as that of the present study, might to some 
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oint minimise the underestimations associated with the 
se of quantitative samplers which collect the fauna at 
 very fine spatial scale, although it is worth mention- 
ng that decapods were found only in 49.8% out of 265 
ollected samples. Nevertheless, the van Veen grab has 
lready been used in studies of benthic decapods (e.g. 
teş and Katağan, 2008 ; Fanelli et al., 2007 ) and some 
ecapod taxa have been mostly (or exclusively) sampled 
ia grabs or corers ( Dworschak, 2015 ). Generally, each of 
hose two sampling protocols may sample different, unique 
auna ( Jóźwiak et al., 2020 ). Grab samples permit quan- 
itative analysis, assuming that the level of underestima- 
ion is similar for all of the samples ( Eleftheriou and McIn- 
yre, 2005 ), especially when we use monitoring like VAMS 
hich allows us to discard poor samples. Moreover, in the 
ase of trawling, it is almost impossible to link the data on 
bundance and diversity with environmental variables that 
re collected using samplers like grabs and corers (if col- 
ected at all) and do not describe the microhabitat diversity 
ampled during trawling ( Eleftheriou and McIntyre, 2005 ; 
rutos et al., 2022 ; Pabis et al., 2015 ; Sobczyk et al., 2023 ).
or example, our results demonstrated that decapods in 
hana form small temporary patches. Those conclusions 
re supported by our analysis of video recordings from ROV 
Remote Operated Vehicle), performed at the same sam- 
ling sites (Jóźwiak P., Podwysocki K., Pabis K. unpublished 
ata). Such evidence of patchiness is only collected when 
sing samplers like van Veen grab, and is usually lost in 
he case of trawling samples, which tend to mix mate- 
ials from large bottom areas, and various microhabitats 
 Eleftheriou and McIntyre, 2005 ; Frutos et. al., 2022 ). In the 
ase of slope fauna results from Remote Operated Vehicle 
ROV) movies (Jóźwiak P., Podwysocki K., Pabis K. unpub- 
ished results) partially confirmed results based on analysis 
f van Veen grab samples. Only at 500 m depth from three 
ransects, i.e. G2, G3 and G6, we have recorded large aggre- 
ations of Caridea (up to 400 individuals on several square 
eters). 
The very low frequency of decapods occurrence in van 

een grab samples, together with the almost complete ab- 
ence of those crustaceans in the 250—1000 m depth range, 
recludes meaningful cluster analysis or detailed analysis of 
epth-related changes in diversity and abundance against a 
ackground of environmental conditions, e.g. modelling or 
anonical Correspondence Analysis ( Reiss et al., 2015 ). It 
s a general problem of many deep-sea studies of benthic 
acrofauna ( Jóźwiak et al., 2022 and references therein). 
n attempt to perform such analysis resulted in lack of 
lear patterns, low eigenvalues and a low percentage of ex- 
lained variability, therefore, it was impossible to interpret 
uch not informative results, and they were not included in 
he manuscript according to Occam’s razor principle. Com- 
arisons of our results with the above-mentioned studies 
how the importance of using combined approaches in de- 
apod sampling. Trawling allows for describing more gen- 
ral spatial patterns, while grabs or corers allow for study- 
ng small-scale variability. It is also worth mentioning that 
arlier studies of quantitative sampling efficiency suggest 
hat box corers are more useful in the deep-sea studies than 
n shelf sampling ( Eleftheriou and McIntyre, 2005 ). On the 
frican coast, such an approach was used by Eisenbarth and 
ettler (2016) and van Veen grab was used only down to 
234 
00 m depth, while deep-sea sampling was conducted us- 
ng a box corer. The use of VAMS is also important because 
he problems are associated mostly with the closing mecha- 
isms and appropriate sediment penetration of the grabs in 
he deep-seabed. Results may also differ depending on the 
egion studied, especially the type of sediment sampled, 
hich may affect the functioning of the grab-closing mech- 
nism ( Eleftheriou and McIntyre, 2005 ). 

.4. Concluding remarks 

arlier studies on other taxonomic groups ( Jóźwiak et al., 
022 ; Sobczyk et al., 2021 , 2023 ; Stępień et al., 2021 )
emonstrated that the coast of Ghana is under the influence 
f numerous interacting environmental factors, of both nat- 
ral (e.g. oxygen minimum zones, productivity, upwellings) 
nd anthropogenic (heavy metals and THC) origin, and those 
actors might affect decapods, especially in the larval stage 
 Felder et al., 2014 ; Katz, 1973 ), resulting in changes in
bundance of adults. Further studies using different sam- 
ling protocols are needed to fill the knowledge gaps of de- 
apod biodiversity in the area studied. Although, it is worth 
entioning that previous studies on decapods sampled with 
ore efficient equipment, such as trawls in most cases, 
ere not supplemented with detailed knowledge about rel- 
vant environmental factors (e.g. Cartes and Sardà, 1993 ; 
ariña et al., 1997 ; Follesa et al., 2009 ; Muñoz et al., 2012 ),
herefore, documented mostly depth-related trends. There- 
ore, despite some limitations of van Veen grab, our study 
onducted on a wide depth range in the tropical Eastern At- 
antic still stands out from earlier similar decapod research. 
t also showed the great need for applying different types of 
ampling methods in studies on decapods. 
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Appoh, E., 2017. First observations of the structure and 
megafaunal community of a large Lophelia reef on the Ghana- 
ian shelf (the Gulf of Guinea). Deep-Sea Res. Pt. II 137, 
148—156. https://doi.org/10.1016/J.DSR2.2016.06.007 

anning-Clode, J., Valdivia, N., Molis, M., Thomason, J.C., 
Wahl, M., 2008. Estimation of regional richness in marine ben- 
thic communities: quantifying the error. Limnol. Oceanogr.- 
Meth. 6, 580—590. https://doi.org/10.4319/lom.2008.6.580 

artes, J.E., Sardà, F., 1992. Abundance and diversity of deca- 
pod crustaceans in the deep-Catalan Sea (Western Mediter- 
ranean). J. Nat. Hist. 26, 1305—1323. https://doi.org/10.1080/ 
00222939200770741 

artes, J.E., Sardà, F., 1993. Zonation of deep-sea decapod fauna in 
the Catalan Sea (Western Mediterranean). Mar. Ecol. Prog. Ser. 
94, 27—34. https://doi.org/10.3354/meps094027 

artes, J.E., Company, J.B., Maynou, F., 1994. Deep-water decapod 
crustacean communities in the Northwestern Mediterranean: in- 
fluence of submarine canyons and season. Mar. Biol. 120, 221—
229. https://doi.org/10.1007/BF00349682 

artes, J.E., Papiol, V., Frutos, I., Macpherson, E., González- 
Pola, C., Punzón, A., Valeiras, X., Serrano, A., 2014. Distribution 

https://doi.org/10.1007/BF00392657
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0002
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0002
https://doi.org/10.1371/journal.pone.0210659
https://doi.org/10.1016/j.cub.2012.09.036
https://doi.org/10.1163/156854006776952928
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0006
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0006
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0006
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0006
https://doi.org/10.2478/v10009-007-0040-3
http://www.jstor.org/stable/24857280
https://doi.org/10.1111/j.1469-7998.1961.tb06086.x
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0010
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0010
https://doi.org/10.3354/meps081101
https://doi.org/10.3354/meps085009
https://doi.org/10.1002/esp.261
https://doi.org/10.1016/j.marenvres.2018.09.012
https://doi.org/10.1023/A:1020706728569
https://coi.org/10.3354/meps09862
https://doi.org/10.1016/j.dsr.2009.06.007
https://doi.org/10.1111/j.1096-3642.1958.tb00562.x
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0019
http://refhub.elsevier.com/S0078-3234(23)00088-X/sbref0019
https://doi.org/10.1016/J.DSR2.2016.06.007
https://doi.org/10.4319/lom.2008.6.580
https://doi.org/10.1080/00222939200770741
https://doi.org/10.3354/meps094027
https://doi.org/10.1007/BF00349682


K. Podwysocki, K. Pabis, F. Palero et al. 

C

C

C

C

C

C

C

D

D

D

D

E

E

E

F

F

F

F

F

F

F  

F
 

F

F

F

F

G

G

G

G

G

G

G

and biogeographic trends of decapod assemblages from Galicia 
Bank (NE Atlantic) at depths between 700 and 1800 m, with con- 
nexions to regional water masses. Deep-Sea Res. Pt. II 106, 165—
178. https://doi.org/10.1016/j.dsr2.2013.09.034 

arvalho, D.A., Viozzi, M.F., Collins, P.A., Williner, V., 2017. Func- 
tional morphology of comminuting feeding structures of Tri- 
chodactylus borellianus (Brachyura, Decapoda, Trichodactyli- 
dae), an omnivorous freshwater crab. Arthropod Struct. Dev. 46 
(4), 472—482. https://doi.org/10.1016/j.asd.2017.05.001 

larke, K.R. , Warwick, R.M. , 2001. Change in marine communities. 
An approach to statistical analysis and interpretation 2, 1—168 . 

larke, K.R., Somerfield, P.J., Gorley, R.N., 2008. Testing of null 
hypotheses in exploratory community analyses: similarity pro- 
files and biota-environment linkage. J. Exp. Mar. Biol. Ecol. 366 
(1—2), 56—69. https://doi.org/10.1016/j.jembe.2008.07.009 

larke, K.R. , Gorley, R.N. , 2015. Getting started with PRIMER v7. 
PRIMER-E Ltd, United Kingdom, 18 pp . 

oelho, P.A., De Almeida, A.O., Bezerra, L., 2008. Checklist of the 
marine and estuarine Brachyura (Crustacea: Decapoda) of north- 
ern and northeastern Brazil. Zootaxa 1956, 1—58. https://doi. 
org/10.11646/zootaxa.1956.1.1 

oit, J., Ball, J., 2012. Oil Spill Prevention, Administration and Re- 
sponse (OSPAR) Fund. Annual Report FY 2012. Ospar Comission. 

ompany, J.B., Maiorano, P., Tselepides, A., Plaiti, W., 2004. Deep- 
sea decapod crustaceans in the Western and Central Mediter- 
ranean Sea: preliminary aspects of species distribution, biomass 
and population structure. Sci. Mar. 68, 73—86. https://doi.org/ 
10.3989/scimar.2004.68s373 

anovaro, R., Canals, M., Gambi, C., Heussner, S., Lampadar- 
iou, N., Vanreusel, A., 2009. Exploring benthic biodiversity pat- 
terns and hotspots on European margin slopes. Oceanography 
22, 16—25. https://www.jstor.org/stable/24860919 

e Matos-Pita, S.S., Ramil, F., 2016. New species of Neopilumnoplax 
Serène in Guinot, 1969 (Decapoda, Brachyura, Mathildellidae) 
from Northwest Africa with a key to the genus. Mar. Biodivers. 
46, 253—260. https://doi.org/10.1007/s12526- 015- 0361- 5 

jagoua, E.V., Kassi, J.B., Mobio, B., Kouadio, J.M., Dro, C., Af- 
fian, K., Saley, B., 2011. Ivorian and Ghanaian upwelling com- 
parison: intensity and impact on phytoplankton biomass. Am. J. 
Sci. Ind. Res. 2, 740—747. https://doi.org/10.5251/ajsir.2011. 
2.5.740.747 

worschak, P.C. , 2015. Methods collecting Axiidea and Gebiidea 
(Decapoda): a review. Annalen des Naturhistorischen Museums 
in Wien. Serie B für Botanik und Zoologie 117, 5—21 . 

isenbarth, S., Zettler, M., 2016. Diversity of the benthic macro- 
fauna off northern Namibia from the shelf to the deep sea. 
J. Marine Syst. 155, 1—10. https://doi.org/10.1016/j.jmarsys. 
2015.10.017 

leftheriou, A. , McIntyre, A.D. , 2005. Methods for the study of ma- 
rine benthos. Blackwell Publishing Company, Oxford, 493 pp . 

mmerson, W.D. , 2016. A Guide to, and Checklist for, the Decapoda 
of Namibia, South Africa and Mozambique (Volume 3). Cam- 
bridge Scholars Publishing, Newcastle upon Tyne, 711 pp . 

anelli, E., Colloca, F., Ardizzone, G., 2007. Decapod crustacean as- 
semblages off the West coast of central Italy (western Mediter- 
ranean). Sci. Mar. 71, 19—28. https://doi.org/10.3989/scimar. 
2007.71n119 

ariña, A.C., Freire, J., Gonzáles-Gurriarán, E., 1997. Megabenthic 
decapod crustacean assemblages on the Galician continental 
shelf and upper slope (north-west Spain). Mar. Biol. 127, 419—
434. https://doi.org/10.1007/s002270050029 

elder, D.L., Thoma, B.P., Schmidt, W.E., Sauvage, Self- 
Krayesky, S.L., Chistoserdov, A., Bracken-Grissom, H.D., Freder- 
icq, S., 2014. Seaweeds and decapod crustaceans on Gulf deep 
banks after the Macondo Oil Spill. Bioscience 64 (9), 808—819. 
https://doi.org/10.1093/biosci/biu119 

lorko, K.R.N., Davidson, E.R., Lees, K.J., Hammer, L.J., 
Lavoie, M.F., Lennox, R.J., Simard, E., Archambault, P., Auger- 
236 
Methe, M., McKindsey, C.W., Whoriskey, F.G., Furey, N.B., 2021. 
Tracking movements of decapod crustaceans: a review of a half- 
century of telemetry-based studies. Mar. Ecol. Prog. Ser. 679, 
219—239. https://doi.org/10.3354/meps13904 

olk, R.L., Ward, W.C., 1957. Brazos River bar [Texas]; 
a study in the significance of grain size parameters. 
J. Sediment. Res. 27, 3—26. https://doi.org/10.1306/ 
74D70646- 2B21- 11D7- 8648000102C1865D 

ollesa, M.C., Porcu, C., Gastoni, A., Mulas, A., Sabatini, A., 
Cau, A., 2009. Community structure of bathyal decapod crus- 
taceans off South-Eastern Sardinian deep-waters (Central- 
Western Mediterranean). Mar. Ecol. 30, 188—199. https://doi. 
org/10.1111/j.1439-0485.2009.00323.x 

orest, J. , 1956. Sur une collection de Paguridae de la Cote de l’Or.
Proc. zool. Sac. Lond. 126 (3), 335—367 . 

orest, J. , Guinot, D. , 1966. Crustacés Décapodes: Brachyoures. In: 
Campagne de la Calypso dans le Golfe de Guinée et aux îles
Principe, São Tomé, et Annobon (1956). Résultats scientifiques 
des Campagnes de la ’Calypso’. Fascicule VII. 16. Annales de 
l’Institut Océanographique 44 (1), 23—124 . 

ransen, C.H.J.M. , 2014a. Anomurans. In: Carpenter, K.E., De An- 
gelis, N. (Eds.), The living marine resources of the Eastern Cen- 
tral Atlantic. Volume 1, Introduction, crustaceans, chitons, and 
cephalopods. Food and Agriculture Organization of the United 
Nations, Rome, 235—248 . 

ransen, C.H.J.M. , 2014b. True Crabs. In: Carpenter, K.E., De An- 
gelis, N. (Eds.), The living marine resources of the Eastern Cen- 
tral Atlantic. Volume 1, Introduction, crustaceans, chitons, and 
cephalopods. Food and Agriculture Organization of the United 
Nations, Rome, 249—358 . 

rutos, I., Kaiser, S., Pułaski, Ł., Studzian, M., Błażewicz, M., 2022. 
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Abstract Particle size distribution (PSD) and concentration of mineral-suspended sediment 
released from melting glaciers are important factors affecting the local marine ecosystem, 
e.g. affecting the light availability in water columns, thus changing underwater light climate 
for photosynthetic organisms. We examined the characteristics of various samples of natural 
mineral assemblages suspended in different glacial bays in Hornsund and Kongsfjord at Spits- 
bergen. The concentrations of the total mass of particles (TSM) in suspended sediment as well 
as particular organic matter (POM) and particular inorganic matter mass (PIM) together with 
mineralogical composition and particular size distribution (PSD) were determined. 
In this study, we investigated the PSD properties and variability in the front of different tidewa- 
ter glaciers based, laser diffractometer measurements (LISST-100x), and XRD — techniques to 
obtain the mineralogical composition of the particles. The sampled sites are under the strong 
influence of freshwater discharge from the glacier. At each station, inorganic particulate mat- 
ter contributed up to 98% to total suspended matter with the particle concentration of the 
particle reaches up to 111 mg/l with mean surface PSD slopes ranging from 3.24 to 3.85. The 
result provides valuable baseline information on the observed range of variability of the size 
of suspended particles due to glacial runoff and the presence of particles of different mineral 
origin in the glacial bays. 
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. Introduction 

ntense recession and glaciers melting in polar regions are 
ome of the most spectacular effects of climate change 
 Overland et al., 2019 ). These processes are accompa- 
ied by intensification of meltwater discharge occurring 
s sediment plums with mineral particles ( Urbanski et al., 
017 ; Zajączkowski, 2008 ). The trend and intensity of these 
hanges are therefore a good, sensitive indicator of climate 
hange, and are an important factor affecting light avail- 
bility in the water column and thus local marine ecosys- 
ems ( Deja et al., 2019 ). Quantifying meltwater discharge is 
 valuable tool for understanding the hydrology of tidewa- 
er glaciers and other environmental processes. Suspended 
articles are a very important component of natural water 
nd play a significant role in its optical properties. High con- 
entrations of minerals are also common in coastal waters, 
here large amounts of suspended particles are discharged 
rom rivers or other sources, such as bottom resuspension, 
hore erosion by wave action and glacial melting ( Babin and 
tramski, 2004 ; Moskalik et al., 2018 ; Woźniak et al., 2010 ). 
n such waters, mineral particles can dominate the opti- 
al properties of waters, by influencing on spectral light 
istribution due to the absorption and scattering process 
 Woźniak and Stramski, 2004 ). The amount and distribu- 
ion of the suspension affect the underwater light field 
nd, thus, photosynthetic organisms and organisms living 
t the bottom ( Deja et al., 2019 ; Urbanski et al., 2017 ;
ęsławski et al., 1995 ). Mineral concentrations in water 
ypically decrease with distance from land. The particle 
ize of suspended particles determined the differential sink- 
ng rates of various types of particles and thus determines 
orizontal and vertical fluxes in the water column affect 
he distribution and composition of glacial sediments in 
he bays ( Moskalik et al., 2018 ; Szczuciński et al., 2009 ; 
ajączkowski, 2008 ). 
Lithogenic particle meltwater run-off into glacial fjord 

n one of the most important drivers of benthic commu- 
ity change ( Braeckman et al., 2021 ; Clark et al., 2017 ; 
eja et al., 2016 ) and plankton distribution ( Deja et al., 
019 ; Szeligowska et al., 2022 , 2021 ). It was found that 
hytoplankton biomass near glacier front depending on 
Figure 1 Map of the study area in Kong

240 
he glacier bedrock composition based on geological map 
 Halbach et al., 2019 ) but still lack information about min- 
ral composition in water columns measured in situ. 
Light scattering by particles depends on their composi- 

ion, refraction index, size and shape. The study aims is to 
escribe and characterize particulate suspension in fjords 
aters concerning the difference in the mineral composi- 
ion in different parts of the fjords (XRD method) by describ- 
ng in situ parameters (suspended particular matter concen- 
ration) and particular size distribution (LISST 100X). The 
haracteristics of the predominant mineral particles will 
rovide a completely new quality for describing the contri- 
ution of calcium carbonate and other minerals by melting 
laciers and establish a baseline of optical properties that 
ay be useful in remote sensing interpretation or modelling 
f effects of climate change. 

. Material and methods 

.1. Study area 

ornsund is a fjord on the southwest side of Spitsbergen is- 
and. Is an open, medium size Arctic glacial fjord (30 km 

ength, 12—15 km wide). Into the water of Hornsund flow 

liffs of twelve tidewater glaciers ( Błaszczyk et al., 2009 ). 
s Bedrock in that area covers different geological forma- 
ions, from metamorphic rocks of the Precambrian Hecla 
oek complex in northwestern part, through the lower Pale- 
zoic carbonate rocks in the central part, to the west to the 
pper Mesozoic to the east ( Gorlich, 1987 ). The sedimen- 
ary cover rocks start on the eastern side of Burgerbukta 
nd Samarinvagen. On the northern side, it starts with De- 
onian conglomerates and sand stones (‘Old Red’), followed 
y the Kapp Starostin Formation with its hard, fossil rich 
imestones ( Dallmann, 2015 ). 
In situ data were collected also in Kongsfjorden (79 °N, 

2 °E, Figure 1 ) which is located in the northwest coast of
pitsbergen. Is medium-sized, open fjord, 27 km long and 
arying in width from 4 km at its head to 10 km at its
outh ( Svendsen et al., 2002 ). Kongsfjord is surrounded 
y five polytermal tidewater glacier: Blomstrandbreen, 
sfjorden (A) and Hornsund fjord (B). 
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ongsvegen, Kronebreen, Kongsbreen and Conwaybreen. 
 Błaszczyk et al., 2009 ; Husum et al., 2019 ). Bedrock com- 
osition vary from carbonate bedrock with Devonana Old 
ed Sandstone deposit in the southern basin to domina- 
ion of phyllite and quartzite minerals build bedrock in the 
orthern basin ( Dallmann, 2015 ). 

.2. Sampling design 

he Supplementary Table 1 provides a detailed description 
f the surrounding rocks at the sampling site. The presented 
aterial was collected in the West Spitsbergen fjords us- 

ng a Zodiac boat during the summer season (27th of July to 
th of August) in 2016—2018 at sampling station located in 
ornsund and Kongsfjord fjords in the vicinity of tidewater 
laciers. This study uses in situ measurements: LISST pro- 
les (12 stations), discrete water sampling at the surface 
0 m) for SPM (29 stations) and for mineralogical composi- 
ion (12 stations). 
At the time of sampling, the mean air temperature in 

ornsund was approximately 5.7 °C, and in Kongsfjord it was 
round 4.2 °C. No precipitation was recorded in Hornsund 
 Wawrzyniak and Osuch, 2019 ), and the average rainfall in 
ongsfjord was 3.4 mm (Suplementary Table 2 ). 

.2.1. Particle size distribution 

he particle size distribution (PSD) was measured in situ 
uring field measurements with an Laser In Situ Scattering 
nd Transmissometry — LISST-100X type B instrument (Se- 
uoia Scientific, Inc.), which estimates the PSD based on 
ptical diffraction. LISST-100X provides the distribution of 
article volume concentration in 32 size classes logarithmi- 
ally spaced within the range 1.25—250 μm and the beam 

ttenuation coefficient c at 670 nm. The LISST-100X mea- 
urement principle is based on Mie’s theory and PSD is ob- 
ained from laser diffraction technology. The signal from in- 
trument was corrected for imperfections in the optics and 
ure water scattering by background measurements using 
eionised water. 
On order to assess the volumetric PSD, data were nor- 
alized by the width of each class to obtain instrument in- 
ependent particle size distribution, following: 

vol ( size( i) ) = Cvol, i 

max ( range( i) ) − min( range( i) ) 

ere, size ( i ) is median diameter of particle size class I and
ange ( i ) is a the width of i -th class. 
The surface PSDs were obtained by averaging PSDs from 

 to 5 m depth. 
To describe shape of the aggregate size distribution and 

elationship between particle abundance and size PSD slope 
as calculated ( Stemmann and Boss, 2012 ). 

.2.2. Mass concentration determined by filtration 

urface — water samples at measured volume were fil- 
ered through specially prepared and 3-times pre-weighed 
ber glass filters (Whatman GF/F, 25 mm diameter, 0.7 
m pore size). To determined concentration of total sus- 
ended matter (SPM) standard laboratory method was ap- 
lied ( Woźniak et al., 2016 ). To remove sea salt, at the 
nd of the filtration of the samples, the filters were rinsed 
ith 120 ml of deionized water. The filters were weighted 
241 
o determined total mass of suspended material (SPM) and 
ombusted at 450 for 4 h and reweighted to obtain partic- 
late inorganic matter concentration (PIM). The particulate 
rganic matter concentration (POM) was obtained by sub- 
racting PIM form SPM. Three replicates were measured at 
ach station. 

.2.3. Mineralogical composition determined by X-Ray 
efractive Diffraction (XRD) 
elected water samples with natural composition of parti- 
les were dried and analyzed with X-ray diffraction (XRD) 
ethod to identify major mineral species present in the 
amples. Mineral identification was based on matching the 
eaks of a given mineral species in the sample with a stan- 
ard pattern of that mineral species from Inorganic Crystal 
tructure Database and Crystallography Open Database. A 
mall amount of powder of each sample was ground in an 
gate mortar to a fraction of about 10 μm. The obtained 
owders were applied to zero-background holder silicon 
ads, which were then mounted in metal company rings. 
o K α ( λ= 1,789010 Å) radiation was used, at 40 kV and 40
A. The rings were scanned from 5 to 75 ° 2 θ with 0.02 ° 2 θ
tep with pulse counting time 7 seconds. All measurements 
ere made using a PANalytical X-ray diffractometer, model 
’Pert Pro MPD PW3040 /60. 
The obtained diffractograms were processed in the High- 

core + computer program of the Panalytical company (ver- 
ion 4.8) using the ICDD pattern database, PDF 4 + (ver- 
ion 2018). For quantitative calculations, ICSD (version 3.5 
rom 2015) and COD (Crystallography Open Database), ver- 
ion 07.2016 for PANalytical were used, containing struc- 
ural data of all matched patterns. 

.3. Data analysis 

n situ vertical profiles of the PSD were obtained by de- 
loyed LISST instrument through the water column. LISST 
ata of angular scattering intensity and transmission were 
edian filtered, then averaged into one-meter depth signals 
ins, which were then processed using the manufacturer’s 
cript for Matlab softwere to calculate vertical profiles of 
SD and the particle beam attenuation coefficient at 670 
m. 
All the plots were generated in Python 3.9.7 using Mat- 

lotlib 3.1.1 Seaborn and Pandas 1.0.5 ( McKinney, 2010 ). 

. Results 

.1. Mineral composition 

RD analyses of the suspended sediment samples from the 
orthern bays of Hornsund, from Burgerbukta to Brepolen, 
ave revealed distinct mineralogical differences when com- 
ared to the stations located on the southern shore. No- 
ably, significant amounts of carbonate minerals were ob- 
erved at three stations situated on the southern part of 
ornsund, namely Gashamna (8), near Korberbreen (7), and 
n Samarinvagen (6) (refer to Figure 2 ). These samples ex- 
ibited a marked decrease in the proportion of feldspars, 
s compared to other regions. In Gashamna, Calcite is the 
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Figure 2 Map of the spatial distribution of mineral composition of suspended sediment in the studied area in Kongsfjorden (A) 
and Hornsund fjord (B). 
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rincipal phase, constituting approximately 47% by weight, 
hile Quartz is present in smaller amounts, approximately 
6% by weight. Calcite is accompanied by calcium and 
agnesium carbonate, known as Dolomite, and its share 
oes not exceed 7% by weight. The low-angle range of the 
iffractogram reveals the presence of Chlorites from the 
hamosite-Clinochlore series and light micas, with the share 
f Chlorite calculated to be 6 to 7% and the share of mica 
o be 15 to 16% by weight. The phase composition is further 
omplemented by Feldspars, with the potassium varieties 
redominating at approximately 5%, in comparison to the 
odium variety at approximately 3%. Near the front of the 
orberbreen glacier, the sample comprised primarily calcite 
approximately 72% by weight), which was accompanied by 
llite (10%) and quartz (7%). While the share of dolomite 
as relatively low, at approximately 2% by weight, the min- 
ral composition was further complemented by feldspars, 
rimarily the sodium variety (albite) at approximately 2% 

y weight, and Clinochlore below 5%. The primary mineral 
hase present in Samarinvagen is calcite. Its concentration 
n the sample was 60% by weight. The second carbonate 
dentified in the sample, dolomite, was present in a minimal 
mount, approximately 6% by weight. The phase composi- 
ion was further comprised of silicate and aluminosilicate 
hases, as well as clay minerals. The quantity of quartz in 
he sample exceeded 18% by weight. The mineral composi- 
ion of Paierlbreen sample number 1 is well-balanced and 
omprises of minerals from the chlorite group (30%), illite—
mektite (29%), quartz (22%), and an insignificant amount 
f feldspar (3%). In contrast, sample number 2, located in 
ront of the Muhlbacherbreen glacier, has a lower content 
f clay minerals with 11.5% Chlorites, 22.1% Illite, and 5.9% 

aolinite. Nevertheless, it still contains significant amounts 
f quartz (25.6%) and feldspars (13.9%), as well as micas 
20.9%). 
In other areas of the Hornsund fjord, such as the Kvalfan- 

arbreen glacier (3) and Hyrnebreen (4), the composition of 
he samples was found to be quite similar ( Table 1 ). The 
242 
amples consist of approximately half illite, with a quarter 
f the weight being quartz, plagioclase at 6%, and chlorite 
t around 5%. In contrast, the XRD analysis of sample 5 from
torebreen (5) revealed a different mineral composition, 
ith the majority of clay minerals consisting of kaolinite 
9.4%), illite (5.6%), and chlorites (4.3%), along with quartz 
19.7%), micas (22.4%), and a small percentage of feldspar 
9.5%) ( Table 1 , Figure 2 ). 
In Kongsfjord, a sample from the most northerly loca- 

ion has significantly less clay minerals than the other sam- 
les (10, 11, and 12), with chlorite accounting for only 
.2%. The principal components of the sample were quartz 
39.5%), plagioclase (19.6%), potassium feldspar (9.3%), mi- 
as (13.4%), and carbonates (calcite 6.8% and dolomite 
.3%). The eastern stations (9 and 10) showed high similar- 
ties, with the principal components being clays consisting 
f illite and smectite (approximately 40%), approximately 
5% quartz, around 10% plagioclase (13 and 7), and 10% and 
5% chlorite. The 11th sample had the highest content of 
arbonates, consisting of calcite and dolomite (8% and 3%, 
espectively). The sample from the front of the Kronebreen 
lacier had a varied composition, with the highest content 
f dolomite in both fjords (30.1%), quartz (23.2%), feldspars 
8.5%), micas (10.6%), illite and smectite (15.2%) chlorites 
5.1%), and calcite (4.0%) ( Table 1 , Figure 2 ). 
Given the nature of the samples and the XRD method em- 

loyed (as detailed in the methods section), certain assump- 
ions were necessary to be made in the results description. 
pecifically, halite and calcium sulfates (Gypsum, Bassanite) 
ere deemed to be products of the evaporated seawater. 
his is also reflected in the Table 1 ,where a low content of
ron oxides and hydroxides is deemed uncertain. 

.2. Concentration and Particle size distribution of 
uspended particular matter 

t all the stations examined, the percentage of Particu- 
ate Inorganic Matter (PIM) significantly exceeded that of 
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243 
articulate Organic Matter (POM) and averaged 89.9%. Max- 
mum values of inorganic matter were recorded at stations 
ocated near the meltwater plume, with percentages rang- 
ng from 82.5% to 97.9%. While the share of organic mat- 
er slightly increased with distance from the outflow site, 
he range of inorganic matter share remained high, ranging 
rom 67.9% to 92.7% ( Figure 3 ). 
Figure 4 illustrates the spatial distribution of suspended 

ediment matter concentration in the surface layer. The 
aximum concentrations of SPM occur in the vicinity 
f Paierlbreen (1), Hyrnebreen (4), Kvalfangerbreen (3), 
ashamna (8) in Hornsund, and Conwaybreen (10) in Kongs- 
jord. In Hornsund, the total suspended matter concentra- 
ion (TSM) near the meltwater source within three glacial 
ays where carbonate minerals are prevalent (6, 7, and 
) varies from 16.7 mg/dm3 to 71.71 mg/dm3 , with a 
ean value of 36.72 mg/dm3 . The mean particle inor- 
anic concentration (PIM) is 33.83 mg/dm3 (14.38—68.22 
g/dm3). The organic component of the suspended mat- 
er, on average, does not exceed 14% of TSM ( Figure 3 ).
t slightly distant stations, the average TSM value is only 
2.89 mg/dm3 (SD 2.54). SPM concentrations in Kongs- 
jord follow the same horizontal gradient as in Hornsund, 
ith the highest levels of inorganic material also recorded 
ear the source of the meltwater plume (up to 111.66 
g/dm3 ) ( Figure 3 ). The total suspended particulate mat- 
er (TSM) concentrations in both fjords decrease with dis- 
ance from the meltwater plume source in the surface 
ayer. 

.3. Particle Size distribution 

e observed median particle sizes in Hornsund ranging from 

2.90 μm to 103.75 μm, while in Kongsfjord, we observed 
ontrasting values. Notably, very small particles were found 
ear Blomstradbreen (9) at a size of 37.86 μm, while large 
articles were found near Kronebreen at a size of 123.38 
m. In Hornsund, the biggest particles were observed near 
yrnebreen (4) at a size of 117.37 μm and Korberbreen (7) 
t a size of 103.75 μm ( Figure 5 , Table 2 ). 
The PSD slopes ranged on surface layer (1—5 m) from 

.24 to 3.67 in Hornsund. In Kongsfjord near Blomstrand- 
reen PSD slope is the highest — 3.85, near Kronebreen is 
.26. Steeper slopes indicated that the relative abundance 
f smaller particles was higher, which is clearly visible for 
tation 9 near Blomstrandbreen. On all depths o at 9 station 
edian value of PSD Slope was higher than 3.5, and me- 
ian size of particles was less than 80 μm. PSD slope near 
ashamna has a very wide range of value 3.24 + /— 0.46 
 Figure 6 , Table 2 ). 
The results of the ANOVA test indicate that there is a 

tatistically significant difference between the means of 
he stations for median particle size (F = 13.63, p = 2.09e- 
4) and PSD slope (F = 8.26, p = 2.86e-9). The F-statistic val-
es provide strong evidence against the null hypothesis of 
qual means and the extremely small p-values further con- 
rm this. In order to determine which specific station differ 
rom each other, a post hoc test Tukey was conducted. The 
ukey test revealed significant differences between Station 
 on Blomstranbreen and all other stations (Suplementary 
able 3). 
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Figure 3 The bar chart exhibited the distribution of Particular Inorganic Matter (PIM) and Particular Organic Matter (POM) in 
percentage shares, with each examined glacial bay assigned a numerical designation consistent with Figure 1 . The symbols employed 
in the graph, namely stars and arrows, denoted the collection sites for XRD analysis and the increasing distance from the site of 
water sampling for mineralogical composition, respectively. 

Figure 4 Map of the spatial distribution of Total Suspended Matter Concentration in Kongsfjord (A) and Hornsund (B). 

Table 2 Basic statistic of Median size of Particle, Particular Size Distribution slope (PSD slope) and Total Particluar volume 
concentration (TotVC). 

Sampling site Median size [ μm] std PSD slope mean std TotVC mean std 

1 81.06 3.49 3.29 0.23 111.21 58.27 
2 91.07 8.18 3.39 0.08 33.05 4.39 
3 87.34 6.40 3.32 0.02 31.80 16.37 
4 117.37 12.08 3.37 0.07 39.62 22.63 
5 82.90 4.98 3.42 0.09 122.11 26.23 
6 95.38 1.80 3.67 0.12 23.75 1.51 
7 103.75 16.31 3.61 0.16 79.51 27.83 
8 99.80 22.86 3.24 0.46 60.01 78.91 
9 37.86 26.15 3.85 0.09 49.32 13.02 
12 123.38 13.08 3.26 0.02 95.94 31.26 

244 
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Figure 5 Boxplots of median size of particles over sampling site; box 25—75% quartiles, whiskers — non-outlier range, diamonds —
outliers. 

Figure 6 Boxplots of PSD slope over sampling site; box 25—75% quartiles, whiskers — non-outlier range, diamonds — outliers. 
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. Discussion 

he mineralogical composition of suspended sediments in 
lacial environments is a crucial element that influences po- 
ar ecosystems. Our research has advanced our understand- 
ng of the spatial variability of particle size distribution and 
uspended particle concentration in the region, as well as 
he influence of marine and land-terminating glaciers on 
245 
he mineral composition of particles suspended in the wa- 
ers. In this study, we examined eight glacial bays in Horn- 
und and four in Kongsfjord, which allowed us to provide 
 comprehensive comparison of the conditions provided by 
elting glaciers. While the study of the characteristics and 
istribution of particles in the bays of glacial fjords is of 
 local nature, it is likely that the process is similar in 
ther fjords. The melting of glaciers and the drainage of 
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eltwater through glacial outflows are recognized as the 
ain sources not only of freshwater supply into the fjord but 
lso of accumulated mineral and organic matter ( Anesio and 
aybourn-Parry, 2012 ; Hood et al., 2015 , 2009 ). The el- 
vated levels of particulate matter in the water column 
ead to significant absorption of light, resulting in a de- 
rease in the vertical extent of the euphotic zone, as re- 
orted by Weslawski et al. (1995) and Konik et al. (2021) . 
his decrease was also observed in the Secchi depth mea- 
urements taken in all of the studied glacial bays. The 
roperties of particles and marine snow aggregates, such 
s size, structure, and transparency, also change drasti- 
ally across gradients caused by the various glacier types 
 Trudnowska et al., 2021 ). Therefore, knowledge about the 
mount, nature, and fate of the material released to the 
ater column through increasing glacial melting is critical 
o understanding the biogeochemical mechanisms that sus- 
ain and/or threaten life in the surrounding ecosystems. 
Our findings demonstrate that the concentration of or- 

anic matter (POM) is significantly lower in proximity to 
lacier cliffs, in comparison to the concentration of in- 
rganic matter (PIM) which ranges from 82.5% to 97.9% 

 Figure 3 ). The surface turbid plume exhibited a notice- 
ble decline in SPM concentration, from the meltwater 
ource, during the export process. This reduction could be 
ttributed to several mechanisms. For instance, a signifi- 
ant sedimentation of the coarser sediment fraction had 
lready been documented in the region ( Svendsen et al., 
002 ). Researchers estimated that approximately 90% of the 
ediment originating from the Kronebreen-Kongsvegen com- 
lex was deposited in the first 400m from the ice front due 
o gravitational forces. However, this high concentration of 
norganic matter, observed in close proximity to glaciers, is 
rucial in the biogeochemical cycle, as supported by pre- 
ious studies ( Bhatia et al., 2013 ; Hawkings et al., 2014 ). 
ith respect of climate change, the special attention should 
e given to the carbonate minerals of the suspended mate- 
ial. Moving glacier ripping minerals form solid rocks found 
n its bedrock and transported with meltwater to marine 
nvironment. CaCO3 is one of the more mobile chemical 
ompounds and could play important role in circulation of 
reenhouse gas CO2 ( Bukowska-Jania, 2007 ; Fairchild et al., 
994 ; Martini et al., 2001 ). In the immediate vicinity of 
hree bays, including Gashamna (8), near Korberbreen (7), 
nd in Samarinvagen (6), as depicted in Figure 2 , XRD anal- 
sis revealed a high content of carbonate minerals. Carbon- 
te rocks of early Ordovician age, which may have been 
roded by glaciers, are present in the area. Additionally, 
upplementary Table 1 provides further details on the rocks 
ound in the region. While carbonate rocks also occur in the 
icinity of Paierlbreen (1), mineralogical analysis of these 
ocks revealed only 8% calcite by weight and less than 2% 

olomite. The Cambrian and Early Ordovician age of the 
ocks was ascertained through geological studies, and these 
ocks are abundant on both sides of Burgerbukta Bay. How- 
ver, it is likely that these rocks represent only a small por- 
ion of the Paierlbreen glacier bedrock. In light of the find- 
ngs reported by Ericson et al. (2019 , 2018 ), it is noteworthy 
hat the freshwater input resulting from glacier retreat can 
nhance the uptake of CO2 and exacerbate ocean acidifica- 
ion. However, the impact of such freshwater input can be 
iminished or even entirely mitigated if it contains a higher 
246 
lkalinity due to its passage through carbonate or silicate- 
ich bedrock. The nutrient delivery from melting glaciers 
ffects the primary productivity in the ocean, as stated by 
rrigo et al. (2017) and Bhatia et al. (2013) . Historically, it 
as believed that nitrogen (N) and phosphorus (P) were the 
rimary nutrients essential for maintaining primary produc- 
ivity. However, recent evidence suggests that silicon (Si), 
ron (Fe), and other micronutrients are also crucial for main- 
aining primary productivity and shaping the phytoplankton 
ommunity structure ( Gerringa et al., 2012 ; Moore et al., 
013 ; Sunda, 2012 ). For instance, Si is vital for diatoms, 
hich are the main component of marine phytoplankton 
looms and play a significant role in ocean ecology and the 
lobal carbon cycle, as it is the key component of their cell 
alls. Additionally, the supply of Fe is critical for building 
he intercellular photosynthetic apparatus and nitrogen ac- 
uisition enzymes. 
The mineral composition of the studied glacial bays 

aries significantly (as depicted in Figure 2 ) due to differ- 
nces in glacial bedrock geology, age, and glacier erosion 
ate (as presented in Supplementary Table 1). The mechan- 
cal denudation of bedrock in glaciated catchments and el- 
vated specific discharge ( Hallet et al., 1996 ) are key fac- 
ors that increase the supply of nutrients in polar regions. 
edrock crushing due to glacial erosion exposes trace re- 
ctive components in the rock to chemical weathering and 
enerates highly reactive particles with large surface areas. 
he transport of glacially-derived nutrients from land to sea 
ccurs either as dissolved or adsorbed on the suspended 
atter or reactive minerals. In glacierised basins, the flux 
f labile nutrients associated with suspended matter is sig- 
ificantly higher than the dissolved load ( Anderson et al., 
000 ). The suspended matter with a very high specific sur- 
ace area > 4 m2 g—1 ( Telling et al., 2015 ) is formed from
hysical weathering through the comminution of bedrock. 
hese properties facilitate the adsorption of dissolved nutri- 
nts on the surface of suspended particles and create high 
eactive amorphous mineral surfaces ( Hawkings et al., 2018 , 
014 ). 
It has been observed through in situ measurements in 

his study that the particle median size characteristics in 
ifferent glacial bays vary depending on the dominance of 
istinct mineralogical compositions ( Figure 5 ). This may 
ndicate differences between meltwater plums regarding 
article sinking, aggregation and particle composition. The 
tudy conducted by Sagan and Darecki (2018) reported that 
he median particle size in the Kongsfjorden glacier area 
as 110.4 μm and 79.4 μm in the Hornsund area. In our 
tudy, measurements were conducted in the close vicinity 
f tidewater glaciers or river plumes in Hornsund, and the 
edian size ranged from 82.9 μm to 103.7 μm. It can be 
oncluded that at the outflow, the particles are larger, but 
hey can sediment quite quickly, and the finest particles 
emain on the surface until they form larger clusters. This 
rend of increasing particle size with distance from the 
hore was also observed in two northern Svalbard fjords, 
ijdefjorden and Rijpfjorden ( Trudnowska et al., 2020 ). 
In conclusion, the multifaceted interactions between 

lacial processes and marine ecosystems underscore the 
rofound implications of glacial meltwater on polar marine 
nvironments, highlighting the urgency for continued re- 
earch and monitoring in these rapidly changing landscapes. 
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. Conclusion 

he glacial meltwater runoff in both Spitsbergen fjords sig- 
ificantly increases the concentration of silicate, carbon- 
te, and other minerals in the surface water. Tidewater 
laciers also contribute to a turbid water plume during the 
ummer months, which alters the optical properties of the 
lacial bay. A comprehensive set of XRD, LISST, and SPM 

easurements were conducted, revealing several key find- 
ngs: (1) The mineralogical composition of the suspended 
ediment exhibits a high degree of spatial variability; (2) 
PM concentrations are very high near the source of the 
eltwater plume and contain a high content of mineral 
articles, particularly inorganic matter, with concentrations 
anging from 82.5% to 97.9% of TSM; (3) The particle size dis- 
ribution (PSD) reflects the mineral composition of the sus- 
ended sediment. These findings provide valuable insights 
nto the mineralogical composition of suspended sediments 
n glacial environments and its broader implications for po- 
ar ecosystems. The findings have potential applications in 
nderstanding biogeochemical mechanisms, light absorp- 
ion patterns, and nutrient delivery mechanisms in glacial 
egions. 
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Błachowkiak-Samołyk, K., 2020. Particles, protists, and zoo- 
plankton in glacier-influenced coastal Svalbard waters. Estuar. 
Coast. Shelf Sci. 242 (2020), 106842. https://doi.org/10.1016/ 
j.ecss.2020.106842 

rudnowska, E., Lacour, L., Ardyna, M., Rogge, A., Irisson, J.O., 
Waite, A.M., Babin, M., Stemmann, L., 2021. Marine snow mor- 
phology illuminates the evolution of phytoplankton blooms and 
determines their subsequent vertical export. Nat. Commun. 12, 
1—13. https://doi.org/10.1038/s41467- 021- 22994- 4 

rbanski, J.A. , Stempniewicz, L. , Węsławski, J.M. , 
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Elżbieta Maszloch 

a , Kamila Wirkus 

a 

a Polish Geological Institute — National Research Institute, Marine Geology Branch, Gdańsk, Poland 
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Abstract Coastal erosion is one of the major problems in coastal management. To adapt to 
it, and prevent it where possible and needed, it is important to recognize the temporal and 
spatial scale of the phenomenon as well as its causes. This paper describes the rapid erosion 
rate along an approximately 2.25 km stretch of the southern Baltic coast. The erosion occurs 
within a nature reserve, which is not subject to direct anthropogenic impact. Historical maps 
and modern remote sensing were used to trace changes in the shoreline position from 1875 
to the present, and detailed DTMs derived from airborne LiDAR were used to trace elevation 
changes of the beach and dunes over the past years. The weighted maximum annual erosion 
rate since 1875 averages 2.3 m. An increase in this annual erosion rate has been observed 
since the turn of the millennium. The maximum average erosion rate from 2001 to 2005 was 
15 m/year. The erosion has caused serious changes in elevation within the inland part of the 
coastal zone, manifested by a reduction in the width of the beach and a decrease in the height 
of the beach and dunes. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

oastal erosion is a worldwide phenomenon and one of 
he major problems in coastal management. To adapt to 
t, and sometimes prevent it, it is important to recognise 
he temporal and spatial scale of the phenomenon and its 
auses. Of special interest and importance are the shore- 
ine segments where recession rates are significantly higher 
han for neighbouring shoreline segments. These areas of 
rosion anomalies (sensu Galgano, 2007 ) or so-called “ero- 
ional hot spots — EHSs” (sensu Kraus and Galgano, 2001 ) 
re a serious problem causing significant losses to coastal 
reas of high value, including natural habitats, and ar- 
as of economic importance such as forests, agricultural 
and, tourist resorts and residential areas. In general, EHSs 
re classified according to the duration of existence, lat- 
ral extent, processes responsible for the erosion, and pre- 
ominant erosion mechanism as longshore or cross-shore 
ransport ( Kraus and Galgano, 2001 ). There are a number 
f natural and anthropogenic factors that cause beaches 
o erode at anomalous rates (e.g. Benedet et al., 2007 ; 
ridges, 1995 ; Esteves and Finkl, 1998 ). Possible natural 
easons that cause EHSs are evaluated, i.a. in terms of wave 
ransformation over bathymetric irregularities located both 
ffshore and shoreface, alongshore grain-size distribution, 
nd shoreline orientation. EHSs are also frequently observed 
n response to human interventions such as the construction 
f jetties in river mouths or entrances to harbours, as well 
s to coastal protection structures like groins and seawalls. 
 Dean et al., 1999 ; Kraus and Galgano, 2001 ). The identi- 
cation and assessment of EHS is crucial for coastal zone 
anagement. 
Erosion is also a pervasive problem in the Polish 

oastal zone of the southern Baltic Sea. Studies of 
olish coasts have a long tradition ( Furmańczyk, 1994 ; 
urmańczyk and Musielak, 1999 , 2002 ; Musielak et al., 
017 ; Zawadzka, 1999 , 2012 ; Zawadzka-Kahlau, 1999 ), how- 
ver, they have mostly been limited to tracking changes 
n the position of the coastline. More valuable explana- 
ory research focused on identifying coastal sections par- 
icularly affected by erosion, and attempting to determine 
he causes of erosion, were mainly limited to cliff coasts and 
ere mainly published in Polish journals ( Subotowicz, 1991 ; 
ścinowicz et al., 2004 ). Studies focused on the identifica- 
ion of EHSs in relation to barriers along the Polish coast 
nd cause-effect analyses of temporal changes in the rate 
f erosion are extremely rare. 
This paper describes the spatial and temporal character- 

stics of a recently identified EHS that has modified an un- 
nterrupted sandy coast completely free of human interven- 
ion. We present a case study of one of the most severely 
roded sections of the Polish coast, tracking the range of 
oastal erosion and specifically changes in the erosion rates 
o define and understand EHS. In particular, we seek to an- 
wer the following questions: 

) How fast annually the coastal retreat can be, 
) How and why the rate of coastal erosion has changed, 
) If the location of the EHS is stable or changes over time 
and space, 
) What causes anomalously rapid local coastal erosion. a

251 
. Regional setting 

he Polish coast of the Baltic Sea has a total length of 498
m (without internal lagoonal coasts). The coastal zone, as 
entral and northern Poland, is dominated by Pleistocene 
lacial and glaciofluvial deposits. In terms of morphology 
nd geological structure, three types of coasts are dis- 
inguished: cliffs (ca. 101 km), barriers (ca. 380 km) and 
oasts similar to wetlands (ca. 17 km). The entire south- 
rn Baltic coast has been subject to erosion processes for 
enturies. Most of the cliffs have been affected by signifi- 
ant levels of erosion ( Subotowicz, 1995 ; Terefenko et al., 
019 ; Uścinowicz et al., 2017 ). Behavioural changes taking 
lace along the barrier coast are more complex. Most bar- 
iers are eroded to varying degrees and rates ( Deng et al., 
017 ; Zawadzka, 2012 ), but unlike cliffs, they can recover 
nd build seaward. A minor part of the Polish barrier coast 
s relatively stable or aggrading. While analysing changes 
n the location of the coastline on a decadal time scale, 
rosion-accumulation systems of different spatial scales 
ere identified, with the predominance of erosion pro- 
esses ( Zawadzka, 1999 ). The average rate of shoreline re- 
reat within the erosive sections was about 0.5—2 m/year, 
epending on the location and period of measurements 
 Meier et al., 2022 ; Michałowska and Głowienka, 2022 ; 
awadzka, 1999 ). 
The study area extends from east to west along an ap- 

roximately 5.5 km stretch of barrier coastline between 
7 °49′ 16′′ and 18°23′ 12′′ E, between the villages of Dębki and 
arwia. According to the state coastline division system for 
he Polish coast, it stretches between km 142.5 and km 148 
 Figure 1 ). The area has been affected by rapid coastal ero-
ion during the past decades. The marine part of the site is 
ntirely within a Natura 2000 Special Area of Conservation 
PLB990002 — Przybrzeżne Wody Bałtyku). The land part of 
he area is partly within the Coastal Landscape Park and, at 
he same time, within the Widowo Nature Reserve (Habitat 
ite PLH220054). The study area can be considered as an 
rea where coastal processes are not directly disturbed by 
nthropogenic factors. Beach nourishment and the nearest 
reakwaters disturbing the longshore sand transport are lo- 
ated in Łeba, ca. 40 km west of the study area. To the east
f the study area, an embankment has been constructed 
long a stretch of approximately 2 km to protect the fore- 
une and coastal lowland against storm surge flooding. 
The Baltic Sea is an intracontinental, semi-enclosed, 

rackish and non-tidal sea. The climate of the Baltic Sea 
egion is influenced by the large-scale atmospheric circula- 
ion and shows a strong seasonal cycle, but also large inter- 
nnual to multidecadal variability. There are no significant 
ong-term trends in wind speed and direction, but there is 
onsiderable decadal variability. Correspondingly, there are 
o clear indications of long-term trends in the frequency of 
torm surges and wave height ( Bärring and Fortuniak, 2009 ; 
limate Change in the Baltic Sea, 2021 ; HELCOM, 2007 , 
013 ; Rutgersson et al., 2014 ). 
In general, westerly winds dominate over the southern 

altic Sea region. Typically, the highest wind speeds are as- 
ociated with the passage of strong extratropical cyclones. 
hese systems, and thus wind extremes, are most frequent 

nd intense in the winter season. The wave climate in the 
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Figure 1 Location of the study area. Source of bathymetry — Polish Geological Institute — National Research Institute; source of 
DTMs — Maritime Office in Gdynia and Military Centre of Geodesy and Remote Sensing, and IT system for the Country’s Protection 
Against Extreme Hazards (ISOK). 
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altic Sea strongly depends on the wind field, and conse- 
uently, waves from the western sector (SW, W, NW) dom- 
nate. Representative wave data for the study area are de- 
ived from the Coastal Research Station of the Institute of 
ydro-Engineering of the Polish Academy of Sciences in Lu- 
iatowo, located ca. 18 km to the west ( Ostrowski et al., 
016 ). Waves from the western sector occur for ca. 50% of 
he year, more than from the eastern sector (NE, E, SE —
2%) and the northern sector (13.5% of the year). Storm 

inds ( > 15 m/s) and waves also mostly come from SW, 
 and NW. During heavy storms, the parameters of deep- 
ater waves may exceed: Hmax > 7 m, Hs > 4 m, Hmean > 3 
, Ts > 9 s, Tmean > 8 s. Owing to the existence of sand- 
ars, most of the wave energy is dissipated when approach- 
ng the shore ( Pruszak et al., 2011 ). In storm conditions, 
owever, return currents in the surf zone reach velocities 
f up to 0.5 m/s, while the greatest velocities of longshore 
urrents reach 1.2—1.5 m/s. Driven by longshore currents, 
he annual resultant (net) longshore sediment transport on 
he shoreface (in the zone up to 650 m from the shore) is 
a. 111,000—145,000 m3 /year, directed from west to east 
 Szmytkiewicz et al., 2021 ). 
In general, the sea level is rising along the entire south- 

rn Baltic coast. According to the nearest mareographic sta- 
ion located in Władysławowo, ca. 20 km east of the study 
rea, the average rate of water-level rise in the period 
951—2015 was 2.04 mm/year ( Kowalczyk, 2019 ). In addi- 
ion to long-term water-level rise, there are also sudden 
vents when extremely high water level reaches of about 
.5 m above m.s.l. (mean sea level) within a few hours, dur- 
ng the migration of low-pressure storm systems. The max- 
252 
mum recorded water level in Władysławowo was 1.38 m 

bove m.s.l. ( Wísniewski et al., 2009 ). 
Morphologically, the coast in the area of interest is dis- 

ipative, with multiple nearshore bars and a lowland in the 
interland. The surface of this lowland is at 0.7—1.5 m a.s.l. 
nd is cut by a network of drainage ditches. The barrier sep- 
rating the lowland from the sea is relatively narrow and 
ow. The width of the beach is 40—50 m in summer and is
educed to 10—20 m during autumn and winter storms. A 
trip of morphologically variable dunes extends landward 
eyond the beach. A 3—5 m high foredune occurs only in 
he western and eastern parts of the study area. The mid- 
le section, ca. 2 km long, is heavily eroded, so there is no
oredune. Directly adjacent to the beach are dunes up to 
bout 20 m high, which are erosional remnant of parabolic 
unes ( Figure 2 ). 
The shoreface (underwater coastal slope) reaches a 

idth of 1.0—1.3 km and an has average inclination of ca. 
:100. In the upper part of the shoreface, up to a depth of
—6 m b.s.l. (below sea level), there are two to three low 

andbars with a crest-to-trough amplitude of 0.5—2.5 m. 
he first sandbar, closest to shore, is usually a highly eroded 
orm, i.e. faintly defined and merging with the beach. The 
econd sandbar is more clearly defined along the length of 
he shore. Located at a distance of ca. 150—200 m from 

hore, it is semi-permanent and mostly continuous. The 
hird sandbar, approximately 400—500 m from shore, is frag- 
ented in places and transitions into a slightly inclined to 
he north sandy flat. This plain forms the lower shoreface 
nd extends to an approximate depth of 10—12 m b.s.l. The 
horeface at a depth of ca. 10—12 m b.s.l. is marked by 
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Figure 2 Geological map of the study area (Polish Geological Institute — National Research Institute materials). 

Figure 3 Geological cross-sections through the study area. The cross-section lines are shown in Figure 2 (Polish Geological Insti- 
tute — National Research Institute materials). 
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 gradient change. In the northern part of the study area, 
eaward of the sandy plain at a depth of 12—20 m, there 
re shoreface-connected ridges with a depression between 
hem. The axis of this swale is NW-SE oriented, i.e. obliquely 
owards the shore. 
The onshore subsurface of the study area is composed 

f Quaternary formations with a thickness of ca. 40—50 m 

nd consists mainly of a Pleistocene sequence of sand of 
laciofluvial and glaciolimnic origin and till. Holocene peat 
ith a thickness of up to 1.5 m forms the surface of the 
owland ( Figures 2 and 3 ). Thin layers of storm surge de- 
osits ( Moskalewicz D., 2016 ) and/or aeolian sands interfin- 
er with the peat at the barrier-lowland transition zone 
 Uścinowicz et al., 2021 ). 
As for the marine subsurface of the study area, the top- 
ost part of the Pleistocene deposits was partly eroded dur- 

ng the Holocene marine transgression. Despite this trunca- 
ion, the geological structure of the Pleistocene deposits is 
imilar to its terrestrial equivalent. The overlying Holocene 
eposits are dominated by marine sand and, locally, gravel. 
253 
he thickness of marine sediments ranges from a few cm to 
—4 m ( Uścinowicz et al., 2018 ). The largest thickness oc- 
urs within the sandbars and sand ridges. These landforms 
re composed of medium and fine sand with Macoma sp. 
hells and fragments of shells. In the depressions of the 
eabed between the sandbars and between the sand ridges, 
oarse-grained sand, locally with gravel admixture, occurs. 
ere, the thickness of marine sediments is locally reduced 
o a few centimetres. 

. Material and methods 

n extensive remote sensing analysis was carried out for 
he study area, comparing multi-temporal digital elevation 
odels and tracking changes in the position of the shore- 

ine in relation to the oldest available and processed car- 
ographic materials. The unquestionable advantage of this 
ethod is the possibility of quantifying changes over dif- 
erent periods. The following materials were used for this 
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nalysis: (1) LiDAR data acquired by airborne laser scanning 
erformed as part of coastal monitoring by the Maritime Of- 
ce in Gdynia; (2) geoprocessed maps, aerial photos, DEMs 
nd shorelines established/generated from these products 
hat each represent the situation for a specific time. 
According to the Maritime Office report, the airborne Li- 

AR mapping was designed to have at least one flight profile 
ver water, so that the LiDAR beam could scan the northern 
ide of dune slopes. The survey was carried out with the 
ater level not exceeding 10 cm above m.s.l. The average 
canning density was 8 points/m2 and the overlap between 
reas covered with LiDAR beam was at least 20%. The total 
idth of the mapped coastal zone was about 0.5 km. 
Multi-temporal digital elevation model was developed to 

how changes in the topography of the coastal zone between 
016 and 2020. Individual digital elevation models have an 
verage z (vertical) value inaccuracy of about 0.15 m. A se- 
ies of control points were selected to check height differ- 
nces between the individual DEMs to minimize the error in 
-values on the final multi-temporal model. The maximum 

naccuracy of two DEMs varied and ranged from 0.05 to 0.35 
. 
The uniformity of the DEMs output allowed the compari- 

on of models created based on different measurement se- 
ies at different times. This methodological approach al- 
owed vertical changes to be quantified. For the purpose 
f the analysis, the vertical changes between —0.5 and 0.5 
 were classified as the “stable” state (gray), with positive 
alues (two classes 0.5—2 m and 2—5 m) corresponding to 
n increase in the height of the measured areas (green) and 
egative values (two classes —0.5— —2 m and —2— —5 m) 
orresponding to a decrease in height (red). The obtained 
ulti-temporal model provides information about the ver- 
ical changes that occur in individual coastal sections and 
acilitates the general parameterisation of these changes. 
A second indicator of coastal change, shoreline mi- 

ration, can be analysed for a longer time horizon. The 
875 shoreline generated from a geoprocessed, German 
rchival topographic map (Topographische Karte, Messtis- 
hblatt 1:25,000, 136-Dembek) was compared with those 
rom 1958, 1980, 2001, 2005, 2010, 2016 and 2020 ( Table 1 ). 
he Messtischblatt maps are characterised by a high level 
f accuracy, reaching up to 4—6 m compared to modern 
artographic materials ( Deng et al., 2017 ). The shoreline 
n modern topographic maps (1980, 2001 — a year of the 
artographic survey) is a linear feature with a width of ap- 
roximately 0.5 mm. The position of the shoreline was GIS- 
igitized directly from the official cartographic materials. 
his methodological approach permits an accuracy of a few 

etres and ultimately up to 10 m, which depends on the ac- 
uracy of the original map. A similar procedure was applied 
o orthophotomaps (1958, 2005) and ultimately the fitting 
ccuracy can be estimated at a level of 5 m, which in this 
ase depended on the resolution and pixel size of the orig- 
nal photo. With regard to the DEMs, the shoreline was 0 m 

bove sea level. The validity of this procedure was verified 
y comparing the shoreline derived from an orthophotomap 
aken at the same time. The shoreline position derived from 

he DEMs has an accuracy of 5 m, resulting from the orig- 
nal DEMs resolution. For technical reasons (the shoreline 
erges to the map frame), it was not possible to determine 
T T D D T A T T A D D D

254 
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Figure 4 Shoreline position changes. 
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he position of the shoreline in 2001 in the vicinity of km 

42—144 (the eastern part of the study area). 
Additionally, to compare peak values of shoreline 

hanges over time, the areas of erosion and accretion were 
alculated. For this purpose, the study area was divided 
nto three sections bordered by “nodal points” correspond- 
ng to the EHS and adjacent areas. In these sections, the 
rea bounded by the two respective shorelines was mea- 
ured. Each created polygon was classified as either an area 
f erosion or accumulation depending on the layout of the 
oundary lines. The total area of erosion and accumulation 
n each section was then counted. In cases where the full 
ourse of shoreline was not available (due to lack of data) 
n a given section, polygons were created only based on the 
art covered by the common range. In this case, the results 
btained should be regarded as minimum values. The data 
repared in this way were used to calculate the average 
ongshore erosion/accretion. This was achieved by dividing 
he respective area of erosion/accretion by the correspond- 
ng length of the shoreline. 

. Results 

he general trend in changes of the coastal zone was anal- 
sed by comparing the changes in the erosion/accretion ar- 
as and position of the shoreline in 1875, 1958,1980, 2001, 
005, 2010, 2016 and 2020 ( Figure 4 ). The oldest analysed 
horeline in the study area, i.e. the shoreline from 1875, 
s located mainly in the present sea area and encroaches 
n land at km 142.6 and 146.0 of the Polish coast. Only 
n a small, 0.5-km-long section (between km 144.45 and 
255 
44.95), is the 1958 shoreline located slightly (at most about 
6 m) seaward of the 1875 shoreline. Even younger shore- 
ines are located landward, but still in the sea area. They 
ross the present-day shoreline between km 143.4—143.7 
o the east and km 145.3—145.6 to the west of the EHS. 
he strongest erosion occurred within a 2.2-km-long sec- 
ion between km 143.4 and 145.6 ( Figure 4 ). The maximum 

horeline retreat within this section was about 150 m be- 
ween 1875 and 2020 and about 170 m between 1958 and 
020. As a result, a concave erosional section of ca. 3.4 km 

as been forming since at least 1875 ( Figure 4 ). Owing to
ts large scale and high rate of erosion, it can be classified 
s an EHS ( sensu Kraus and Galgano, 2001 ). When analysing 
n more detail the changes in the location of the shorelines 
ithin the hot spot over different periods, a large variability 
n the areas of erosion/accretion, range and rate of shore- 
ine displacement was found, with erosion by far the dom- 
nant factor ( Tables 2—4 and Figure 4 ). Between 1875 and 
958, the shoreline mostly shifted landward by an average 
f 25 m at an average rate of up to 0.3 m/year; only lo-
ally, in a 0.5-km section, it shifted seaward by a maximum 

f 36 m. The peak values and average peak rate were re- 
pectively 64 m and 0.8 m/yr. Next, in the period 1958—
980, the shoreline retreated by an average of 14 m (peak 
alue of 64 m) with a corresponding average rate of 0.6 
/yr (peak rate increasing to 2.9 m/yr), but there were 
lso short sections where the shoreline shifted seaward by 
p to 25 m. 
Since 1980, no local accumulation has been recorded 

ithin the hot spot, while erosion clearly accelerated at 
he turn of the millennium. Between 1980 and 2001, the 
horeline shifted at an average 14 m (peak value up to 33 
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Table 2 Shoreline position changes within the erosional hot spot and boundary areas. 

Period 

Shoreline position changes 
within the western boundary 
area (west of km 145.600) 

Shoreline position changes 
within the “erosional hot spot”
(km 143.4—145.6 km) 

Shoreline position changes 
within the eastern boundary 
area (east of km 143.4) 

1875—1958 local state of equilibrium local state of equilibrium erosion up to ca. 95 m 

erosion up to ca. 70 m mostly erosion up to ca. 64 m 

accretion up to ca. 30 m local accretion up to ca. 36 m 

1958—1980 erosion up to ca. 22 m local state of equilibrium accretion up to ca. 21 m 

mostly erosion up to ca. 64 m 

local accretion up to ca. 25 m 

1980—2001 accretion up to ca. 50 m erosion up to ca. 33 m lack of data 
local state of equilibrium 

2001—2005 local state of equilibrium erosion up to ca. 61 m lack of data 
local erosion up to ca. 20 m 

local accretion up to ca. 25 m 

2005—2010 local state of equilibrium local state of equilibrium local state of equilibrium 

local erosion up to ca. 29 m mostly erosion up to ca. 33 m local erosion up to ca. 20 m 

local accretion up to ca. 43 m local accretion up to ca. 26 m local accretion up to ca. 40 m 

2010—2016 local state of equilibrium erosion up to ca. 42 local state of equilibrium 

local erosion up to ca. 28 m local state of equilibrium local erosion up to ca. 15 m 

local accretion up to ca. 37 m local accretion up to ca. 37 m 

2016—2020 local state of equilibrium erosion up to ca. 31 m local state of equilibrium 

local erosion up to ca. 33 m local state of equilibrium local erosion up to ca. 13 m 

local accretion up to ca. 26 m local accretion up to ca. 10 m 

m
a
2
m
t
a
m
m
i
s
T
t
u
o
a
7

c
(
t
y
o
5
a
f
E
d

t
2
T
e
i
c
a

s
h
t
m
t
d
t
2
c
B
g
m
a  

t
(  

s
m
c
w

 landward), but the average rate was still relatively slow 

t about 0.7 m/yr (peak rate 1.6 m/yr), whereas between 
001 and 2005 the average retreat reached 31 m (up to 61 
), at a rate of 7.7 m/yr (peak average of 15.3 m/yr!). In 
he period 2005—2010, the position of the shoreline gener- 
lly retreated by an average of 6 m (peak value up to 33 
), corresponding to an average rate of 1.1 m/yr and maxi- 
um rate of 6.6 m/yr, and locally shifted seaward by a max- 

mum of 26 m. After this period of a relatively slower rate of 
horeline retreat, the process of erosion accelerated again. 
his manifested itself in average shoreline retreat across 
he erosional hot spot by approximately 21 m (peak value 
p to 42 m) in the period 2010—2016 and a further average 
f 13 m (maximum 31 m) in the period 2016—2020 at aver- 
ge rates 3.5 and 3.2 m/yr, respectively (maximum rates of 
.0 and 7.8 m/yr) ( Tables 2 and 3 , Figure 4 ). 
Transformation within the EHS can also be reflected by 

hanges in the area undergoing erosion or accumulation 
 Tables 3 and 4 ). These changes correlate very well with 
he phenomena described above and are based on the anal- 
sis of the position of the shorelines. Based on an analysis 
f the area subject to net erosion, it can be assumed that 
4 591 m2 were lost between 1875 and 1958. This results in 
n average loss of 658 m2 /year. Between 1958 and 1980, a 
urther 30 942 m2 (1 406 m2 /year) was eroded within the 
HS. In the next analysed period (1980—2001), these values 
ecreased and amounted to 24 574 m2 (1 170 m2 /year), only 
256 
o increase again at the turn of the century, i.e. between 
001 and 2005, amounting to 55 744 m2 (13 936 m2 /year). 
he period from 2005 to 2010 saw a repeated decrease in 
rosion (12 441 m2 ; 2 488 m2 /year). Conversely, the follow- 
ng years 2010— 2016 and 2016— 2020 show a renewed in- 
rease in land loss, 45 818 m2 and 28 467 m2 (7 636 m2 /year 
nd 7 117 m2 /year, respectively). 
The range of changes on both sides of the erosional hot 

pot was much smaller, but more variable in terms of be- 
aviour. East of the erosional hot spot, i.e. east of km 143.4, 
he shoreline moved landward by an average of 29 m and a 
aximum of about 95 m between 1875 and 1958. During 
he next measurement period 1958—1980, erosion slowed 
own and even reversed to accretion in some places, with 
he shoreline shifting seaward by an average of 4 m (up to 
1 m). Unfortunately, it was not possible to describe the 
hanges between 1980 and 2001 for this coastline section. 
etween 2005 and 2010, the position of the shoreline moved 
enerally landward by an average value of 5 m and a maxi- 
um of approximately 20 m and locally shifted seaward by 
n average of 13 m (up to 40 m). Between 2010 and 2016,
he changes were similar, varying between a local retreat 
average of 7 m and up to approximately 15 m) and a local
eaward shift (average of 10 m and maximum measured 37 
). Between 2016 and 2020, the position of the shoreline 
hanged only slightly and oscillated between a local sea- 
ard or landward shift. Therefore, the period from 2005 
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Table 3 Area of erosion/accretion changes within the erosional hot spot and boundary areas. 

Period Area of erosion/accretion changes within the 
western boundary area (west of km 145.6) 

Area of erosion/accretion changes within the 
“erosional hot spot” (143.4—145.6 km) 

Area of erosion/accretion changes within the 
eastern boundary area (east of km 143.4) 

Dominant 
process 

Total area 
[m2 ] 

Longshore average 
erosion (total 
area/length of 
shoreline) [m] 

Dominant 
process 

Total area 
[m2 ] 

Longshore average 
erosion (total 
area/length of 
shoreline) [m] 

Dominant 
process 

Total area 
[m2 ] 

Longshore average 
erosion (total 
area/length of 
shoreline) [m] 

1875—1958 erosion∗ 30163 20 erosion 63643 29 erosion∗ 43823 29 

accretion∗ 8768 6 accretion 9052 4 accretion∗ 0 0 
1958—1980 erosion∗ 19642 13 erosion 44729 20 erosion∗ 118 0 

accretion∗ 6706 4 accretion 13787 6 accretion∗ 5370 4 

1980—2001 erosion∗ 0 0 erosion∗∗ 24867 14 lack of data lack of data lack of data 
accretion∗ 48547 32 accretion∗∗ 293 0 

2001—2005 erosion∗ 1585 1 erosion∗∗ 57043 32 lack of data lack of data lack of data 
accretion∗ 10638 7 accretion∗∗ 1299 1 

2005—2010 erosion 21444 9 erosion 22964 10 erosion 4606 5 
accretion 17180 7 accretion 10523 5 accretion 11920 13 

2010—2016 erosion 10782 4 erosion 46637 21 erosion 6723 7 
accretion 25627 11 accretion 819 0 accretion 9183 10 

2016—2020 erosion 23234 10 erosion 30867 14 erosion 6264 7 
accretion 7161 3 accretion 2400 1 accretion 1784 2 

257
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Figure 5 Multi-temporal DTM presenting the vertical change in beach and dune profiles between 2016 and 2020. 
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an be referred to as a “state of equilibrium” ( Figure 4 , 
ables 2 and 3 ). 
West of the erosional hot spot, i.e. west of km 145.6, the 

oast is characterised by the presence of a few local transi- 
ion zones, i.e. points along the coast where local changes 
n erosion/accretion trends are observed. This is manifested 
y the oscillatory nature of changes. For instance, in the 
eriod 1875—1958, the average shoreline retreat was 20 m 

hile the maximum shoreline retreat was up to 70 m, but in 
he same period, nearby areas experienced seaward shore- 
ine migration (average value of 6 m and up to 30 m). While 
verage and peak values of coastal erosion were lower be- 
ween 1958 and 1980, with a shoreline retreat of 13 m (up 
o 22 m), average values of seaward accretion were 4 m 

ith peak values up to 50 m. The period between 1980 
nd 2001 was characterised by seaward migration of the 
horeline with an average of 32 m and maximum value of 
0 m. The subsequent periods can be described as a state 
f equilibrium with a minor dominance of seaward shifts of 
he shoreline: 2001—2005 average 7 m, up to 25 m, 2005—
010 average 7 m, up to 43 m, 2010—2016 average 11 m, 
p to 37 m, 2016—2020 average 3 m, up to 26 m, while 
he erosion rate was as follows: 2001—2005 average 1 m, 
p to 20 m, 2005—2010 average 9 m, up to 29 m, 2010—
016 average 4 m, up to 28 m, 2016—2020 average 10 m, 
p to 33 m. 
Although changes in the shoreline position within the 

astern and western boundary zones of the erosional hot 
pot were relatively small and varied in time and space, it 
an be observed that accretion prevailed in the west and 
rosion prevailed in the east, with the erosional centre mov- 
ng eastwards ( Tables 2 and 3 , Figure 4 ). 
258 
The above identification of the EHS and the two adjacent 
reas is clearly reflected in mapped vertical changes in the 
elief, i.e. changes in the volume of sediments in the inland 
art of the coastal zone. However, the western part of the 
HS shows the opposite, vertical accretion. The central and 
astern parts of the EHS are marked by decreased dune and 
each height as well as reduced beach width ( Figure 5 ). The
each was lowered by 0.5 to 1.5 m, but the most signifi- 
ant changes are observed within the remnant of parabolic 
unes, up to 19 m above sea level ( Figure 6 ). The reduction
n height of the seaward slope of these dunes as well as on
djacent foredunes amounts to more than 2 m ( Figure 5 ). In
eneral, the beach and dunes in the western part of the EHS 
re in a state of equilibrium, with a local small increase in 
each height ( Figure 5 ). Importantly, these vertical changes 
ndicate an eastward shift of the EHS. 
The elevation changes outside the erosional hot spot, i.e. 

ast of km 143.4 km and west of km 145.6, show that they
re much more stable. In between small, sparse, isolated 
atches of fields with a negative trend of change from —0.5 
o —2 m, positive trends in elevation between 0.5 to 2 m 

ere also recorded and can be considered dominant. They 
re mainly located at the base of and within the dunes, but 
lso on some parts of the beach. 

. Discussion 

he average rate of coastal retreat during 145 years be- 
ween 1875 and 2020 was not steady over time. During 
he first 83 years (1875—1958), the average shoreline re- 
reat was only 0.3 m/yr (average rate measured from peak 
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Table 4 Shoreline retreat rates (pick and average) and area loss calculated for the “erosional hot spot”. 

Measured 
period 

Maximum 

shorline 
erosion [m] 

Average peak 
shoreline 
erosion rate 
[m/yr] 

Net longshore 
average 
erosion [m] 

Average shoreline erosion 
rate (calculated from 

longshore average 
erosion) [m/yr] 

Area of net 
erosion [m2 ] 

Average rate 
of area loss 
[m2 /yr] 

1875—1958 64 0.8 25 0.3 54591 658 
1958—1980 64 2.9 14 0.6 30942 1406 
1980 —2001 33 1.6 14 0.7 24574 1170 
2001—2005 61 15.3 31 7.7 55744 13936 
2005—2010 33 6.6 6 1.1 12441 2488 
2010 —2016 42 7.0 21 3.5 45818 7636 
2016—2020 31 7.8 13 3.2 28467 7117 

Figure 6 Aerial view (towards the ESE) of the study area (photo by: M. Olkowicz, 2018). No foredune within the “hot spot”; 
visible: very narrow beach in front of the erosional undercut in the remains of the parabolic dune. 
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alues was 0.8 m/yr) and was close to or even slightly 
ower than the average erosion rate of the Polish coast 
e.g. Zawadzka, 1999 ). The shoreline retreat significantly 
ccelerated in the second half of the 20th century, espe- 
ially at the beginning of the 21st century. The rate of 
he shoreline retreat in the analysed six periods between 
958 and 2020 varied greatly from 0.6 to 7.7 m/yr (1.6 to 
5.3 m/yr according to peak values) ( Table 4 ). The most 
apid coastal retreat, 7.7 m/yr (peak value up to 15.3 
/yr), occurred in a relatively short period between 2001 
nd 2005, which then slowed down to 3.5—3.2 m/yr (peak 
ates 6.6—7.8 m/yr), i.e. for the next 15 years remained 
learly higher than before 2000. The sandy barrier coastal 
ong-term retreat rate exceeding 5—10 m/yr is rarely 
eported worldwide (e.g. Eberhards and Saltupe, 1995 ; 
berhards et al., 2006 ; List et al., 1997 ; Nanson et al., 2022 ;
tachurska, 2012 ), thus the average value of 7.7 m/yr and 
verage peak erosion rate 15.3 m/yr is unique. 
259 
The average erosion parameters are in very good corre- 
ation with the average rate of area loss ( Figure 7 ). This
emonstrates the validity of the described shoreline be- 
aviour trends. 
To answer the question about the cause of changes in 

he coastal retreat rate, we analysed trends in the vari- 
bility of the rate of relative water level changes, changes 
n storminess as well as changes of sea-ice extent. Cli- 
atic oscillations on the scale of decades and centuries are 
otentially of high geomorphological importance. A range 
f geomorphological effects of such climatic oscillations 
ave been recognised, i.e. coastal erosion (e.g. Viles and 
oudie, 2003 ). The climate variability over the North At- 
antic is known to be dominated by decadal-to-multidecadal 
uctuations that have profound global and regional cli- 
ate impacts (e.g. Börgel et al., 2020 ; Chafik et al., 2019 ;
night et al., 2006 ; Peings and Magnusdottir, 2014 ), in- 
luding the Baltic Sea and the surrounding areas (e.g. 
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Figure 7 Correlations between average shoreline erosion rate (calculated from longshore average erosion) and average rate of 
area loss. The dashed blue line represents linear trend, the blue “diamonds” represents measured series. 
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utgersson et al., 2022 ; Slonosky et al., 2000 ). The North 
tlantic Oscillation (NAO) and the Atlantic Multidecadal Os- 
illation (AMO), in particular, are two of the most prominent 
odes impacting the climate variability. The NAO index 
aries from days to decades. The long-term behaviour of the 
AO is essentially irregular, and there is a large inter-annual 
o inter-decadal variability. The Atlantic Multidecadal Oscil- 
ation (AMO) has been identified as a coherent mode of nat- 
ral variability occurring in the North Atlantic Ocean with an 
stimated period of 60—80 years ( Rutgersson et al., 2022 ). 
OA and AMO have a major impact on, among other fea- 
ures, sea level variability (e.g. Calafat et al., 2012 , 2013 ; 
hafik et al., 2019 ; Dangendorf et al., 2014 ) and changes 
n the frequency of storminess (e.g. Feser et al., 2015 ; 
rueger et al., 2019 ). A positive high correlation coeffi- 
ient of ≥ 0.5 for the NAO index, the maximum significant 
ave height Hs and the number of storms for Baltic Proper 
ere identified for the period 1980—2015. A variability pe- 
iod of about 10—12 years was identified ( Myslenkov et al., 
018 ). In summary, there has been considerable decadal 
nd multidecadal variability in wind speed and direction 
or the last 200 years and correspondingly no clear indica- 
ion of long-term trends in the frequency of storm surges 
nd wave height ( Bärring and Fortuniak, 2009 ; Feser et al., 
015 ; Rutgersson et al., 2014 ). Published trends in storm ac- 
ivity depend critically on the time analysed, data or the 
odel used. Despite large decadal variations, a positive 
rend in the number of deep cyclones has been observed 
ver the last six decades ( Rutgersson et al., 2022 ). This is 
lso recognised on the Polish coast, where an increasing 
rend in storm surge indicator values was observed in 1997—
008 ( Stanisławczyk, 2012 ). 
Storm surges have always been of interest to chroni- 

lers and scientists (e.g. Dziadziuszko and Jednorał, 1996 ; 
ajewski, 1986 , 1998 ; Rojecki, 1965 ; Sztobryn et al., 
005 ; Wísniewski and Wolski, 2009 ; Wolski et al., 2014 ; 
260 
xtreme Wind Storms Catalogue, 2022 ; List of European 
indstorms, 2022 ). A review of literature and internet 
atabases also indicates an increased number of storm 

urges on the Polish coast since 1980. The literature also 
ontains information about frequent and severe storms oc- 
urring in the southern Baltic at the end of the 19th cen- 
ury and in the first decade of the 20th century (e.g. 
ajewski, 1998 ), although quantitative data from that pe- 
iod are scarce and not very accurate. The same is true for 
lmost the entire 20th century, which was probably due to 
ittle interest in climate change at that time and only ex- 
eptionally catastrophic storms were recorded. 
The average rate of water level rise according to the 
areograph in Władysławowo, the nearest to the study 
rea, in the period 1951—2015 was 2.04 mm/year. For the 
ame period, the average rate in Gdańsk was 2.43 mm/yr 
 Kowalczyk, 2019 ). This slight discrepancy may be caused 
y differences in vertical ground movements. A much longer 
ecord of water level changes, starting from 1886, comes 
rom Gdańsk ( Figure 8 ). Trends in mean annual water level 
hanges for corresponding periods are the same along the 
olish coast, therefore we use the record from Gdańsk 
o analyse potential relationships between changes in the 
horeline position, water level and storminess. The aver- 
ge rate of water level rise in Gdańsk in the period 1886—
021 according to a linear trend was 1.54 mm/yr, however, 
t varied strongly on multidecadal and decadal time scales 
 Figure 8 ). 
These facts clearly indicate the underlying cause of the 

ncreased rate of coastal retreat starting in the second half 
f the 20th century. The changes in the coastal retreat rate 
 Table 3 ) correlate well with an increasing multidecadal 
rend in storm activity starting in the mid-1960s and contin- 
ing into the 1990s ( Krueger et al., 2019 ), as well as the in-
reasing storminess occurring over the decades 2000—2020 
 Rutgersson et al., 2022 ; Stanisławczyk, 2012 ). During the 
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Figure 8 Erosion rate in relation to number of storms and sea level rise; 
A — Number of storm surges > 1 m above NN and/or cathastrofic damages (according to Majewski (1986 , 1998) , Dziadziuszko and 
Jednorał (1996) , Sztobryn et al. (2005) , Extreme Wind Storms Catalogue (2022) , List of European Windstorms (2022) ); 
B — Number of storm surges > 0.6 m above NN in Ustka and Władysławowo 
(according to Wísniewski and Wolski (2009) ); 
C — Rate of average shoreline retreat (pink bars) and average peak shoreline retreat (blue bars); 
D — Annual average sea level changes according to the Gdańsk mareograph; 
The black line represents the linear trend, the red line is the 10-year running average and the green line is the trend approximated 
by a 5-degree polynomial. 

261 
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Figure 9 Ice-cover in Ustka and Hel, ports located west and east from discussed erosional hot spot (according to 
Sztobryn et al. (2012) — with changes). 

s
t
t
d
2
(
s
a
(
s
d
t
m
w

c
d
t
s

p
i
s
t
S
i
t
l
c
w
m
2
(  

2
t
c
c
o

n
1

U
i
h
b
a
2  

r
t
n  

1
w
F
i
t
i
l
e

d
h
a
1  

o
m
r
t
a
r
r
t
(  

c
t
t
w
(
o
2
m
y
d

ame time, there were changes in decadal trends in wa- 
er level changes ( Figure 8 ). The highest rate of coastal re- 
reat occurred between 2000 and 2005, when the NOA in- 
ex was low (e.g. Krueger et al., 2019 ; Rutgersson et al., 
022 ) and the decadal trend of average sea level decreased 
 Figure 8 ), but there were several extremely severe storm 

urges, including in particular on 23 November 2004 (Elis- 
beth), 22 December 2004 (Rafael), and 9 January 2005 
Erwin-Gudrun), which caused catastrophic damage to the 
outhern Baltic coast. For example, on December 22, 2004, 
uring Storm Rafael, the height of the significant wave at 
he time was about 8.2 m, and the highest wave was esti- 
ated at a record 14 meters ( https://obserwator.imgw.pl/ 
ielkie- fale- na- baltyku/ ). 
This means that NAO and AMO increased trends are of 

rucial importance for the rate of coastal retreat on the 
ecadal and multidecadal time scales, while random ex- 
reme phenomena play an important role on a shorter time 
cale. 
The increased rate of coastal retreat can also be ex- 

lained by changes in sea ice cover, which is also one of the 
mportant factors suppressing surface waves and protecting 
hores against erosion by storm surges ( Climate Change in 
he Baltic Sea, 2021 ). Maximum sea-ice extent of the Baltic 
ea, duration of ice season and maximum thickness of level 
ce have been monitored regularly in the Baltic Sea since 
he late 19th century. All sea-ice observations demonstrated 
arge inter-annual variations, but with a long-term, statisti- 
ally significant trend to milder. Over the past 100 years, 
inters have become milder, the ice season shorter and the 
aximum ice extent has decreased and the period 1991—
020 was by far the mildest since ice conditions of 1720 
 Meier et al., 2022 ). (e.g. Haapala et al., 2015 , Meier et al.,
022 ). The interannual variability of the maximum ice ex- 
ent of the Baltic Sea is owing to large-scale atmospheric 
irculation associated with the NAO. Greater ice extent oc- 
urs during negative phases of the NAO, while less ice extent 
ccurs when the NAO is in a positive phase. 
There has been a statistically significant decrease in the 

umber of days with ice on the Polish coast in the period 
950-2010. Slightly less significant changes occur only in 
262 
stka, while the smallest changes occur in Hel ( Figure 9 ), 
.e. in ports located west and east from discussed erosional 
ot spot. In the case of the southern Baltic, the correlation 
etween the NAO index (averaged over 4 winter months) 
nd sea-ice is relatively weak (—0.23). ( Sztobryn et al., 
012 ). The number of days with sea ice in Ustka in the pe-
iod 1950—2010 ranged from 0 to 90. Despite the aforemen- 
ioned relatively weak correlation ( Figure 9 ), the highest 
umber of days ( > 20) with sea ice in Ustka occurred in 1956,
963—1964, 1979 and 1985—1987, i.e. during the negative 
inter NAO index ( https://commons.wikimedia.org/wiki/ 
ile:Winter- NAO- Index.svg ). However, there was no sea-ice 
n Ustka (and on the beaches between Ustka and Hel) af- 
er 1996 despite occurrence of negative winter NAO index 
n 2000, 2003—2005, 2008—2010 and 2020, so declining and 
ack of ice cover increases the risk and severity of coastal 
rosion. 
At the end of the 19th century and during the first 

ecade of the 20th century, the level of storminess was 
igh, compared to the multidecadal upward trend in storm 

ctivity starting in the mid-1960s and continuing into the 
990s ( Krueger et al., 2019 ). At the same time, the rate
f annual average sea level rise increased up to about 10 
m/year ( Figure 8 ). Due to the high storminess and high 
ate of sea level rise, the range and rate of coastal re- 
reat must have been high at that time. However, there 
re no data on the range of coastal retreats for that pe- 
iod. The calculated rate of shoreline retreat for the pe- 
iod 1875—1958 is only 0.8 m/year, which is even lower 
han the average rate for the entire analysed period 
 Table 3 ). This is most likely because storm activity has de-
reased since 1914. Although severe storms occurred af- 
er 1914, the storm surges did not exceed 1.5 m. Un- 
il 1995, only one storm (1941) was recorded, when the 
ater level exceeded the average sea level by 1.5 m 

 Majewski, 1998 ). There was also the increase of extent 
f sea-ice around 1916—1929 and 1940—1943 ( Meier et al., 
022 ; https://www.eea.europa.eu/data- and- maps/daviz/ 
aximum- extent- of- ice- cover- 3#tab- 4186 ). During the 30 
ears between 1910 and 1940, the annual average sea level 
ecreased and then increased very slowly until ca. 1980 

https://obserwator.imgw.pl/wielkie-fale-na-baltyku/
https://commons.wikimedia.org/wiki/File:Winter-NAO-Index.svg
https://www.eea.europa.eu/data-and-maps/daviz/maximum-extent-of-ice-cover-3#tab-4186
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Figure 10 System of ridges and seabed depressions (energy windows) in the forefield of the erosional hot spot. 
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 Figure 8 ). As a result, the low coastal retreat rate calcu- 
ated for the period 1875—1958 is most likely due to an av- 
raging of changes from the periods of rapid coastal erosion 
1875—1910) and the period of relative stabilisation (1910—
960). The discussed case of the erosion hot spot shows that 
he published data on the extent and rate of coastal retreat 
ritically depend on the analysed period, and it is not al- 
ays possible to clearly correlate the identified coastal ero- 
ion trends with the natural variability of the sea level and 
he frequency of storms. 
According to the classification of erosional hot spots 

 Kraus and Galgano, 2001 ), the discussed hot spot can be 
lassified as a type of translatory longshore sand wave (most 
robably) or a standing longshore sand wave with longshore 
ominant transport direction. The Translatory Longshore 
and Wave is indicated by the dominant (net) sediment 
ransport direction from west to east ( Szmytkiewicz et al., 
021 ), as well as greater accretion at the western bound- 
ries and greater erosion at the eastern boundaries of the 
iscussed hot spot ( Table 2 , Figures 4 and 5 ). If this is a
ranslatory Longshore Sand Wave, it cannot be classified as 
hort/medium based on its duration (acc. to Kraus and Gal- 
ano, 2001 ; short = about a year; medium = about several 
ears), as it has existed since the end of 19th century or at 
east since middle of 20th century. This discrepancy can be 
xplained by the low offshore seabed dynamics of the tide- 
ess Baltic Sea, which is much lower than that known from 

idal shelf seas and oceanic coasts. In such a case, the du- 
ation of the discussed hot spot is long-lasting, i.e. longer 
han the duration of a typical (e.g. investment) project, 
roperty ownership, or even longer, i.e. geologic time scale 
 Kraus and Galgano, 2001 ). The duration of the discussed 
HS is longer than a century. Its lateral extent indicates that 
t is a local but most likely migratory phenomenon. 
Consistent with the cause of erosion, the hot spot is as- 

ociated with seasonal changes in wave climate over irregu- 
ar offshore/nearshore topography and local wave focusing 
263 
 Figure 10 ) ( Bender and Dean, 2003 ). Seaward, behind the
horeface, in the vicinity of the discussed erosional hot spot 
here are seabed depressions between shoreface-connected 
and ridges oriented obliquely to the shore which are a kind 
f “energy windows”, through which more wave energy can 
each the coast. 
With regard to the issue as to whether the discussed hot 

pot could have been predicted, we can state that the exist- 
ng bathymetric and topographic data allow this, but these 
ata were not available a few years ago, whereas the dis- 
ussed erosional hot spot has existed for more than a cen- 
ury. 
Since most of the published data on erosive hot spots 

omes from the coasts of high-energy tidal seas or ocean 
oasts, it can be assumed, based on the data presented 
bove, that the idea of erosional hot spots can also be 
uccessfully applied to the coasts of nontidal and semi- 
nclosed intercontinental seas. However, the guidelines and 
ome rules for classifying hot spots, especially in terms of its 
uration of existence should be modified due to lower en- 
rgy levels. 

. Conclusions 

he shoreline follows a sinusoidal course, with a positive 
mplitude corresponding to accretion and a negative ampli- 
ude to erosion. An extremely erosive trend (hot spot) is dis- 
inguished between 143 and 146 km of the coastline, with an 
ncreased rate of erosion observed from 2001. Since then, it 
as increased several times and has led to the erosion of 
unes, the maximum height of which reaches 19 m above 
ea level. This is attributed to geological, geomorphologi- 
al and hydrodynamical factors. The depressions between 
horeface-connected sand ridges are “energy windows”, 
hrough which more wave energy can reach the coast. As 
 result, erosional embayments are formed onshore. 
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The main reason for accelerated coastal erosion during 
he recent decades are increased number of storms and 
ecease extent of sea ice and decrease number of days 
ith sea-ice. In addition to multidecadal and decadal cli- 
atic forcing, extraordinary events like storms in 2004—
005 played an important role in contributing to catas- 
rophic changes on the coast in shorter periods. 
According to the classification of erosional hot spots 

 Kraus and Galgano, 2001 ), the discussed hot spot can be 
lassified as a type of translatory longshore sand waves, 
ost likely with the dominant longshore direction of trans- 
ort, and as indicated by the lateral extent, it is local but 
ost likely advancing. Further research is required to fully 
ddress this question. 
As for the cause of the erosional hot spot, it is related 

o seasonal changes in wave climate over irregular off- 
hore/nearshore topography and local wave focusing. 
In terms of duration, the hot spot in question is long 

asting, i.e. lasted longer than the duration of i.a. a typi- 
al investment project, property ownership, or even longer 
geologic time scale). The lifespan of the EHS is over one 
undred years. 
As for the question of whether the hot spot in question 

ould have been predicted, we can argue that the existing 
athymetric and topographic data allow this, but these data 
ere not available a few years ago, whereas the hot spot has 
xisted for more than a century. 
Thus, multidecadal to decadal climate variability can 

rigger a pulse of hydrodynamic activity resulting in a com- 
lex coastal response. However, we have to remember that 
limate is not the only factor controlling the coastal pro- 
esses, coastal geomorphology and geology is in many cases 
he determining factor. 
The presented research allows us to conclude that the 

resented approach (EHS analyses) is also applicable to any 
arrier coast, including non-tidal basins. 
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1947—1991. Inżynieria Morska i Geotechnika 4, 542—553 . 

tanisławczyk, I. , 2012. Storm-surges Indicator for the Polish Baltic 
Coast. TransNav — Int. J. Nav. Archit. Ocean Eng. 6 (1), 123—129 . 

ubotowicz, W. , 1991. Ochrona brzegu klifowego na odcinku Jas- 
trzębia Góra — Rozewie. Inżynieria morska i geotechnika 4, 
143—145, (in Polish) . 

ubotowicz, W. , 1995. Transformation of the cliff coast in Poland. 
J. Coast. Res. 22, 5—62 . 

zmytkiewicz, P., Szmytkiewicz, M., Uścinowicz, G., 2021. Litho- 
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Abstract The prediction of the coastal bed evolution at an annual scale utilizing process- 
based models is usually a complex task requiring significant computational resources. To com- 
pensate for this, accelerating techniques aiming at reducing the amount of input parameters 
are often employed. In the framework of this research, a comprehensive evaluation of the ca- 
pacity of the widely-used K-Means clustering algorithm as a method to obtain representative 
wave conditions was undertaken. Various enhancements to the algorithm were examined in 
order to improve model results. The examined tests were implemented in the sandy coastline 
adjacent to the port of Rethymno, Greece, utilizing an annual dataset of wave characteris- 
tics using the model MIKE21 Coupled Model FM. Model performance evaluation was carried out 
for each test simulation by comparing results to a “brute force” one, containing the bed level 
changes induced from the annual time series of hourly changing offshore sea state wave charac- 
teristics, deeming the results very satisfactory. The best-performing configurations were found 
to be related to the implementation of a filtering methodology to eliminate low-energy sea 
states from the dataset. Employment of clustering algorithms utilizing “smart” configurations 
to improve their performance could become a valuable tool for engineers desiring to obtain 
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an accurate representation of annual bed level evolution, while simultaneously reducing the 
required computational effort. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he prediction of coastal bed morphological evolution along 
ith the resulting shift in shoreline position at time scales 
anging from a few days to decades has been at the fore- 
ront of coastal engineering research for several years, since 
oastal zones concentrate a multitude of human activities 
ith implications to the economy, environment and com- 
unity safety. Traditionally, process-based morphological 
odels ( Afentoulis et al., 2022 ; de Vriend et al., 1993 ; 
oelvink and Renniers, 2012 ) are employed to predict the 
oastal bed evolution, able to resolve the complex pro- 
esses that are inter-combined in the nearshore, such as 
ave transformation (refraction, shoaling, diffraction), hy- 
rodynamics and circulation (e.g. shaping of rip currents) 
nd sediment transport (e.g. sandbar movement and dune 
ormation). The staggering drawback of said models is the 
igh amount of computational resources they require (which 
an reach up to several days for a morphological simula- 
ion in a desktop computer with a CPU) in part due to their 
omplexity as well as the different time scales in which the 
bovementioned processes have to be resolved, rendering a 
edium-term (inter-annual) prediction of coastal bed evo- 

ution a tedious task. In order to alleviate some computa- 
ional burden, two distinct approaches have been employed 
n most applications, namely: 

• Input reduction (or wave schematization), which is based 
on the principle that the long-term effects of smaller- 
scale processes can be obtained by forcing the mor- 
phodynamic models with “representative” inputs able 
to reproduce these effects accurately ( Roelvink and Re- 
niers, 2012 ). More specifically, the representative inputs 
comprise a set of sea state wave characteristics (signif- 
icant wave height, peak wave period and mean wave 
direction) which when used to force the morphological 
process-based model are expected to create similar pat- 
terns of bed level change as an annual time series of 
wave characteristics (typically containing thousands of 
records). 

• Model reduction, in which details of the smaller scale 
processes are omitted while the model simulation is per- 
formed at the scale of interest. The most commonly used 
acceleration technique of this type in 2-D area mod- 
els is the morphological acceleration factor (Morfac), 
( Lesser, 2009 ), which essentially multiplies the bed level 
changes at each time step by a non-unity quantity. 

In most coast configurations, waves are the driving fac- 
or that dictates the coastal bed evolution. When consid- 
ring that a variety of wave characteristics are readily 
vailable nowadays as satellite observations or model pre- 
268 
ictions stemming from various operational oceanographic 
atabases (e.g. Copernicus Marine Service, n.d. ; ERA5- 
NTERIM, 1959 —present), input reduction is a valuable tool 
ommonly used in engineering practice to facilitate the pre- 
iction of annual morphological evolution ( Benedet et al., 
016 ; Brown and Davies, 2009 ; Tsiaras et al., 2020 ; van Duin
t al., 2004 ; Walstra et al., 2013 ). Typically, annual time 
eries of sea state wave characteristics (significant wave 
eight, peak wave period and mean wave direction), vary- 
ng at hourly intervals and reaching up to 8761 records (e.g. 
apadimitriou et al., 2020) are reduced through the pro- 
ess of input reduction to a significantly lower number of 
epresentative wave characteristics, ranging from 6 to 30 
 Benedet et al., 2016 ). It should be noted that the reduced
nput set of representative wave conditions inherently in- 
roduces numerical errors in model predictions and should 
nclude both mild and extreme wave conditions in order 
o retain some natural variability present in the full wave 
limate (i.e. the annual time series of offshore sea state 
ave records, typically varying at 1 hour or 3-hour inter- 
als) ( Walstra et al., 2013 ). 
The general principle of input reduction is the division 

f a dataset of offshore sea state wave characteristics in 
ave height and directional bins, with each bin containing 
n equal portion of a quantity that influences longshore sed- 
ment transport, with energy flux and bulk longshore sed- 
ment transport rates being the most commonly selected 
nes. This category of wave schematization techniques is 
sually referred to as the binning methods. For more de- 
ails on the binning input reduction methods the reader 
s referred to the paper of Benedet et al. (2016) . Due to
he common absence of simultaneous detailed bed eleva- 
ion and offshore wave data measurements, to assess the 
erformance of input reduction methods, model results are 
ompared with those obtained through a simulation contain- 
ng the full set of wave records of offshore sea state char- 
cteristics, which is commonly referred to as a brute force 
imulation ( Benedet et al., 2016 ; de Queiroz et al., 2019 ).
odel performance is in turn affected by a variety of pa- 
ameters such as the number of representatives, duration 
f the wave climate and sequencing of wave conditions. 
enedet et al. (2016) , performed a comprehensive evalu- 
tion of five wave schematization techniques, concluding 
hat an annual wave climate can be adequately reproduced 
y selecting 12 representatives and the best performing 
ethod was the one using wave energy flux as a proxy. Re- 
ently, a thorough investigation of a large number of input 
eduction methods and configurations utilizing a cross-shore 
odel for the prediction of sandbar migration has been con- 
ucted ( de Queiroz et al., 2019 ). Interestingly, the authors 
ntroduced the utilization of clustering algorithms as an al- 
ernative to the traditional binning methods of input reduc- 
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ion. They concluded that binning methods generally per- 
orm better than their clustering counterparts, while order- 
ng the representatives randomly seems to give the most 
ccurate results. 
Clustering methods have been extensively utilized in the 

ector of data mining to efficiently deal with particularly 
arge amounts of information. Thereafter, they have been 
mployed in various studies in ocean and coastal engineer- 
ng such as storm classification ( Martzikos et al., 2018 ; 
soukala et al., 2016 ), wave energy resources ( Fairley et al., 
020 ), longshore transport rates ( Splinter et al., 2011 ), 
ross-shore profile morphological evolution ( Kelpšaitė- 
imkienė et al., 2021 ) and multivariate wave climate clas- 
ification ( Camus et al., 2011 ). Most clustering algorithms 
re based on the general principle of computing a distance 
etric as a similarity measure for a usually large num- 
er of variables to ultimately assign data to different clus- 
ers. Centroid-based clustering algorithms are based on the 
rinciple of segregating data points in clusters based on 
heir squared distance from a predefined number of cen- 
roids, randomly selected at the start of the iterative pro- 
edure. Various centroid-based clustering algorithms have 
een developed to efficiently handle large quantities of 
ata such as K-Means ( MacQueen, 1967 ), Fuzzy C-Means 
 Bezdek, 1981 ) and CURE ( Guha et al., 2001 ) among oth-
rs. Particularly, K-Means is one of the most commonly used 
nd notorious algorithms for multivariate clustering analy- 
is that has been proven efficient in handling wave climate 
atasets ( Camus et al., 2011 ) and sediment transport gradi- 
nts ( Splinter et al., 2011 ). 
Recently, research efforts have been realized in investi- 

ating the possibility of utilizing clustering algorithms as an 
lternative to the traditional input reduction binning meth- 
ds ( de Queiroz et al., 2019 ) for a 1-D profile evolution case.
owever, a more detailed investigation on this topic for an 
xtended coastal area, where longshore sediment transport 
ominates the coastal regime has yet to be undertaken due 
o the complexity of this task and the high computational 
ffort it requires. The scope of this research is to evalu- 
te the extensively used K-Means clustering algorithm while 
lso examining a variety of alternative scenarios and config- 
rations, aiming to ultimately enhance its performance in 
electing the appropriate representative wave conditions to 
educe the forcing input. 
Essentially, the present paper explores whether the K- 

eans algorithm can be a viable method to select morpho- 
ogical representative wave heights while also evaluating if 
he examined alternative configurations of the default algo- 
ithm’s instance can improve the annual coastal bed evolu- 
ion predictions. The obtained findings have strong implica- 
ions for the accurate prediction of the morphological bed 
volution using process-based models, rendering the utiliza- 
ion of the K-Means algorithm a valuable tool for coastal en- 
ineers and scientists desiring to reduce the computational 
ffort associated with these models. 

. Material and methods 

n this section, the methodology to implement the K-Means 
lgorithm for the purpose of reducing a dataset of annual 

ime series of offshore sea state wave characteristics will t

269 
rst be laid out, along with the configuration settings and 
xamined enhancements to improve its performance. Sub- 
equently, we will present a brief overview of the process- 
ased model we utilized in this study, along with a robust 
ave model that we consider to be an integral part of the 
ethodology. 

.1. Alternative examined configurations of the 

-Means algorithm 

he K-Means (KM) clustering algorithm divides a multi- 
imensional data space into a number of clusters, each one 
efined by an arbitrary centroid and formed by the data 
or which the centroid is located the nearest ( Camus et al., 
011 ). Essentially, given a dataset of d-dimensional vectors 
 = { x1 , x2 ,…, xd }, KM allocates each observation to the clos-
st cluster, using the Euclidean distance between an obser- 
ation and a cluster centroid as a metric to minimize the 
um of squares obtained by the following objective func- 
ion: 

 =
∑ ∥∥xi − m̄i 

∥∥2 (1) 

here E is the sum of square error for all objects in the 
ataset, xi is a point in a cluster, and m̄i the mean of each 
luster ( Kelpšaitė-Rimkienė et al., 2021 ). The assignment of 
entroids and corresponding clusters is an iterative proce- 
ure which is initiated by selecting k-initial centroids, usu- 
lly obtained through the fast-converging K-Means ++ ini- 
ialization algorithm ( Arthur and Vassilvitskii, 2007 ). Then 
ach point is assigned iteratively to the cluster it is lo- 
ated closest to, in order to effectively minimize the ob- 
ective function E until a user-defined convergence crite- 
ion is satisfied. It is noted that the number of initial cen- 
roids is chosen based on the user’s discretion and most re- 
earch efforts ( Benedet et al., 2016 ; de Queiroz et al., 2019 ;
apadimitriou et al., 2020 ) have utilized a number ranging 
rom 6—30 for wave input reduction applications. Within the 
ramework of this research, the machine learning Python li- 
rary “Scikit” ( Pedregosa et al., 2011 ) was utilized for the 
luster analysis. Particularly, six alternative configurations 
f the KM algorithm were investigated, with the following 
haracteristics used separately or in combination, i.e. by in- 
roducing binning input reduction methods in cluster analy- 
is, swapping of clustering variables, application of weights 
n the analysis and filtering of wave records. These alterna- 
ive configurations are described in detail directly below. 

.1.1. 1st test KM-01 

he first examined configuration KM-01 aims to evaluate 
he validity of utilizing the unsupervised K-means algorithm 

s a sound input reduction method for annual wave cli- 
ate datasets. For this reason, the user interference in this 
ase is minimal. The algorithm takes as input a dataset of 
ave characteristics, consisting of significant ( Hs ) or spec- 
ral ( Hmo ) wave height, peak wave period ( Tp ) and mean 
ave direction (MWD ) which is thereafter transformed into 
ave incidence angle relative to the shore normal ( a0 ) . Sub- 
equently, the input parameters are normalized (following 
 minmax normalization principle) in order to perform the 
luster analysis, and the algorithm outputs the centroids 
aken to be the representative wave conditions which will 
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e used afterwards as forcing input in the process-based nu- 
erical model. Care should be taken in prescribing a large 
umber of iterations (1000 in our case) in order to avoid 
arge differences in the obtained centroids due to non- 
onvergence of the algorithm. In this particular case, this 
umber was ultimately chosen by running a few instances 
f the algorithm and ensuring that this number of itera- 
ions gave a good compromise between execution time and 
chieving convergence. While increasing the number of it- 
rations increases the computational intensity, for typical 
atasets of multivariate wave climates, this increase is in- 
onsequential for practical applications (order of seconds 
o a few minutes). Lastly, the initial centroids have been 
elected by utilizing the K-means ++ algorithm. 

.1.2. 2nd test KM-02 

est KM-01 can safely be applied for a variety of input time 
eries of offshore sea state wave characteristics without 
xpending many resources. However, when considering the 
ature of wave-induced hydrodynamics and sediment trans- 
ort through a process-based modelling approach, the unsu- 
ervised nature of the algorithm (e.g. the quasi-random ini- 
ial selection of the centroids) does not ensure accurate re- 
ults in bed-level prediction. The next test case (hereafter 
enoted as KM-02) aims at counterbalancing this issue, by 
oncerting the classic binning input reduction methods with 
lustering techniques. For this purpose, the widely-used En- 
rgy Flux method of wave schematization ( Benedet et al., 
016 ; de Queiroz et al., 2019 ) was implemented at first. The 
ain principle of the Energy Flux method is the division of 
he wave climate into wave height and wave direction bins, 
ith each bin characterized by an equal fraction of the cu- 
ulative wave energy flux, which in turn is calculated by 
he following relationship: 

f = 1 
8 
ρgH2 

mo Cg (2) 

here ρ is the water density, g is the gravity acceleration, 
mo is the spectral wave height and Cg is the wave group 
elerity. 
The representatives of the Energy Flux method are then 

aken as the mean values of each bin ultimately obtain- 
ng a reduced set of wave characteristics. These values are 
hen normalized and used as initial centers for the KM algo- 
ithm replacing those obtained by the default K-means ++ 

nitialization. Effectively, KM-02 test aims at forcing the al- 
orithm to start iterations from “smartly” selected initial 
entroids that have been proven capable of reproducing the 
edium to long-term morphological evolution of coastal ar- 
as ( Benedet et al., 2016 ). 

.1.3. 3rd test KM-03 

or the next configuration denoted as KM-03, a slight modi- 
cation was examined to the default KM-01 case, by calcu- 
ating the wave energy flux of each individual sea state and 
sing this quantity, after normalization, as weight for the 
luster analysis. It can be deduced that the more energetic 
ea states, often associated with larger values of peak wave 
eriod and significant wave height, have the highest energy 
ux and therefore the KM algorithm is compelled into se- 
ecting more “energetic” wave representatives. Therefore, 
 significant difference in the contribution between mild 
270 
nd energetic sea states is established, which significantly 
ffects the selection of the wave-representative conditions. 
ll other parameters (such as the initialization method and 
umber of iterations) were taken identically to the KM-01 
ase. 

.1.4. 4th test KM-04 

ssigning different input variables for the cluster analysis 
instead of Hmo , Tp , a0 ) has been established to lead to per-
ormance increase for the clustering algorithms for the pre- 
iction of sandbar migration ( de Queiroz et al., 2019 ). The 
uthors replaced the wave height values of the dataset with 
nes based on the premise that longshore sediment trans- 
ort is the main driving factor for the medium-term mor- 
hological evolution of a coastal area. 
Various bulk longshore sediment transport formulations 

xist in the literature ( Bailard, 1985 ; Kamphuis, 1991 ; 
omar and Inman, 1970 ) and most of them can be written in
 general form as a function of the yx -component of the ra-
iation stress gradients and wave celerity at breaking point 
s follows: 

 = K 

ρg( s − 1 ) ( 1 − n ) 
· syx,b · cb (3) 

here K is a proportionality scaling factor, ρ is the water 
ensity, g is the acceleration of gravity, n is the sediment 
orosity, syx,b is the shear component of the radiation stress 
ensor at breaking point and cb is the wave celerity at break- 
ng point. 
Assuming the validity of linear wave theory, and a 

traight coastline with parallel depth contours, the well- 
nown CERC formulation of bulk longshore sediment trans- 
ort in deep water can be obtained from Eq. (3) : 

 = K 

32( s − 1 ) ( 1 − n ) 
· sin ( 2 a0 ) · cb · H2 

o (4) 

here a0 is the deep-water wave incidence angle with re- 
pect to the shore-normal and Ho the deep-water wave 
eight. 
It can be deduced from both Eqs. (3) and (4) that for a

ed where sediment characteristics can be considered ho- 
ogenous and constant, then the bulk longshore transport 
ate for each sea state is essentially dependent on the prod- 
ct of the shear component of the radiation stress tensor 
nd the wave celerity at breaker line. 
An additional test case was set up (KM-04) based on the 

bove, by swapping the cluster analysis input data from 

mo , Tp , a0 to S , Efl , a0 , incorporating both bulk longshore 
ediment transport rates and energy flux which are asso- 
iated with the morphological coastal evolution. For the 
urpose of our research, we calculate S as the product 
f syx,b · cb by utilizing a spectral form of a Parabolic Mild 
lope wave model with non-linear dispersion characteristics 
 Chondros et al., 2021 ) which will be presented in more de-
ail in section 2.2.2 . While S can be calculated through the 
se of Eq. (4) , the limitations associated with the consider- 
tion of depth-parallel contours and the need to calculate 
t least one quantity at the breaker line, we consider the 
tilization of a robust wave propagation model superior, es- 
ecially for mildly-sloping complex bathymetries where the 
rocesses of refraction-diffraction contribute significantly 
n the nearshore wave transformation. By executing sepa- 
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ate simulations for each wave record, the dataset is nor- 
alized and transformed to the desirable variables and then 
he KM algorithm is applied to obtain the clusters. Finally, 
earing in mind that each wave record belongs uniquely in a 
ingle cluster and taking advantage of the “1-1” correspon- 
ence of Hmo , Tp , ao to S , Efl , ao the representative wave 
onditions that will be used as input in the process-based 
umerical model are selected. 

.1.5. 5th test KM-05 

he penultimate test case KM-05, concentrates at incor- 
orating results obtained from the binning input reduction 
ethods while simultaneously counterbalancing an issue 
ssociated with the over-representation of low-energetic 
ave characteristics, in the wave climate ( de Queiroz et al., 
019 ). For this purpose, a novel binning wave schematiza- 
ion method ( Papadimitriou et al., 2020 ) based on filtering 
f sea states considered unable to initiate sediment motion 
n the nearshore and then obtaining representative wave 
onditions based on the calculation of the sediment Pick- 
p Rate ( van Rijn, 1986 ; van Rijn et al., 2019 ) is the cen-
erpiece of this test. The distinct steps of this methodology 
ill be briefly outlined below, for a more detailed overview 

he reader is referred to Papadimitriou et al. (2020) : 

1. Given a time series of offshore sea state wave char- 
acteristics ( Hs , Tp , MWD ) , calculation of the critical 
Shields parameter θcr , the non-dimensional threshold 
for the initiation of sediment motion, is carried out for 
each individual wave record. 

2. Wave characteristics at a characteristic depth (at 
around h = 8—10 m) are obtained by utilizing a PMS 
wave model ( Chondros et al., 2021 ). After obtaining 
the wave climate in the nearshore, a “1-1” correspon- 
dence between each wave component offshore and 
the wave characteristics at the characteristic depth is 
established. This characteristic depth should provide 
a good representation of nearshore wave characteris- 
tics, hence it usually reaches values between 8—10 m 

( Kraus et al., 1998 ). 
3. Calculation of the depth of closure ( hin ) de- 

fined as the seaward limit of the littoral zone 
( Hallermeier, 1980 ; Houston, 1995 ) follows. For in- 
stance, Hallermeier (1980) formula reads: 

hin = 2. 28 Hs, 12 h/y − 68 . 5

( 

H2 
s, 12 /y 

gT 2 
p, 12 /y 

) 

(5) 

here Hs, 12 h/y and Tp, 12 h/y are the significant wave height and 
eak wave period exceeded for 12 hours per year, calculated 
t the characteristic depth specified in step 2. 

4. The root mean square wave orbital velocity signal near 
the bed is extracted at the depth of closure . 

5. For each wave record the bed shear stress due to waves 
τb,w and ultimately the Shields parameter θ is obtained 

6. If θ < θ cr the wave record is eliminated since it does not 
contribute to sediment motion. Through the “1-1” cor- 
respondence established in step 2, the respective wave 
record of the offshore time-series is disposed of. 

7. Calculation of the sediment Pick-up rate Pin ( van Rijn 
et al., 2019 ) through Eq. (6) for each wave record at 
the depth of closure. Also, the cumulative Pick-up rate 
271 
P for the aforementioned wave record is determined. 

Pin = 0. 00033 ρs [ ( s − 1 ) gd50 ] 
1 / 2 D0. 3 

∗ fD 

[(
θ − θcr 

θ

)]1. 5 

(6) 

here Pin is the sediment Pick-up rate, fD = 1 /θ is a damp- 
ng factor for high-velocity magnitudes ( θ> 1.0), d50 is the 
edian sediment diameter and D∗ is the dimensionless sed- 

ment grain diameter. 

8. The wave records are divided into classes with respect 
to wave direction and significant wave height. Each 
class in both wave direction and significant wave heights 
is characterized by an equal fraction of the cumulative 
Pick-up rate and can be described by a set of wave char- 
acteristics. 

9. Utilizing once again the “1-1” correspondence of the 
offshore and nearshore sea state wave characteristics, 
a set of representative conditions is obtained through 
extrapolation at the offshore dataset. 

The pick-up rate method was shown to be efficient in 
urther accelerating morphodynamic simulations by reduc- 
ng the effective size of the dataset while retaining accu- 
acy in model results ( Papadimitriou et al., 2020 ). For test 
M-05, the representatives obtained through the implemen- 
ation of the Pick-up rate method were used as the initial 
enters for the KM algorithm utilizing the same procedure 
escribed in KM-02, effectively coercing the algorithm to 
ommence the iterative procedure by the highly energetic 
entroids obtained through the Pick-up rate method. 

.1.6. 6th test KM-06 

astly, a test case denoted as KM-06, comprised of a modi- 
cation to test KM-04, was set up. The centerpiece of this 
odified test was the application of a comprehensive fil- 
ering procedure taking advantage of the employment of 
he PMS wave model for the propagation of individual wave 
haracteristics and estimation of longshore transport rates 
nd the wave energy flux at the breaking point. The distinct 
teps of the methodology applied in KM-06 are shown below 

nd illustrated as a flow chart in Figure 1 : 

1. A dataset consisting of offshore sea state wave char- 
acteristics is obtained. 

2. A simulation utilizing a PMS wave model is executed 
for each wave condition. 

3. A particular row/column of the computation grid con- 
sidered representative of the coastline geometry and 
bathymetry of the study area is predefined. 

4. The point where initiation of breaking occurs is located 
for the predefined row/column of the computational 
grid specified in the previous step. 

5. Non-breaking waves are noted since they are consid- 
ered unable to produce adequate longshore transport 
for sediment motion and then eliminated, effectively 
reducing the total amount of wave characteristics. 
It should be stated that non-breaking waves denote 
sea states with particularly small values of significant 
wave height, which given the specific numerical grid 
resolution do not dissipate their energy due to bathy- 
metric breaking. For this case, a spatial discretization 
step of 2.5 m was used to satisfy the CFL stability crite-
rion ( Courant et al., 1967 ) in the PMS-SP model, lead- 
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Figure 1 Flow chart of the methodological procedure applied in KM-06 to obtain the representative wave conditions. 
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ing to a corresponding minimum water depth of about 
0.45 m. 

6. Inside the breaker zone, and specifically shoreward 
the depth where wave breaking is initiated (see step 
4), the maximum product of the shear radiation stress 
component syx,b and wave celerity cb is computed 
and then the longshore sediment transport S through 
Eq. (3) and wave energy flux Efl through Eq. (2) are 
calculated. 

7. A reduced dataset of S , Efl , a0 is given as input to the 
KM algorithm in order to obtain the resulting centroids. 

8. The centroids obtained at step 7 are transformed to 
Hmo , Tp , a0 taking into consideration that each individ- 
ual wave record belongs uniquely in each cluster. 

9. The representatives calculated in the previous step are 
used as initial centroids for the non-reduced dataset 
of offshore sea state wave characteristics (see step 1) 
and another instance of KM algorithm is utilized to ob- 
tain new centroids. 

10. The centroids obtained at step 9, corresponding to the 
final representative wave conditions are obtained. 

11. The wave representatives are set as input to the 
process-based numerical model, to perform the mor- 
phological evolution simulation. 

.1.7. Concatenated overview of the examined tests 
 complete list of the examined scenarios carried out for 
he purpose of this research, denoting important aspects 
272 
f the KM algorithm configuration is compiled and shown in 
able 1 . 
Note should be taken about the number and the se- 

uencing of the representative wave conditions selected 
ithin the context of this research. Both parameters sig- 
ificantly affect the process-based model performance 
 Benedet et al., 2016 ; Daly et al., 2014 ; de Queiroz et al.,
019 ) due to the non-linear response of the sediment trans- 
ort to the wave forcing. In this study and for all examined 
est cases the predefined number of representatives was 
ept constant at 12, which was found to be a good quantity
n representing wave climates with duration at the order of 
65 days ( Benedet et al., 2016 ). This number was further
alidated ( de Queiroz et al., 2019 ), with extensive testing 
n the duration of the wave climate and the number of rep-
esentatives. 
Regarding the sequencing of the reduced set of wave 

onditions obtained through the cluster analysis, random 

rdering was undertaken, known to provide a good rep- 
esentation of the natural variability of the wave climate 
 Benedet et al., 2016 ; Walstra et al., 2013 ). However, rec-
gnizing that random perturbation of the cluster centroids 
btained through tests KM-01 to KM-06 can lead to a ma- 
orly different ordering of the representatives and signifi- 
antly affect performance evaluation, an effort to reduce 
his effect was undertaken. Performing a random ordering 
f the obtained representatives for case KM-01, for the sub- 
equent tests the ordering with the closest similarity be- 
ween the examined test and KM-01 was obtained by imple- 
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Table 1 Overview of the examined Input Reduction cases and applied configurations for the cluster analysis. 

Test Input Variables Cluster Initialization Method Applied weights 

KM-01 Hmo , Tp , a0 K-Means ++ - 
KM-02 Hmo , Tp , a0 Energy Flux method centroids - 
KM-03 Hmo , Tp , a0 K-Means ++ Energy flux of 

individual waves 
KM-04 S , Efl , a0 K-Means ++ - 
KM-05 Hmo , Tp , a0 Pick-up rate method centroids - 
KM-06 S , Efl , a0 K-Means ++ 

- Hmo , Tp , a0 Centroids from previous instance of the 
algorithm 
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enting the well-known Kuhn-Munkres optimization algo- 
ithm ( Munkres, 1957 ) for the assignment problem. Specif- 
cally, the most similar centroids with regards to the nor- 
alized Hmo , Tp , a0 values with respect to the KM-01 case 
ere calculated for each test KM-02 through KM-06 and then 
rdered accordingly. Although the representatives obtained 
hrough the different tests still exhibit differences, it is the 
uthors’ belief that implementation of the Kuhn-Munkres al- 
orithm can ultimately minimize the effect of sequencing 
etween the consecutive tests and ensure that the perfor- 
ance evaluation of model results can largely be attributed 
o the enhancements to the KM algorithm proposed herein. 

.2. Theoretical background of numerical models 

ithin the scope of this research, a 2D composite model, 
amely MIKE21 Coupled Model FM ( DHI, 2014 ) was utilized 
or the simulation of wave propagation, hydrodynamic cir- 
ulation, sediment transport and morphological bed evolu- 
ion. In addition, a robust wave model ( Chondros et al., 
021 ; Papadimitriou et al., 2020 ) based on the parabolic ap- 
roximation of the Mild Slope Equation was employed as an 
ntegral part of the cluster analysis and methodology in test 
M-04 and KM-06 respectively. Moreover, the specific model 
onsiders nonlinear amplitude dispersion effects and treats 
he propagation of uni-directional irregular waves and thus 
an produce accurate results in the nearshore. Neverthe- 
ess, it should be mentioned that parabolic approximation 
odels are restricted to cases where wave reflection is not 
ominant and standing wave patterns are not present, due 
o their inability to simulate back-scattering waves. In the 
ollowing sections, the governing equations and main fea- 
ures of the abovementioned numerical models are pre- 
ented. 

.2.1. The MIKE21 Coupled Model FM suite 

or the annual prediction of the bed evolution, the 
rocess-based numerical model MIKE 21 Coupled Model FM 

 DHI, 2014 ) was used for the detailed description of hydro- 
ynamics, waves, and sediment transport rates. The model 
as been used extensively in a variety of coastal engineer- 
ng applications, with and without the presence of coastal 
rotection structures ( Afentoulis et al., 2017 ; Drønen et al., 
011 ; Gad et al., 2018 ; Kaergaard et al., 2014 ). 
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The MIKE21 Coupled model FM suite includes several 
omplementary numerical models and tools three of which 
ere used for the purpose of this research: 

• MIKE21 SW ( DHI, 2009a ), a 3rd generation spectral wave 
model based on the evolution of the wave action-density 
spectrum, suited for the propagation and transformation 
of waves in the coastal zone. 

• MIKE21 HD ( DHI, 2009b ), a depth-averaged hydrodynamic 
model based on the Reynolds averaged Navier-Stokes 
equations of motion (RANS), for the description of the 
nearshore circulation. 

• MIKE21 ST ( DHI, 2009c ), a sand transport and morphol- 
ogy updating model used to calculate sediment transport 
rates and ultimately the morphological bed evolution. 

The three models are directly coupled, allowing for the 
nteraction between waves and currents and the effect of 
ed level changes in waves and hydrodynamics. The cal- 
ulations are performed in an unstructured finite element 
esh, allowing for flexibility in calculations and a more pre- 
ise representation of the coastline and complex topogra- 
hy features. The governing equations of each respective 
odel will be presented briefly below. 
MIKE 21 SW model ( DHI, 2009a ) is a 3rd generation spec- 

ral wave model suited for the propagation of waves in the 
ceanic scale and in nearshore areas. The governing equa- 
ion of the model is based on the principle of conservation of 
he wave action-balance ( Komen et al., 1994 ) which reads 
n Cartesian coordinates: 

∂N 

∂t 
+ cx 

∂N 

∂x 
+ cy 

∂N 

∂y 
+ cσ

∂N 

∂σ
+ σθ

∂N 

∂θ
= 

S 
σ

(7) 

here N( x, y, σ, θ, t) is the wave action density, cx , cy are 
he propagation velocities in the spatial domain, cσ is the 
ropagation velocity in the frequency domain, cθ is the 
ropagation velocity in the directional domain, S denotes 
ource and sink terms (e.g. generation due to wind, white- 
apping dissipation, non-linear wave interactions, depth- 
nduced breaking) and σ is the wave intrinsic angular fre- 
uency. All the aforementioned transfer velocities are com- 
uted according to the linear wave theory ( Komen et al., 
994 ). 
The hydrodynamic model MIKE21 HD ( DHI, 2009b ) is 

ased on the solution of the depth-integrated shallow wa- 
er equations, expressed by the continuity and momentum 
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quations in the Cartesian space: 

∂h 

∂t 
+ ∂hū 

∂x 
+ ∂hv̄ 

∂y 
= hS (8) 

∂hū 

∂t 
+ ∂hū2 

∂x 
+ ∂huv 

∂y 

= fv̄ h − gh
∂η

∂x 
− h 

ρ

∂pa 

∂x 
− gh2 

2 ρ
∂ρ

∂x 
+ τsx 

ρ
− τbx 

ρ

− 1 
ρ

(
∂Sxx 

∂x 
+ ∂Sxy 

∂y 

)
+ ∂ 

∂x 
( hTxx ) + ∂ 

∂y 

(
hTxy 

) + hus S (9) 

∂hv̄ 
∂t 

+ ∂huv 
∂x 

+ ∂hv̄2 

∂y 

= fū h − gh
∂η

∂y 
− h 

ρ

∂pa 

∂y 
− gh2 

2 ρ
∂ρ

∂y 
+ τsx 

ρ
− τbx 

ρ

− 1 
ρ

(
∂Sxy 

∂x 
+ ∂Syy 

∂y 

)
+ ∂ 

∂x 

(
hTxy 

) + ∂ 

∂y 

(
hTyy 

) + hvs S (10) 

here h is the total depth of the water column, ū and v̄ 
re the depth-averaged velocity components in the x and y 
irection respectively, η is the surface elevation, f is the 
oriolis parameter, ρ is the water density, Sxx , Syy , Sxy , are 
omponents of the radiation stress tensor, pa is the atmo- 
pheric pressure, S being the magnitude of point sources, 
ith us , vs being the velocity vectors of a point discharge 
nd Txx , Tyy , Txy denoting lateral stresses including viscous, 
urbulent friction and differential advection. 
MIKE 21 ST model ( DHI, 2009c ) calculates the sediment 

ransport rates and the morphological bed evolution either 
n a pure current case, or under the combined effect of 
aves and currents. 
For the case of wave- and current-induced sediment 

ransport, these rates are calculated by linear interpola- 
ion on an externally formed sediment transport table. The 
ore of this utility is a quasi-three-dimensional sediment 
ransport model (STPQ3D). The model calculates the instan- 
aneous and time-averaged hydrodynamics and sediment 
ransport in the two horizontal directions. 
An integral quantity of the bed level evolution is the rate 

f bed level change ∂z 
∂t calculated at the element cell cen- 

ers of the computational mesh. This parameter is obtained 
y solving the well-known equation of sediment continuity, 
alled the Exner equation: 

∂z 
∂t 

= − 1 
(1 −n) 

(
∂qx 

∂x 
+ ∂qy 

∂y 
− �S 

)
(11) 

here n is the sediment porosity, qx , qy are the total load 
ediment transport rates in the x and y direction respec- 
ively and �S is a sediment source or sink term. The new 

ed level is then obtained by a forward-marching scheme. 

.2.2. The PMS-SP wave model 
n order to calculate the nearshore wave characteristics 
n tests KM-04 and KM-06, a Parabolic Mild Slope model 
s implemented, utilizing its accuracy in prescribing the 
ave field in mildly sloping sea bottoms and its com- 
utational efficiency. In particular, the wave model PMS- 
P is an extended version of the model presented in 
hondros et al. (2021) based on the work of Kirby and Dal- 
ymple (1983) who derived a parabolic equation, in the form 
274 
f a cubic Schrödinger differential equation, governing the 
omplex amplitude, of the fundamental frequency compo- 
ent of a Stokes wave. The parabolic equation and its range 
f validity was further improved ( Dalrymple and Kirby, 1988 ) 
y developing approximations based on minimax principles 
n order to allow for large-angle propagation and rendering 
he approximation suitable for large-scale applications. 
The model treats the generation and propagation of uni- 

irectional irregular waves, by solving the governing equa- 
ion for each wave component separately and ultimately 
erforming linear superposition to obtain the wave char- 
cteristics. Waves are generated considering either a Jon- 
wap ( Hasselman et al., 1973 ), TMA ( Bouws et al., 1985 ), or
ierson-Moskowitz ( Pierson and Moskowitz, 1964 ) spectrum 

nd distinction into discrete wave components is carried out 
y dividing the spectrum into equal energy bands. Addition- 
lly, the model incorporates non-linear dispersion charac- 
eristics, in order to improve results in the nearshore area, 
hich can be obtained by introducing an approximate non- 
inear amplitude dispersion relationship ( Zhao and Anasta- 
iou, 1993 ). Energy dissipation due to bottom friction is 
lso incorporated ( Putnam and Johson, 1949 ). The model’s 
omputations are performed in a regular grid and the fi- 
ite difference method is utilized to discretize the model 
quations. It is mentioned that the PMS-SP wave model was 
elected instead of the MIKE21 SW wave model for wave 
ropagation in the nearshore in the context of the exam- 
ned KM tests, due to its relative computational efficiency. 
his is further exemplified by the enhancements made in 
he framework of this research which further facilitated the 
asier post-processing of results. 
Since the PMS-SP model is tasked with the calculation 

f radiation-stress components and wave celerities at the 
reaking point, the incorporation of wave energy dissipation 
ue to bathymetric breaking becomes a noteworthy aspect. 
nergy dissipation ( D ) due to wave breaking is calculated 
n the model through the formulation of Janssen and Bat- 
jes (2007) which reads: 

 = 

3
√ 

πB 

16 
f̄ ρgH3 

rms 

h 

[
1 + 4 

3
√ 

π

(
R3 + 3 

2 
R 

)
exp 

(−R2 ) − erf ( R) 
]

(12) 

here B is a calibration coefficient, Hrms is the root- 
ean-square wave height, h is the water depth, f̄ is the 
pectrum mean frequency and R = Hm /Hrms 

with Hm 

being 
he maximum wave height obtained through Miche’s cri- 
erion ( Miche, 1951 ). The model is based on the work of
aldock et al. (1998) , improving the latter’s behavior near 
he waterline by achieving the elimination of singularities 
fter the point of saturation ( Battjes and Janssen, 2009 ). 
he incorporation of Eq. (12) is expected to improve the 
epth-induced energy dissipation in the model, replac- 
ng the original formulation of Battjes and Jansen (1978) 
hich was included in the original model developed by 
hondros et al. (2021) . 
To validate the model performance in simulating wave 

reaking for uni-directional irregular waves the experiment 
n wave propagation and breaking on plane beach with 
 slope of 1:20 ( Mase and Kirby, 1992 ) was reproduced.
erein, model results will be compared to the measure- 
ents corresponding to the first case of said experiment. 
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Figure 2 Computed (solid red line) and measured (circular markers) values of test 1 for the Mase and Kirby (1992) experiments 
along with the bathymetry (solid blue line) and probe positions (markers). 
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n the experimental layout, waves propagate for 10 m on a 
ed with a constant water depth of 0.47 m, before propa- 
ating up a sloped beach starting at x = 0 m. The free sur-
ace was measured by 12 probes located at 0, 2.4, 3.4, 4.4, 
.4, 5.9, 6.4, 6.9, 7.4, 7.9, 8.4, 8.9 m respectively. Waves 
ere generated through a Pierson-Moskowitz source func- 
ion with a peak frequency fp = 0.6 Hz and a spectral wave 
eight Hmo = 0.068 m. In the numerical model, the spectrum 

as discretized using 50 wave frequencies. 
The numerical model results concerning the computed 

ignificant wave heights compared to the experimental 
easurements are illustrated in Figure 2 . It is shown that 
he model is capable of reproducing accurately the ef- 
ect of wave shoaling and captures quite well the start- 
ng point of wave dissipation due to wave breaking. At the 
ast two probes, a discrepancy between measurements and 
odel results can be attributed to the inability of the model 
o predict wave setup near the coastline. Considering all 
he above, model results are comparable and in excellent 
greement with those presented in ( Chawla et al., 1998 ) 
ho also utilized a spectral version of a parabolic mild slope 
ave model, further validating the ability of the PMS-SP 
odel in simulating wave dissipation due to depth-induced 
reaking on a mildly sloping bed. 

. Model setup and implementation 

.1. Study area 

valuation of the KM algorithm’s-obtained representative 
onditions was carried out using the MIKE21 Coupled Model 
M suite in the coast located in the close vicinity of 
he port of Rethymno, on the island of Crete, Greece 
 Papadimitriou et al., 2020 ). The area of interest, shown 
n Figure 3 , includes the previously mentioned port, located 
t the northern end of Crete within the homonymous bay 
nd the adjacent coastal area eastward and a coastline of 
pproximately 4 km in length. The coastal bed is comprised 
ostly of fine sand, with a median sediment diameter of 
275 
50 = 0 . 15 mm , which was set as a constant for the mor- 
hological simulations. Being a highly urbanized area, com- 
ercial, administrative, cultural and tourist activities are 
oncentrated along the north coast where the city is lo- 
ated. Consequently, a year-to-year prediction of the bed 
volution and ultimately the displacement of the shoreline 
s of particular interest to the scientific community and the 
ublic. 

.2. Offshore wave characteristics and 

omputational mesh 

o force the 3rd generation spectral wave model MIKE21 
W, time series of wave characteristics, namely spec- 
ral wave height, peak wave period and mean wave di- 
ection, were obtained at the north boundary of the 
omputational mesh, from the Copernicus Marine Service 
CMEMS) database for a time range covering 01/1993—
2/2019. For this purpose, the regional package MED- 
EA_MULTIYEAR_WAV_006_012 ( Korres et al., 2019 ), a multi- 
ear wave hindcast product composed of hourly wave pa- 
ameters at 1/24 ° horizontal grid resolution was utilized. 
he KM algorithm configurations were examined for a time 
eries covering a full year (365 days) of wave records, ex- 
ending from 01/01/2012 to 01/01/2013. A Morfac value 
 Lesser, 2009 ) of 50 was used for all simulations in order to
btain reasonable computational times. For each examined 
est, the process-based model results were compared to a 
rute force simulation containing the full extent of the ex- 
racted time series. The wave climate was rather diverse, 
ontaining both mild- and extreme-wave sea states, with 
 minimum wave height of 0.09 m and a maximum wave 
eight of 4.66 m. From an initial filtration of the waves that
xit the computational domain (generated from SE, S and 
W directions) and therefore have no effect on the morpho- 
ogical bed evolution, the dataset was reduced from 8762 
ourly changing wave records to 8219. The wave rose plot 
f the full time-series utilized as input in the brute force 
imulation is shown in Figure 4 . 
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Figure 3 The coastal zone where the MIKE21 Coupled Model FM was implemented, superimposed with the location of the prefec- 
ture of Rethymno, relative to the island of Crete (top right). 

Figure 4 Wave rose plot for the dataset containing records of 365 days. 
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An unstructured finite element mesh was constructed for 
he purpose of the composite model simulations. Three sep- 
rate mesh density levels were used for the discretization of 
he domain, with the coarser area being near the offshore 
nd the lateral wave boundaries, and the denser one cov- 
ring an extend of 3.5 km long and 10.0 km wide. A third 
ensity level was established extending at about 250 m off- 
hore the western coastline which was a particular area of 
nterest. For the solid boundaries, a vertice-adaptive mesh 
276 
eneration scheme allowed the construction of relatively 
mall finite elements, allowing for a more detailed repre- 
entation of the bathymetric variations in shallow water ar- 
as. Regarding the dimensions of the interior triangular el- 
ments, they are characterized by a mean nominal length 
f about 100 m, with the largest element size being 293 m 

nd the minimum 0.71 m. The north offshore open bound- 
ry coincided with the point where offshore sea state wave 
haracteristics were extracted from the CMEMS database. 
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Figure 5 Contour map of the bathymetric computational domain of the study area of Rethymno, Crete, Greece. 
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Table 3 the classification scores for the BSS to estimate the 
he bathymetry of the study area is showcased in Figure 5 
hile the unstructured finite element mesh of the model is 
hown in Figure 7 . 

.3. Obtained representative wave conditions 

n this subsection, an overview of the 12 representative 
ave conditions obtained through the cluster analysis will 
e given. Although clustering algorithms utilize three vari- 
bles as input for the purpose of wave schematization, a 
-D scatter plot in terms of wave height and wave inci- 
ence angle for all tests is shown in Figure 6 for a more 
omprehensive representation. It should be noted that in 
igure 6 wave incidence angles are given with respect to 
he shore normal, with —90 ° denoting waves generated from 

he west sector and 90 ° denoting waves generated from the 
ast. 
Regarding the obtained representatives for KM-01 it can 

e observed that due to the form of the dataset, some ob- 
ained centroids are closely located (e.g. at angles of wave 
ncidence located near —40 °). For tests KM-02, KM-05 and 
M-06, which use previously obtained representatives as ini- 
ial centers, cluster centroids are distributed in a broader 
rea, and a shift is observed to more energetic wave rep- 
esentatives. Special attention should be paid to test KM- 
3, namely the one containing weights related to the wave 
nergy flux during the algorithm execution, which as seen 
n Figure 6 , leads to a significant shift of all the obtained 
entroids to more energetic conditions compared to all the 
ther tests. Clusters in KM-04 are more distinctively defined 
hich can be caused by the shift of clustering variables from 

mo , Tp , a0 to S , Efl , a0 . Finally, tests KM-05 and KM-06 in 
hich two filtering methodologies for low-energy sea states 
ere applied, lead to a similar pattern regarding the dis- 
ribution of wave representatives in the wave height/wave 
ncidence angle plane. 
Although not evident directly in Figure 6 , a major param- 

ter in the calculations is the frequency of occurrence ( fi ) 
f each representative, which is calculated by dividing the 
umber of members of each cluster by the total amount of 
he dataset. As a showcase, in Table 2 , the representatives 
btained through KM-02 and the respective ones through 
M-05 are presented. 
277 
It can be observed that most respective representatives 
f the two tests showcased in Table 2 above are quite similar 
with the biggest difference observed at cluster 9, marked 
ith bold fonts in Table 2 ). However, in general, KM-05 rep-
esentatives are characterized by a higher frequency of oc- 
urrence of the more energetic sea-states (e.g. cluster 6) 
ompared to KM-02 and in turn milder wave conditions have 
 lower frequency of occurrence (e.g. cluster 1). This can 
n part be attributed to the elimination of low-energy-wave 
ea states due to the criterion of incipient motion, integral 
o the implementation of the Pick-up rate method, which 
oerces the KM algorithm to initiate the iterative proce- 
ure from essentially more energetic centroids. Therefore, 
ests that include a filtering procedure and utilize previ- 
usly calculated initial centroids tend to have an increased 
requency of occurrence for more energetic wave events. 
ence, it is considered that the frequency of occurrence is 
 parameter directly influencing the composite model (i.e. 
IKE 21 CM FM) performance and accuracy of the results. 

.4. Model performance evaluation 

n order to evaluate the performance of the 2D morphologi- 
al area model, various statistical metrics can be calculated 
 Sutherland et al., 2004 ). The performance of a morpholog- 
cal model can ultimately be assessed by estimating its bias, 
ccuracy and skill. The most commonly used measure of the 
atter quantity is the Brier Skill Score (BSS) which has been 
mplemented in a plethora of morphological modeling appli- 
ations ( Knaapen and Joustra, 2012 ; Sutherland et al., 2004 ; 
an Rijn et al., 2003 ). It is calculated through the following 
elationship: 

SS= 1 −MSE ( Y , X ) 
MSE ( B, X ) 

= 1 −
〈 
( Y−X ) 2 

〉 

〈 
( B−X ) 2 

〉 (13) 

here Y denotes the predicted (modeled) quantity, X de- 
otes a measured quantity, corresponding to the brute force 
imulation for the present study due to lack of measure- 
ents, and B is a baseline prediction, usually representing 
he initial bathymetry. Additionally, the square brackets de- 
ote averaged quantities over the computational domain. In 
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Figure 6 Obtained clusters and representative wave conditions for the: (a) KM-01, (b) KM-02, (c) KM-03, (d) KM-04, (e) KM-05 and 
(f) KM-06 test cases. 

Table 2 Comparison of the obtained representative wave characteristics from KM-02 and KM-05 cases. 

Cluster KM-02 KM-05 

Hmo [m] Tp [s] a0 [ °] fi [%] Hmo [m] Tp [s] a0 [ °] fi [%] 

1st 0.58 3.88 -45.35 19.36 0.52 3.18 -43.32 11.62 
2nd 0.63 6.75 -45.12 11.77 0.64 5.40 -46.73 15.06 
3rd 0.38 4.92 -14.41 8.65 0.65 7.78 -43.06 5.15 
4th 2.40 3.18 -0.94 1.70 2.32 3.37 -1.94 2.08 
5th 0.39 3.52 5.36 11.23 0.41 3.61 6.73 11.86 
6th 3.46 6.83 -2.48 1.39 3.20 6.75 -5.38 1.98 
7th 0.41 5.83 23.80 11.50 0.42 5.86 23.88 11.33 
8th 0.91 4.34 2.36 9.83 1.02 4.36 1.29 9.78 
9th 2.11 6.60 -4.34 3.21 0.40 4.84 -12.93 9.27 

10th 1.57 5.17 -3.46 7.12 1.74 5.79 -2.62 7.73 
11th 0.43 5.92 62.88 5.57 0.43 5.92 62.88 5.57 
12th 1.07 6.87 6.47 8.68 1.07 6.84 6.65 8.57 

278 
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Figure 7 Finite element mesh showcasing the area (within the closed polygon) where the morphological model results will be 
evaluated. 

Table 3 Classification table for the Brier Skill Score 
( Sutherland et al., 2004 ). 

BSS 

Excellent 1.0—0.5 
Good 0.5—0.2 
Reasonable/fair 0.2—0.1 
Poor 0.1—0.0 
Bad < 0.0 
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erformance of a given morphological evolution model are 
hown: 
An additional metric was also utilized to evaluate the 
odel’s performance, the Normalized Mean Square Error 
NMSE), a metric to assess the differences between the 
easured and modeled values, calculated by the following 
quation. 

MSE ( Y , X ) = 

MSE ( Y , X ) 

Ȳ ̄X 
(14) 

here the overbar denotes averaged quantities. 
It is noted that a normalized error metric is preferred 

n this assessment, since if the computed bed levels by 
he brute force simulation are significant, even a relatively 
mall underprediction or overprediction by the KM test sim- 
lations can exhibit large values of the non-normalized error 
etrics. 
Performance evaluation of the morphological model was 

arried out for an area extending close to 450 m offshore (at 
 maximum depth of about 9 m) the eastern coastline adja- 
ent to the port. It should be noted, that for the particular 
ataset the depth of closure ( Houston, 1995 ) is about 5.5 
 signifying that the largest portion of the sediment trans- 
ort occurs shoreward this depth. This area (enclosed by the 
olygon shown in Figure 7 ) was the main focus of the eval- 
ations since it consists mostly of a sandy uniform bed and 
s of high interest to the public due to the concatenation of 

ourist and economic activities at this location. 

279 
. Results and discussion 

n this section, the results obtained by the MIKE21 CM-FM 

omposite model will be presented and analyzed for all the 
xamined tests with respect to the different configurations 
f the KM algorithm. 
The morphological bed evolution obtained from the 

rute force simulation is shown in Figure 8 . Zones of ac- 
retion can be observed along the examined coastline along 
ith some accretion at the lee breakwater of the port. Ad- 
itionally, accumulation of sediment can be observed at the 
ort entrance while an extended erosion zone is located 
outh of the port entrance. Some erosion zones can also 
e observed at shallow depths extending from the middle 
f the computational mesh until the eastern boundary. It 
hould be noted that model calibration for the brute force 
imulation due to the absence of bed-level measurements 
n the study area is not feasible, however, it is considered 
hat the process of keeping the same model parametrization 
etween the brute force and test simulations can provide a 
air evaluation of the performance of the KM algorithm ex- 
mined herein. 
The bed evolution at an annual time scale, obtained at 

he end of the numerical simulations for tests KM-01 through 
M-06 is depicted in Figure 9 . The results will first be vi-
ually compared to the brute force simulation to evaluate 
he capability of each test in reproducing the morphological 
hanges induced by the full set of offshore sea state char- 
cteristics. 
Regarding case KM-01, the general morphological re- 

ponse is deemed similar to the one obtained from the brute 
orce simulation. Although the accretion at the coastline 
f interest is reproduced, the magnitude of the bed level 
hanges is underestimated, whilst the erosion areas just a 
ew meters offshore are overestimated both in length and 
agnitude. Additionally, the erosion zone southward of the 
ort entrance is present in the process-model results, al- 
eit it is once again underestimated in magnitude. The same 
onclusions can be drawn for case KM-02, although more 
lternating zones between erosion and accretion are ob- 
erved throughout the shallow areas of the computational 
esh. 
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Figure 8 Morphological bed evolution obtained from the brute force simulation containing the full extent of the wave records. 
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Test KM-03 seems to lead to the best results regarding the 
isual inspection of the morphological evolution related to 
he brute force simulation results. Interestingly, despite the 
act that this test is associated with the more energetic rep- 
esentatives, in turn, the morphological changes do not ex- 
ibit extreme variations. This can be attributed to the fact 
hat the extreme sea states have small frequencies of occur- 
ence and that the morphological response of the particular 
tudy area is not driven exclusively by these events. To ex- 
and on this, the obtained representatives of the particular 
M-03 test shown in Figure 6 , do not lead to the best rep-
esentation of the cluster members throughout, since the 
entroids are shifted to unrealistically large values for the 
ilder sea states. 
Concerning case KM-04 a persistent underestimation 

f the intensity of the morphological changes is present 
hroughout the computational mesh. Particularly evident is 
he absence of an elongated accretion zone at the port’s lee 
reakwater. The transformation of clustering variables can 
e the cause of this effect, since non-breaking waves that 
ave oblique incidence with respect to the coastline nor- 
al, can significantly affect the clustering analysis results. 

n general, though, the morphodynamic patterns of KM-04 
re deemed acceptable compared to the reference simula- 
ion. 
KM-05 seems to offer a good reproduction of the mor- 

hological evolution obtained from the brute force simula- 
ion. Specifically, this test is associated with morphological 
hanges of the same magnitude as the brute force simula- 
ion, capturing the intensity of the accretion zone at the 
oast of interest quite satisfactorily, although some differ- 
nces in the patterns of erosion and accretion zones com- 
ared to the brute force simulation are noticeable. As with 
he previously examined scenarios though, the erosion zone 
ear the port entrance is once again underestimated. Simi- 
ar morphological bed evolution results are obtained in the 
M-06 case which operates in a similar manner, i.e. cen- 
roid initialization specified by a thorough methodological 
pproach and filtering of low-energy sea states. Small dif- 
erences in the accretion/erosion patterns can be observed 
n which each test is superior to the other, for example, KM- 
5 gives a better reproduction of the results along the sandy 
280 
oastline whereas KM-06 captures the accretion at the lee 
reakwater in a more satisfying manner. 
To further illustrate the differences between the brute 

orce simulation and each of the KM tests, Figure 10 shows 
he bed level computed by the brute force simulation ( X ) 
ubtracted from the respective bed level of each KM test 
 Y ). It is noted that the positive values of this difference
ignify an overprediction of the bed level by the KM tests, 
hile negative values denote underprediction. Observing 
igure 10 , it can be deduced that KM-05 test, followed by 
M-06 has the best performance compared to the other 
ests, as far as the magnitude and patterns of the observed 
ed level changes are concerned. 
As has been previously mentioned, model evaluation will 

e carried out for the area enclosed within the polygon 
hown in Figure 7 , to ultimately assess in a more precise 
anner the performance of each test and evaluate the effi- 
iency of the KM clustering algorithm as an input reduction 
echnique. A compiled list of the calculated BSS and NMSE 
alues is shown in Table 4 . In the same Table, the model run-
ime reduction compared to the Brute Force simulation is 
lso depicted. For reference, the brute force simulation was 
ompleted after 8.9 days (on an Intel Core i7-4770 proces- 
or) while the KM-01 test simulation was completed in about 
.38 days. This is attributed to the smaller spin-up times of 
he model due to the significantly smaller number of wave 
oundary conditions compared to the brute force simula- 
ion. It should be noted that the MIKE21 CM FM operated in 
he online coupling mode, considering the constant interac- 
ion between waves, hydrodynamics and morphodynamics 
t each model time step. If the so-called “Morphostatic”
pproach is selected instead, in which the distinct simula- 
ions forced with the wave representative conditions are 
xecuted sequentially (offline coupling), then the model- 
un time reduction is significantly larger and can reach up 
o 450% ( Papadimitriou et al., 2023 ) for the particular case 
tudy. 
All tests that were examined for the purpose of this re- 

earch are deemed as “Excellent” with respect to the BSS 
lassification ( Sutherland et al., 2004 ) shown in Table 3 , 
hich further validates the findings from visual inspection 
f the morphological bed evolution analyzed above. The 
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Figure 9 Morphological bed evolution simulation results for tests KM-01 (a), KM-02 (b), KM-03 (c), KM-04 (d), KM-05 (e), KM-06 
(f). 

Table 4 Statistical measures of model bias, skill and performance for all examined test cases. 

KM-01 KM-02 KM-03 KM-04 KM-05 KM-06 

BSS 0.63 0.64 0.65 0.66 0.71 0.68 
NMSE( Y,X ) 0.063 0.062 0.060 0.063 0.055 0.057 
Model run-time 
reduction (%) 

28.22 23.25 25.05 23.01 21.95 21.62 

281 
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Figure 10 Relative difference of the predicted bed levels ( Y ) for tests KM-01 (a), KM-02 (b), KM-03 (c), KM-04 (d), KM-05 (e), 
KM-06 (f) compared to the brute force simulation ( X ). 
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ame conclusion can be drawn for the NMSE values, which 
re considered relatively small, with each test also exhibit- 
ng a marginal improvement compared to the default test 
f KM-01. Test KM-02 offers a rather inconsequential im- 
rovement in terms of BSS compared to the default setup of 
he KM algorithm presented in KM-01. Both tests essentially 
erform similarly since they overestimate the contribution 
f low-energy sea states, signified by a relatively high fre- 
uency of occurrence for the corresponding clusters. KM-03 
ests offer a slight improvement in the statistical metrics 
ompared to the previous two tests, which should in part 
282 
e attributed to the increased weights of the high-energy 
ea states. However, it is noted that despite the shift to 
ignificantly more energetic representative wave conditions 
ompared to other tests, the performance increase of KM- 
3 is barely noticeable. This implies that the frequencies of 
ccurrence ( fi ) should be rescaled, in order to avoid overly 
ncreasing the contribution of the more energetic represen- 
atives. 
Test KM-04 exhibits a marginal improvement of perfor- 
ance, which signifies that for the particular study area, 
wapping clustering variables from Hmo , Tp , MWD to S , Efl , 
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WD leads to an improvement of model results. Addition- 
lly, a further improvement is achieved in KM-06, which op- 
rates using the same clustering variables, albeit utilizing 
 filtering procedure to eliminate non-breaking waves from 

he dataset, considered unable to produce significant mor- 
hological changes. It should be noted that for the study 
rea in question and the particular dataset, non-breaking 
aves corresponded to about 23% of the total amount 
f data, a percentage that is regarded to affect cluster 
ormation significantly. To further support this, the best- 
erforming test was found to be KM-05 which once again 
tilizes cluster initialization obtained from a binning input 
eduction method in conjunction with a filtering methodol- 
gy based on the criterion of incipient sediment motion. 
In both KM-05 and KM-06, the effective reduction of the 

ataset ultimately leads to a shift of higher frequencies of 
ccurrence for the more energetic representative wave con- 
itions. This parameter is considered to be vital in obtaining 
ore accurate results since even a small percentile increase 
ignificantly affects the obtained morphological evolution at 
n annual scale. By applying a filtering methodology, the is- 
ue inherently present in clustering algorithms, related to 
he overestimation of mild sea states’ contribution to the 
orphological bed evolution ( de Queiroz et al., 2019 ) is 
omewhat alleviated, leading to a significant performance 
ncrease of the process-based model. Even though some dif- 
erences in the erosion and accretion patterns in these tests 
ere located with respect to the brute force simulation, 
hese tests capture the magnitude of the bed level changes 
o a satisfying degree thus leading to an increase of the BSS 
alues. Finally, it should be stated that model performance 
an also be affected by the use of Morfac values employed 
o speed up the simulations due to the non-linear response 
f the morphology to each wave forcing condition. With re- 
ard to the complexity of the Pick-up rate method, inte- 
ral for test KM-05, it is considered and proposed that the 
ethodological approach of KM-06 can be safely applied in 
oastal engineering applications producing satisfying results 
f bed level evolution for coasts where waves are the main 
orcing factor driving the sediment transport. Despite the 
ower obtained BSS values in relation to the proposed en- 
ancements, the use of the default implementation of the 
-Means algorithm (test KM-01) is justified for use in coastal 
ngineering applications. The reduced level of interference 
equired for the selection of the representative sea states is 
specially alluring since it requires minimal user input com- 
ared to the more complex tests of KM-02 through KM-06. 

. Conclusions 

n the present research, a thorough investigation of the ca- 
ability of utilizing the K-Means clustering algorithm for 
ave schematization purposes and prediction of the mor- 
hological bed evolution in the medium term was under- 
aken. Various tests were carried out, aiming to enhance 
he performance of the algorithm and concert the clas- 
ic binning input reduction methods with the newly tested 
lustering algorithm. All tests were implemented using the 
rocess-based model MIKE21 Coupled Model FM for the cal- 
ulation of wave propagation, current and sediment trans- 
ort regime. 
283 
The examined enhancements of the algorithm can be di- 
ided vaguely into the following categories, (a) a default 
ase of the algorithm with minimal user intervention (test 
M-01), (b) two cases concerting binning input reduction 
ethods with clustering techniques (test KM-02 and KM-05), 
c) utilization of weights in the clustering analysis (test KM- 
3), (d) alteration of clustering input variables (test KM-04 
nd KM-06) and (e) two cases concerning the application of 
nitial filtration of sea states unable to induce substantial 
orphological changes and thus reducing the contribution 
f milder sea states (test KM-05 and test KM-06). From the 
btained results all tests were deemed as “Excellent” with 
espect to the commonly used metric of BSS ( Sutherland 
t al., 2004 ) measuring morphological model performance 
hus validating the utilization of clustering algorithms as 
ave input reduction methods. 
The best-performing tests were found to be the ones as- 

ociated with filtration of the previously mentioned lowly 
nergetic wave records from the dataset, which alleviates 
he disadvantage of clustering algorithms to overestimate 
he contribution of said sea states to the morphological bed 
volution. When combined with initial centroid selection 
inked with quantities related to the longshore sediment 
ransport (such as the sediment Pick-up rate or bulk long- 
hore transport rates) the algorithm is coerced to initiate 
he iterative procedure from “smartly” selected centroids, 
urther improving model results. 
Consequently, the K-Means algorithm is deemed to be a 

aluable tool which can be utilized for the purpose of re- 
ucing the input offshore sea state wave characteristics and 
lleviating numerical burden from the demanding process- 
ased model simulations, especially when combined with 
omprehensive filtering methodologies. For the filtering 
rocedures presented in this research, a uni-directional ran- 
om wave version of a Parabolic Mild Slope wave model was 
mployed, which is highly robust and suitable for the accu- 
ate simulation of nearshore wave transformations. Simpler 
lternatives of these more complex methodologies can also 
e utilized, albeit with a small expected penalty in model 
ccuracy, ultimately providing fast and efficient solutions 
or coastal modelers desiring to obtain a good representa- 
ion of the inter-annual morphological evolution of complex 
oastal areas. 
Future research should concentrate on further evaluating 

he performance of the K-Means clustering algorithm’s con- 
guration with special attention given to the contribution 
f wave sequencing on the results, which was systemati- 
ally minimized for the purpose of this research by applying 
n optimization algorithm. The ability to observe the move- 
ent of each centroid during the iterations when providing 
xternally calculated values can probably be used to intro- 
uce some reproducibility of wave chronology to the analy- 
is by dividing the wave climate in “winter” and “summer”
rofiles respectively. 
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Abstract Underwater imagery (UI) is an important and sometimes the only tool for mapping 
hard-bottom habitats. With the development of new camera systems, from hand-held or simple 
“drop-down” cameras to ROV/AUV-mounted video systems, video data collection has increased 
considerably. However, the processing and analysing of vast amounts of imagery can become 
very labour-intensive, thus making it ineffective both time-wise and financially. This task could 
be simplified if the processes or their intermediate steps could be done automatically. Luckily, 
the rise of AI applications for automatic image analysis tasks in the last decade has empowered 
researchers with robust and effective tools. In this study, two ways to make UI analysis more 
efficient were tested with eight dominant visual features of the Southeastern Baltic reefs: 
1) the simplification of video processing and expert annotation efforts by skipping the video 
mosaicking step and reducing the number of frames analysed; 2) the application of semantic 
segmentation of UI using deep learning models. The results showed that the annotation of 
individual frames provides similar results compared to 2D mosaics; moreover, the reduction of 
frames by 2—3 times resulted in only minor differences from the baseline. Semantic segmen- 
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tation using the PSPNet model as the deep learning architecture was extensively evaluated, 
applying three variants of validation. The accuracy of segmentation, as measured by the 
intersection-over-union, was mediocre; however, estimates of visual coverage percentages 
were fair: the difference between the expert annotations and model-predicted segmentation 
was less than 6—8%, which could be considered an encouraging result. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

enewable energy installations, oil and gas drilling, mar- 
time shipping and fishing, ecosystem surveillance and bio- 
iversity conservation, aquaculture production, and a vari- 
ty of other uses are becoming more common and increasing 
he need for maritime space. The need for maritime space 
ecessitates integrated planning and management strate- 
ies based on sound scientific understanding and accurate 
eabed mapping ( Smith and Cardoso, 2020 ), with under- 
ater images ( Urra et al., 2021 ) being one of the most 
idely used seabed mapping materials. The main advan- 
age of underwater imagery is its cost-effectiveness and 
implicity, which allow for the rapid collection of large vol- 
mes of data with a variety of underwater cameras, from 

elatively simple handheld GoPros or “drop-down” cam- 
ras to more advanced ROV and AUV-mounted filming sys- 
ems. There are several applications and platforms designed 
r utilized for underwater imagery analysis, such as BI- 
GLE 2.0 ( Langenkämper et al., 2017 ), CPCe ( Kohler and 
ill, 2006 ), Image J ( Ferreira and Rasband, 2012 ), Photo- 
uad ( Trygonis and Sini, 2012 ), and broad-scale projects 
ngoing collecting huge amounts of video material, e.g., 
AREANO ( Buhl-Mortensen et al., 2015 ), yet only a 
mall part of the information is being extracted due to 
abour-intensive and time-consuming analysis procedures. 
 promising way to process large amounts of images is 
omputer-aided analysis, i.e., conversion of raw seabed 
ideo to 2D mosaics ( Casoli et al., 2021 ; Šaškov et al., 2015 ),
nnotation and image segmentation ( Martin-Abadal et al., 
018 ; Piechaud et al., 2019 ; Šiaulys et al., 2021 ), and quan-
ification of segmentation results ( Buškus et al., 2021 ). 
Automatic segmentation of underwater imagery, com- 

ared to other types of image analysis, is a relatively new 

nd challenging research direction. According to a survey 
 Gracias et al., 2017 ), the first publications on the seabed 
egmentation task (also termed seafloor classification) ap- 
eared 25 years ago and are still scarce, the common ground 
etween them being the use of “hand-crafted” image fea- 
ures and traditional machine learning algorithms, for ex- 
mple, random forest ( Rimavičius et al., 2018 ). Novel deep 
earning architectures of neural networks could be the en- 
bling technologies to replace image features and analyse 
mages more effectively, accurately, and quickly than ever 
efore. Initial efforts to apply deep learning to UI concern 
orals ( Alonso et al., 2019 ) and other broad categories such 
s fish, plants, divers, or stones ( Islam et al., 2020 ; Liu and
ang, 2020 ), mostly from independent photographs and with 
ittle preoccupation with the sea floor. Other studies have 

hown that seafloor videos could be converted into 2D mo- M

287 
aics (multiple frames that are stitched together into a sin- 
le still image), which can later be used for efficient vi- 
ual analysis ( Medelytė et al., 2022a ; Šaškov et al., 2015 )
ith applications of deep learning models ( Buškus et al., 
021 ). However, the mosaicking of seabed videos is a labour- 
ntensive process, requiring specific software and profes- 
ional knowledge ( Li et al., 2019 ), with some prerequisites 
or video material as well (stable distance from the seabed, 
omogeneous lighting, no fast-moving objects, etc.), which 
an be unachievable in rough open seas or very dynamic 
oastal areas. 
In this study, two ways of making UI analysis more effi- 

ient were tested on eight dominant visual features of the 
E Baltic reefs: 1) the simplification of video processing and 
xpert annotation effort by skipping the video mosaicking 
tep and reducing the frames analysed, and 2) the appli- 
ation of semantic segmentation of UI using deep learning 
odels for automatic estimates of seabed visual features. 
stimations were done both manually, by obtaining expert 
nnotations, and automatically, by training a deep learning 
onvolutional architecture on the annotated data. Experi- 
ents measure segmentation success and accuracy of au- 
omated visual coverage estimates through three types of 
alidation: two-fold cross-validation, leave one out valida- 
ion, and hold-out validation. 

. Material and methods 

.1. Underwater imagery data 

nderwater videos were filmed in the coastal and offshore 
eefs of Lithuanian marine waters in the South-Eastern 
altic Sea at eight locations ( Figure 1 ). Underwater video 
lming was carried out 1 m above the seabed, at depths 
f 4—8 m in the coastal area and 30—40 m offshore. 
he underwater videos in the coastal area were collected 
y SCUBA divers with a handheld GoPro underwater cam- 
ra and “drop-down” type camera system equipped with 
n analog camera with 700 TV lines (TVL) resolution for 
ive view and a digital camera (Panasonic HX-A500) that 
ecorded the seabed at high resolution (1280 × 720 px). 
ffshore data was collected using an ROV-mounted Full HD 

1920 × 1080) resolution camera with a lighting system con- 
isting of 16 bright LEDs in 4 × 4 stations. In total, coastal 
ata consists of five 10 m transects: SM02-1, SM02-2, SM07- 
, SM07-2 and SM08; (the latter being divided into two seg- 
ents), while offshore data consists of two 30 s long video 
lips (DE01-1, DE01-2), which are accessible through the 
endeley cloud-based repository ( Medelytė et al., 2022b ). 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 1 Underwater video sampling sites in South-Eastern Baltic Sea reefs. 
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the SE Baltic coastal and offshore reefs were selected for 
or the validation of models, additional video data from 

our transects was used: R05, DE06, I167 and N19. 
Ten video mosaics were created using a method devel- 

ped by Rzhanov and Mayer (2004) while following steps 
utlined by Šaškov et al. (2015) and Šiaulys et al. (2021) . 
he underwater mosaicking process is not always possible 
ue to difficult weather conditions in open seas, since the 
drop-down” camera is lifted by waves, resulting in an un- 
table camera distance from the bottom and thus com- 
licating the frame-to-frame pairwise registration process 
eeded for smooth mosaic construction. To address this is- 
ue, an experiment was carried out to test how the accu- 
acy of biological and geological feature extraction changes 
hen analysing mosaics and individual frames, i.e., whether 
t is possible to avoid the mosaicking step for accurate im- 
ge analysis by analysing only frames. The frames were se- 
ected in such a way that adjacent frames did not overlap 
ut were not too far apart ( Figure 2 ), resulting in 148 ex-
racted frames. 

.2. Extraction of frames 

or the frame sampling approach, experts assigned a spe- 
ific number of frames, typically 12—16, for each video 
ransect, and equally spaced frames of 960 × 540 size were 
xtracted using a command-line ffmpeg tool ( Tomar, 2006 ). 
dditionally, seeking to obtain better quality representative 
rames, a complex sampling strategy was introduced: 1) 
ach video frame was converted to a high-dimensional 
eature vector of 1280 elements by using ImageNet pre- 
288 
rained EfficientNet deep convolutional architecture 
 Tan and Le, 2019 ), the smallest and fastest Efficient- 
etB0 variant in the Python package image_embeddings. 
or example, DE01-2 video had 150 frames, and, after 
assing each frame through the model, we obtained a 
atrix of 150 × 1280 in size; 2) matrix obtained after 
onverting frames to embeddings was further processed 
sing sparse modelling for finding representative objects —
parse Modelling Representative Selection (SMRS) algorithm 

 Elhamifar et al., 2012 ), using the authors’ Python code. 
arameters used: alpha = 5, norm_type = 2, thrS = 0.99, 
hrP = 0.98, max_iter = 5000, step = 100. This algorithm tries 
o find frames that are the most representative in a math- 
matical sense. 3) A representative frame that is closest to 
he frames selected by simple sampling is selected. Being 
lose is defined here as smaller than 25% of the average 
istance between frames in simple sampling; 4) in a rare 
ase, when no closest representative frames are detected, 
ll frames around the corresponding frame ( ± average 
istance) from simple sampling are cut out into a smaller 
atrix, which is passed again to the SMRS algorithm, and 
teps 2—3 are repeated. 

.3. Manual annotation 

ll video mosaics and extracted frames of fixed size were 
nnotated by 3 experts by drawing closed polygons (striving 
or pixel-level accuracy) using the Labelbox manual pixel- 
ise segmentation tool ( Labelbox ). Dominant features of 
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Figure 2 An example of a 2D mosaic and separate frames from the same video transect. 

Figure 3 Annotated biological and geological features of SE Baltic coastal and offshore reefs. 
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nnotation (see Figure 3 ). Selected biological features 
ere red algae Furcellaria lumbricalis and Vertebrata 

ucoides , green algae Cladophora sp., blue mussel Mytilus 
dulis trossulus , geological features: boulders ( > 25 cm), 
obbles (6—25 cm), pebbles (0.2—6 cm), and sand ( < 0.2 
m) according to the Wentworth scale ( Wentworth, 1922 ). 
he summary of UI with mosaic sizes, number of frames, 
isual and modelled features is given in Table 1 . 

.4. Pre-processing of underwater imagery 

or the deep learning model with convolutional architec- 
ure, training and testing data were made by patching to- 
ether underwater images that were either in the form of 
arge mosaics or representative frames. This was done us- 
ng the sliding window principle. Training patches were aug- 
ented to maximize the amount of information available 
nd to provide a simple form of regularization. For evalua- 
ion, the transects were split in half to achieve 2-fold cross- 
alidation. 
Due to the limitations of the available computational 

esources, both mosaics and frames were sliced into over- 
apping 288 × 288-size patches. Overlap was the result of 
 sliding window or block processing idea with vertical and 
orizontal strides of 144 pixels. Due to the fact that mosaics 
ontained a lot of white pixels, as a result of the mosaicking 
rocess, only patches with a minimum of 70% non-white 
289 
ixels were considered as input images. Additionally, to 
ncrease the amount of training data, a few traditional 
ugmentation techniques, such as vertical and horizontal 
ip, and one marine-specific technique, removal of water 
cattering (RoWS) ( Chao and Wang, 2010 ), were used on the 
repared input image patches. 

.5. Deep learning model for semantic 

egmentation 

n the experiments, we used a deep convolutional neu- 
al network with pyramid spatial pooling architecture —
he PSPNet model ( Zhao et al., 2017 ) — with ImageNet 
re-trained ResNet-34 ( He et al., 2016 ) as the backbone. 
he PSPNet architecture takes its name from the so-called 
yramid Pooling Module, which helps the model capture 
he global context within the segmented image, leading 
o more successful pixel annotations using global informa- 
ion present in the image ( Figure 4 ). In a nutshell, this
odule captures different resolutions of the feature map, 
rying to identify and preserve the most important fea- 
ures from the feature map (output from the backbone 
odel), combining both the downsampled, convoluted, and 
psampled features and the original feature map (obtained 
rom the backbone model) itself. The model was imple- 
ented using the Keras framework (version 2.3.1), run- 
ing on the Tensorflow backend (version 2.1.0), with the 
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Table 1 Summary of the underwater imagery. MP corresponds to the size of imagery in megapixels. The last 4 transects were 
only for a final hold-out validation. Modelled features were used for deep learning experiments. 

Transect Mosaic size Mosaic 
MP 

Frames Frames 
MP 

Modelled 
features 

Additional features 

SM02-1 3671 × 8285 8.20 16 8.29 Boulders Cladophora, Vertebrata, 
Cobbles, Pebbles, Sand 

SM02-2 4693 × 7307 8.36 14 7.26 Boulders Cladophora, Vertebrata, 
Cobbles, Pebbles, Sand 

SM07-1 2434 × 8774 9.04 16 8.29 Furcellaria, 
Boulder 

Cobbles, Pebbles, Sand 

SM07-2 5021 × 5107 7.06 12 6.22 Furcellaria, 
Boulder 

Cobbles, Pebbles, Sand 

SM08-1 4191 × 5379 6.64 12 6.22 Furcellaria, 
Boulder 

Cladophora, Vertebrata, 
Cobbles, Pebbles, Sand 

SM08-2 4745 × 5379 6.85 12 6.22 Furcellaria, 
Boulder 

Cladophora, Vertebrata, 
Cobbles, Pebbles, Sand 

DE01-1 1580 × 5480 5.17 11 5.70 Mytilus, 
Boulder 

Cobbles, Pebbles, Sand 

DE01-2 2434 × 8774 6.56 11 5.70 Mytilus, 
Boulder 

Cobbles, Pebbles, Sand 

DE06-1 1495 × 7087 6.87 10 5.18 Mytilus, 
Boulder 

Cobbles, Pebbles, Sand 

R05-1 1656 × 7113 7.11 9 4.67 Furcellaria, 
Boulder 

Cobbles, Pebbles, Sand 

I167 — — 15 7.78 Furcellaria, 
Boulder 

Cobbles, Pebbles, Sand 

N19 — — 10 5.18 Mytilus, 
Boulder 

Cobbles, Pebbles, Sand 

Figure 4 PSPNet model used for semantic segmentation. From Zhao et al. (2017) and Buškus et al. (2021) . 
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elp of the segmentation-models package (version 1.0.1) 
 Yakubovskiy, 2019 ). The models were trained for 50 epochs, 
ith a batch size of 8 image patches. 

.6. Evaluation of model-based semantic 

egmentation 

or training and testing the convolutional neural network 
odel, we employed 2D mosaics and representative tran- 
ect frames containing two biological and one geological 
eature ( F. lumbricalis, M. edulis trossulus , and Boulders). 
he semantic segmentation task here was solved separately 
or each feature in a detection fashion. After a summary 
f manual annotation, the semantic segmentation task was 
valuated by three types of validation schemes: 1) 2-fold 

ransect-stratified cross-validation where each transect was 

290 
plit in half and either all bottom parts or all top parts of
ransects were used for training; 2) leave one transect out 
alidation where a single transect is used for testing while 
raining on all the remaining transects; 3) hold-out valida- 
ion had additional unseen imagery with features of interest 
ollected and annotated as a way to stress-test the seman- 
ic segmentation task. 
Stratification by transect in a 2-fold CV means that each 

ransect is split in half -top and bottom parts — and training 
s performed on one part while testing on the other part. For 
xample, after training on all the bottom parts of mosaics 
or the first half of the corresponding frame set), testing 
s performed on all the top parts, and vice versa. Such a 
trategy guarantees that testing is performed on somewhat 
imilar imagery to the one the model was trained on. How- 
ver, the drawback is that smaller amounts of training data 
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Table 2 Average differences ( ± standard deviation) be- 
tween expert coverage estimations of 2D mosaics (base- 
line) and frames for biological and geological visual fea- 
tures from all samples. 

Feature All frames 1/2 frames 1/3 frames 

F. lumbricalis 4 ±2.8 3.9 ±2.2 5.5 ±3 
M. edulis trossulus 1.6 ±1.2 3.3 ±2.1 1.7 ±2.2 
Cladophora sp. 1.3 ±1 1.2 ±0.5 1.4 ±0.7 
V. fucoides 2.7 ±3.6 2.7 ±3.5 4.4 ±5.6 

Boulders 4.9 ±7.3 5.6 ±6.8 5.4 ±4.1 
Cobble 2.1 ±1.9 2.2 ±1.8 2.8 ±1.5 
Pebble 5.8 ±4.8 6 ±4.7 6.1 ±3.5 
Sand 2.8 ±3.7 2.8 ±2.5 3.7 ±6.1 
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from the baseline from 1.9 to 9.2%. 
50/50% split instead of a more common 80/20%) and the 
ount of feature instances (objects of interest) can differ 
o a large extent between the top and bottom parts of the 
ransect. 
The main benefit of the leave-one-out validation (LOO) 

trategy is the use of all available training data, but the 
rawback is the lack of stratification by transect, where 
n this strategy it is designed fully as the testing data. In 
his kind of validation model, usefulness can be fully inves- 
igated, but the testing data can differ from training due to 
isual differences between transects. 
Due to the selected transects for the testing split, the 

old-out validation strategy was the most challenging vali- 
ation. The transects were recorded at different times and 
sing different video recording equipment. Moreover, two 
f the four transects could not be stitched into mosaics 
ecause of poor image quality resulting from strong waves 
t the recording time. For those two challenging transects 
I167 and N19), only the selection of representative video 
rames was possible. 
The success of segmentation was determined by the in- 

ersection over union (IOU) metric, and estimates of visual 
overage were calculated. This is a common metric in se- 
antic image segmentation ( Elbode et al., 2020 ), measuring 
egmentation success by comparing the ground truth with 
he prediction mask (that is, annotated and predicted im- 
ge pixels), also known as the Jaccard index. The metric is 
efined as: 

OU = t rue posit ive 
t rue posit ive + fal se negat ive + fal se posit ive 

In addition, final prediction masks were used to estimate 
he visual coverage of the feature in question. The cover- 
ge itself was interpreted as a ratio between predicted or 
round truth masks (that is, ‘active’ pixels) with only rel- 
vant pixels (excluding white pixels), in the mosaic setting 
nd all pixels in the frame setting. 

. Results 

istinct benthic communities represented the sites cho- 
en for this study. Coastal sites (SM) were dominated by 
acroalgae, while offshore sites (DE) were dominated by 
ussels ( Figure 5 ). Three coastal sites were also differ- 
nt: The shallowest (4 m) SM02 site was dominated by 
he green algae Cladophora sp. (23.1 ±0.5%) and red al- 
ae V. fucoides (14.5 ±1.3%), with only a few thalli of 
. lumbricalis (0.1%). On the contrary, the SM08 site was 
ominated by F. lumbricalis (49.4 ±10.1%) with only a few 

ladophora sp. (3.1 ±3.2%) and V. fucoides (8.1 ±7.7%). At 
he SM07 site, only scarce patches of F. lumbricalis were 
resent (10.8 ±1.5%). The substrate in all sites was domi- 
ated by coarse sediments: boulders (32.4—75.1%), cobble 
2.8—16.8%), pebble (10.7—54.4%), while the sand fraction 
ad the lowest share (7.8 ±6.2%). 

.1. Comparison of manual expert annotations 

 comparison of 2D mosaic versus sampled frames with re- 
pect to expert-based manual annotations was done first. 
he possibility of sparsifying selected frames and using 
291 
ewer images is evaluated with respect to coverage esti- 
ates. The accuracy was measured as the absolute differ- 
nce from the mosaic coverage estimates (baseline) accord- 
ng to the following heuristic scale: 0—5% excellent, 5—10% 

ood, 10—20% moderate, > 20% bad. 
As explained in Section 2.1 , two methods for frame ex- 

raction from videos were used: simple and complex. For 
ach video transect, we estimated the differences in cov- 
rage estimations (both for biological and geological visual 
eatures) from the baseline (mosaics) for both methods. The 
airwise Wilcoxon signed-rank test showed that the simple 
ethod gives significantly lower baseline differences than 
he complex method (test statistic = 2.31 with continuity 
orrection applied, p-value = 0.01). Thus, to make further 
nalysis less complicated, only estimations of simple frame 
election are provided further in this subsection. 
The results have shown that, in general, the quality of 

isual evaluation does not suffer when analysing individual 
rames when comparing the differences between mosaics 
nd frames ( Table 2 ). Analysis of all frames had excellent 
ccuracy and differed less than 5% from the baseline, ex- 
ept pebble (5.8%, good accuracy); excellent accuracy was 
lso achieved from the analysis with a reduced number of 
rames, with the exception of boulders, which differed 5.4—
.6% from the baseline (good accuracy). 
The differences from the baseline F. lumbricalis cover- 

ge estimates from all frames ranged from 1.3 to 7.0% in 
ndividual mosaics, indicating excellent to good accuracy. 
he reduction of frames provided similar results ( Table 3 ). 
t is noticeable that in transects with lower coverage of 
. lumbricalis, a higher accuracy was reached: transects 
ith < 20% coverage maintained excellent accuracy even 
ith frame reduction, while transects with > 40% coverage 
howed lower but still good accuracy. 
The accuracy of boulder estimation from all frames was 

xcellent in 6 out of 8 transects; in the other two tran-
ects from SM02 site, experts significantly overestimated 
he boulder class, resulting in moderate and bad accura- 
ies ( Table 4 ). The reduction of analysed frames resulted 
n similar accuracy in all transects except SM08-1, where 
he analysis of 1/3 frames resulted in increased differences 
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Figure 5 The percentage coverage of biological ( Furcellaria lumbricalis, Vertebrata fucoides, Cladophora sp., Mytilus edulis 
trossulus ) and geological (boulders, cobbles, pebbles and sand) visual features at research sites. 

Table 3 Seabed visual coverage estimates (in %) of F. lumbricalis from the analysis of mosaics, all frames, half of frames and 
one third of frames. Note: � — differences from the mosaics (baseline). 

Furcellaria transects Mosaic All frames � 1/2 frames � 1/3 frames �

Coverage, % 

SM07-1 9.7 8.4 1.3 8.9 0.8 7.3 2.4 
SM07-2 11.8 10.0 1.9 7.9 3.9 8.4 3.5 
SM08-1 42.2 47.8 —5.6 47.6 —5.4 50.1 —7.9 
SM08-2 56.6 49.5 7.0 51.1 5.4 48.4 8.2 

Table 4 The coverage (%) of boulders from the analysis of mosaics, all frames, half of frames and one-third of frames. Note: 
� — differences from the mosaics (baseline). 

Boulder transects Mosaic All frames � 1/2 frames � 1/3 frames �

Coverage, % 

SM02-1 38.6 50.5 —11.9 50.6 —12.1 44.5 —5.9 
SM02-2 35.5 55.8 —20.3 55.3 —19.8 48.8 —13.3 
SM07-1 34.7 35.0 —0.2 32.4 2.4 29.7 5.1 
SM07-2 32.6 32.4 0.2 31.8 0.8 34.7 —2.1 
SM08-1 74.8 77.4 —2.7 80.0 —5.3 70.4 4.3 
SM08-2 75.3 77.2 —1.9 74.4 0.9 84.5 —9.2 
DE01-1 35.4 37.4 —2.0 37.5 —2.1 36.8 —1.4 
DE01-2 29.4 29.8 —0.4 27.8 1.6 31.4 —2.0 
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.2. Two-fold transect-stratified cross-validation 

he segmentation success for the F. lumbricalis feature was 
ery good, with the resulting IOU score in the 0.611—0.839 
ange ( Table 5 ). Interestingly, the IOU score using frames 
as often higher than using mosaic, by 0.035 overall. Suc- 
essful segmentation also resulted in accurate seabed visual 
overage estimates ( Table 6 ), where the estimate from ex- 
ert annotations was 28.81%, the prediction of the model 
rained in mosaics was 28.57%, and the predictions from 
292 
odels trained on frames were 27.55% and 27.92%. Individ- 
ally, for separate transects, the difference between expert 
stimates on mosaic and models trained on frames did not 
xceed 8.5 percentage points. 
The segmentation success for the M. edulis trossulus 

eature was moderate, with the resulting IOU score in the 
.560—0.699 range ( Table 5 ). Frames performed similarly 
o mosaic with overall differences of —0.051 and 0.005 in 
he IOU score, but a simple sampling of frames provided 
ore accurate coverage estimates. Poorer segmentation 
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Table 5 Segmentation performance, as measured by IOU score, using 2-fold and LOO validation for F. lumbricalis, M. edulis 
trossulus and boulders features in mosaic imagery or selected representative video frames (by simple or complex sampling). 

Mosaic Simple Complex 
IOU � IOU � IOU 

Feature Transect 2-fold LOO 2-fold LOO 2-fold LOO 

Furcellaria 
lumbricalis 

SM07-1 0.703 0.694 —0.015 —0.021 0.016 —0.043 
SM07-2 0.839 0.799 0.046 0.035 0.030 0.070 
SM08-1 0.661 0.628 —0.104 —0.127 —0.050 —0.099 
SM08-2 0.726 0.665 0.000 —0.047 0.028 —0.039 
Totals: 0.711 0.664 —0.035 —0.077 —0.035 —0.054 

Mytilus edulis 
trossulus 

DE01-1 0.671 0.486 —0.028 —0.113 0.064 —0.006 
DE01-2 0.560 0.600 —0.061 0.003 —0.050 0.005 
Totals: 0.613 0.549 —0.051 0.005 0.005 0.010 

Boulders DE01-1 0.670 0.551 —0.063 —0.112 0.012 —0.082 
DE01-2 0.649 0.601 —0.085 —0.074 —0.024 0.028 
SM07-1 0.582 0.566 —0.064 —0.024 0.060 0.022 
SM07-2 0.517 0.434 —0.111 —0.178 0.039 —0.015 
SM02-1 0.344 0.430 —0.256 —0.183 —0.091 —0.052 
SM02-2 0.297 0.279 —0.325 —0.264 —0.057 —0.117 
SM08-1 0.806 0.785 —0.016 —0.042 0.041 0.018 
SM08-2 0.790 0.776 —0.046 —0.057 0.014 —0.006 
Totals: 0.598 0.578 —0.108 —0.102 —0.003 —0.025 

Table 6 Seabed visual coverage estimates, as measured in percentages, using 2-fold and LOO validation for F. lumbricalis, 
M. edulis trossulus and boulders features in mosaic imagery or selected representative video frames (by simple or complex 
sampling). Abbreviations: GT (ground-truth) — results of expert annotations; � DL — difference of model-based predictions 
(DL) from mosaic-wise ground-truth annotations (GT—DL). 

Mosaic Simple Complex 

GT � DL � DL � DL 

Feature Transect 2-fold LOO 2-fold LOO 2-fold LOO 

Furcellaria lumbricalis SM07-1 9.75 0.31 —0.23 0.74 0.48 1.10 2.09 
SM07-2 11.91 0.86 1.26 2.66 3.11 1.45 2.89 
SM08-1 43.15 —0.68 —17.88 —5.89 —9.17 —5.19 —8.46 
SM08-2 57.48 0.41 13.07 8.41 6.82 6.82 4.42 
Totals: 28.81 0.24 —0.75 1.26 0.16 0.89 0.22 

Mytilus edulis trossulus DE01-1 22.83 0.76 9.92 3.62 7.59 7.07 11.18 
DE01-2 18.11 0.20 —0.82 1.86 —1.14 4.78 1.73 
Totals: 20.19 0.44 3.91 2.46 2.94 5.64 6.17 

Boulders DE01-1 29.65 4.09 7.87 —0.28 2.60 3.91 1.76 
DE01-2 35.60 2.62 5.73 1.49 2.14 4.44 0.18 
SM07-1 34.95 0.55 4.47 1.99 1.05 10.72 9.88 
SM07-2 32.82 9.36 13.74 3.28 5.76 15.30 16.00 
SM02-1 38.80 10.42 —4.85 —24.13 —24.14 3.76 —4.53 
SM02-2 35.40 8.57 13.56 —22.95 —11.66 10.78 6.15 
SM08-1 76.41 —3.59 —0.86 —6.59 —3.30 —0.53 —1.30 
SM08-2 76.55 —2.70 3.86 —7.70 —5.17 2.01 2.57 
Totals: 44.37 3.99 5.23 —7.72 —5.02 6.42 3.77 
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ccuracy did not noticeably affect seabed visual cover- 
ge estimates ( Table 6 ), where the estimate of expert 
nnotations was 20.19%, prediction from model trained on 
osaics was 19.75% and predictions from models trained on 
rames were 17.73% and 14.55%. Individually, for separate 
ransects, the difference between the expert estimate on 
293 
he mosaic and the model trained on frames (from simple 
ampling) did not exceed 4 percentage points. 
The segmentation success of the boulder feature was 

ery varied, with much better results for simple frame sam- 
ling than using mosaics, with the resulting IOU score in 
he range 0.297—0.837 range ( Table 5 ). Simple sampling 
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Table 7 Segmentation performance, as measured by IOU score, using hold-out validation for F. lumbricalis, M. edulis trossulus 
and boulders features in mosaic imagery or selected representative video frames by simple sampling. 

Mosaic Frames 

Feature Transect IOU IOU � IOU 

Furcellaria lumbricalis R05-1 0.259 0.258 0.001 
I167 — 0.824 —

Mytilus edulis trossulus DE06-1 0.061 0.075 —0.014 
N19 — 0.441 —

Boulders R05-1 0.161 0.349 —0.188 
DE06-1 0.148 0.345 —0.197 
I167 — 0.453 —
N19 — 0.143 —
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rovided the best segmentation accuracy overall, with an 
OU score of 0.706. We suspect that such differences in 
OU could be due to many objects in boulder class having 
oor visibility in the SM02_1 and SM02_2 mosaics, which also 
esulted in significant differences from expert annotations 
hen using deep learning model predictions. The visual cov- 
rage estimates were markedly affected ( Table 6 ), espe- 
ially for SM02 and SM07 transects, where the overall esti- 
ate of the expert annotations was 44.37%, the prediction 
f the model trained on mosaics was 40.38% (underestimate 
f ∼4 percentage points), and the predictions from mod- 
ls trained on frames were 52.09% (overestimate of ∼7.7 
ercentage points) using simple and 37.95% (underestimate 
f ∼6.4 percentage points) using complex frame sampling. 
xcluding too large overestimates of visual coverage using 
imple sampling of SM02 frames and underestimates using 
omplex sampling of SM07-2 frames individually for sepa- 
ate transects, the difference between the expert estimate 
n the mosaic and model predictions did not exceed 11 per- 
entage points. 

.3. Leave one transect out validation 

he segmentation success for the F. lumbricalis feature was 
ery good, with the resulting IOU score in the 0.628—0.799 
ange ( Table 5 ). The IOU score was again higher for the F.
umbricalis feature using simple and complex frames sam- 
ling than using mosaic (overall by 0.077 and 0.054 respec- 
ively). Successful segmentation also resulted in accurate 
eabed visual coverage estimates ( Table 6 ), where the es- 
imate from expert annotations was 28.81%, the prediction 
f the model trained in mosaics was 29.56%, and predictions 
rom models trained on frames were 28.65% and 28.59%. In- 
ividually, for separate transects, the difference between 
he expert estimate on the mosaic and the model trained 
n frames did not exceed 9.2 percentage points. 
The segmentation success for the M. edulis trossulus 

eature was moderate, with the resulting IOU score in the 
.486—0.600 range ( Table 5 ). Frames performed similarly to 
osaic, with overall differences of 0.005 and 0.01 in the IOU 

core, but mosaic provided slightly more accurate coverage 
stimates. Poorer segmentation accuracy did not noticeably 
ffect seabed visual coverage estimates ( Table 6 ), where 
he estimate of expert annotations was 20.19%, prediction 
rom model trained on mosaics was 16.28% and predictions 
294 
rom models trained on frames were 17.25% and 14.02%. In- 
ividually, for separate transects, the difference between 
xpert estimates on mosaic and models trained on frames 
id not exceed 11.2 percentage points. 
The segmentation success of the boulder feature was 

ery varied, with much better results for simple frame 
ampling than using mosaics, with the resulting IOU score 
n the 0.279—0.833 range ( Table 5 ). Simple sampling pro- 
ided the best segmentation accuracy overall, with an IOU 

core of 0.680. Similarly, for 2-fold CV results, we hypothe- 
ize that significant discrepancies in IOU may be related to 
he low visibility of several boulder-class objects in SM02- 
 and SM02-2 mosaics, which also led to large differences 
etween expert annotations and deep learning model pre- 
ictions. The visual coverage estimates were markedly af- 
ected ( Table 6 ), especially for SM02 and SM07 transects, 
here the overall estimate from expert annotations was 
4.37%, the prediction from model trained in mosaics was 
9.13% (underestimate of ∼5.2 percentage points), and the 
redictions from models trained on frames were 49.38% 

overestimate of ∼5 percentage points) using simple and 
0.60% (underestimate of ∼3.8 percentage points) using 
omplex frame sampling. Excluding too large overestimates 
f visual coverage using simple sampling of SM02 frames and 
nderestimates using complex sampling of SM07-2 frames 
ndividually for separate transects, the difference between 
he expert estimate on the mosaic and model predictions 
id not exceed 16 percentage points. 

.4. Stress testing with hold-out validation 

he segmentation success for the F. lumbricalis feature 
as poor for the R05-1 and excellent for the I167 tran- 
ect ( Table 7 ). Despite such different results, seabed visual 
overage estimates were of acceptable accuracy ( Table 8 ), 
eviating from ground-truth expert annotations by 6.7 per- 
entage points for mosaic and just 3.4 or 0.93 percentage 
oints for frames. Surprisingly, the frames outperformed the 
osaic for the R05-1 transect. For comparison, the differ- 
nce between expert annotations of mosaic and frames was 
.7 percentage points. 
The segmentation success for the M. edulis trossulus 

eature was unacceptable for the DE06-1 and mediocre for 
he N19 transect ( Table 7 ). Due to the low visual coverage
n the DE06-1 transect ( Table 8 ), where experts estimated 
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Table 8 Seabed visual coverage estimates, as measured in percentages, using hold-out validation for F. lumbricalis, M. edulis 
trossulus and boulders features in mosaic imagery or selected representative video frames by simple sampling. Abbreviations: 
GT (ground-truth) — results of expert annotations; DL (deep learning) — results of model-based predictions; � — difference 
from mosaic-wise ground-truth annotations (GT—DL). In case a mosaic was not available frame-based GT annotations were 
used. 

Mosaic Frames 

Feature Transect GT � DL GT � GT DL � DL 

Furcellaria 
lumbricalis 

R05-1 10.18 6.70 8.48 1.70 6.78 3.40 
I167 — — 40.46 — 39.53 0.93 

Mytilus edulis 
trossulus 

DE06-1 7.76 7.24 8.40 —0.64 0.66 7.11 
N19 — — 33.82 — 25.59 8.23 

Boulders R05-1 16.19 —51.23 32.13 —15.94 83.68 —67.49 
DE06-1 24.84 17.59 24.62 0.22 15.40 9.44 
I167 — — 44.59 — 50.30 —5.71 
N19 — — 51.09 — 32.13 18.96 
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s
24% in absolute difference. 
.76% in mosaics and 8.4% in frames (with a small over- 
stimate of 0.64 percentage points), differences of ∼7 
ercentage points are too large in this case. Basically, this 
eans that the model could not predict lower amounts 
f M. edulis trossulus feature objects in the DE06-1 tran- 
ect when trained on DE01-2 and DE01-1 transects, which 
ad higher amounts. Meanwhile, the more successfully 
egmented N19 transect frames with higher amounts of 
ytilus features had a seabed visual coverage estimate 
f 33.82% by experts and a 25.59% underestimate by the 
odel ( Table 8 ), where the difference of ∼8 percentage 
oints can be seen as a good result. 
The segmentation success of the boulder feature was 

oor regardless of the transect but, interestingly, much bet- 
er for frames than for mosaics ( Table 7 ). However, the vi- 
ual coverage for the R05-1 transect was unacceptably over- 
stimated ( Table 8 ), with the differences between the ex- 
ert and the model being too large. Meanwhile, other tran- 
ects showed better results, with the largest difference be- 
ng ∼19 percentage points. 

. Discussion 

ur results have shown that in general, coverage estima- 
ions from mosaics and frames were very similar for all eight 
eatures, thus providing a few opportunities for more ef- 
ective UI analysis. Using a set of representative frames 
rom an underwater video may considerably reduce the time 
equired for preprocessing raw data since mosaicking of 
eabed imagery can be labour-intensive and requires spe- 
ific software or algorithms and professional knowledge, 
espite existing tools such as AutoStitch, APAP, and SPHP 
 Li et al., 2019 ). The most time-consuming step of mosaick- 
ng is manual registration of consecutive frames if auto- 
atic pair-wise registration of these frames is unsuccessful. 
his is often the case for Baltic Sea UI which is usually of 
imited quality (high turbidity, camera motion due to waves, 
otion of features, changing lighting, etc.). Also, the re- 
uirement of irregular manual intervention to mosaicking 
rocess makes a fully automated video analysis very com- 
licated. Frames-based approach with a decreased num- 
er of analysed frames also provides a reasonable option 
295 
o reduce the efforts needed for UI annotation, consider- 
ng that a single 100 m video transect, depending on the 
rift, can result in 100—150 individual frames. However, this 
pproach has some implicit limitations. While the frame- 
ased analysis may well substitute mosaicking for features 
hat require coverage estimation (such as underwater veg- 
tation, colonial fauna, and substrate types), this approach 
s less successful in estimating the number of individual or- 
anisms, especially if they are rare and scarce or moving 
uring the video. We noticed that some individuals can be 
ounted twice if they are partially annotated in two adja- 
ent frames, or cannot be counted at all if they are located 
etween adjacent frames ( Figure 6 ). Furthermore, reducing 
he number of frames analysed in this case may lead to sig- 
ificant overestimations or underestimations, depending on 
hether or not a rare feature occurs in the analysed set of 
rames. 
Surprisingly, complex sampling did not provide a clear 

dvantage over simple sampling, with semantic segmenta- 
ion performance always inferior (resulting in lower IOU val- 
es) and coverage estimations depending on the class ana- 
yzed (only with marginally better results for F. lumbricalis 
nd boulder classes). Due to poorer segmentation results 
nd negligible differences in coverage estimates, the intro- 
uced complex sampling cannot be recommended since it 
equires a large computational overhead while not provid- 
ng better results. One of the reasons why complex sampling 
ailed could be the high dimensionality of EfficientNet em- 
eddings applied to short video segments, creating a curse 
f dimensionality challenge ( Moghaddam et al., 2020 ) for 
he underlying SMRS algorithm. 
Semantic segmentation gave moderate accuracy, as mea- 

ured by the IOU score, but seabed coverage estimates ob- 
ained from predicted segmentations were overall quite ac- 
urate. Based on leave-one-out and two-fold transect strati- 
ed validations, the total absolute differences between ex- 
ert annotations and model results were less than 6% and 
%, respectively, which is quite impressive considering the 
ften higher variability of intra- and interobserver classifi- 
ation ( Beijbom et al., 2015 ; Reeves et al., 2007 ). However,
ome individual transects resulted in high biases of up to 
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Figure 6 Double annotation of European flounder Platichthys flesus in two adjacent frames (top picture, DE01-1 transect) and 
misannotation of moon jelly Aurelia aurita between adjacent frames (bottom picture, SE07-1 transect). 

Figure 7 The performance of deep learning models for the boulder class based on IOU scores from worst (left) to best (right) in 
SM02-1, SM07-1, DE01-2 and SM08-2 transects respectively. 
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The validation of the boulder class gave somewhat un- 
xpected results. The best IOU scores were for SM08 tran- 
ects where boulders were mostly overgrown by macroalgae 
. lumbricalis and with hardly visible outlines, while tran- 
ects with relatively easily outlined boulders gave lower IOU 

cores ( Figure 7 ). This could be explained by the substrate 
references of different macroalgae species. For example, 
s stated by Bučas et al. (2007) , in Lithuanian coastal reefs, 
erennial red algae F. lumbricalis (the dominant feature of 
M08 transects) prefer the most stable substrate — boul- 
ers, while green algae Cladophora sp. (the dominant fea- 
ure of SM02 transects) can overgrow both boulders and cob- 
les. This could suggest that during substrate classification, 
he model considers epibenthos and tends to assign over- 
296 
rown substrate to the boulder class rather than to cobble, 
hereas, in transects with scarce vegetation (SM07) or veg- 
tation both on boulders and cobbles (SM02), the classifica- 
ion is less accurate. On the other hand, model results from 

he frame analysis were more accurate than from mosaics, 
howing that the framing approach is not only more effec- 
ive for the annotation of UI but also more suitable for deep 
earning models. 
Stress tests with hold-out validation, which were based 

n additionally annotated challenging test data, resulted 
n even worse model performance, with differences be- 
ween experts and the model exceeding 50% for some 
ransects. This could be explained by intentionally se- 
ecting videos with different image quality for the test 
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ataset. For example, I167 and N19 sites were filmed with 
 “drop-down” video system with noticeable wave action, 
hile the light environment and image sharpness in R05-1, 
ediment composition, and colour palette in DE06-1 were 
lso different. This emphasizes the importance of having 
 training dataset with a variety of filming equipment and 
nvironmental conditions. This seems especially important 
or the very dynamic environment of Lithuanian coastal 
eefs, which are under the influence of plume from the 
uronian Lagoon ( Vaičiūtė et al., 2012 ), regular upwelling 
vents ( Dabuleviciene et al., 2018 ), waves and currents, not 
o mention different cloudiness, all of which can determine 
ifferent lighting, water colour, transparency/turbidity, 
amera motion, and other parameters that can influence 
he results of visual analysis. 

. Conclusions 

ur study has shown that seabed coverage estimations 
rom video mosaics and individual frames provided sim- 
lar results, suggesting that the mosaicking step, often 
sed for UI analysis, could be skipped if an approximate 
stimate of biological and geological features is suffi- 
ient. Moreover, results indicated that even a two- or 
hree-fold decrease in the frames analysed still resulted 
n relatively accurate coverage estimates for most of 
he features. In general, coverage estimates from auto- 
atic segmentation with deep learning models gave very 
romising seabed coverage estimation results for all visual 
lasses, despite moderate IOU scores. Frame-based results 
ere often slightly worse than mosaic-based results, but 
hese differences seem to be negligible. When comparing 
eabed visual coverage estimates from expert annotated 
osaics with the estimates from model-based segmen- 
ation predictions, absolute differences did not exceed 
1% in 2-fold transect-stratified cross-validation, 16% in 
he leave-one-transect-out validation scheme, and 19% 

n challenging hold-out validation overall. Interestingly, 
he largest differences were consistently obtained for the 
oulder feature, which had large percentages of objects, 
esulting in large visual coverage. Judging from observed 
iases differing with respect to the validation scheme, we 
ould advise having more varied imagery, both in record- 
ng equipment and environmental conditions. Therefore, 
ontrary to coverage estimates from expert annotation of 
rames recommendations, we do not recommend reducing 
he number of selected frames if the goal is to prepare 
nderwater imagery for deep learning model training. 
inally, this study has laid a solid stepping stone towards 
utomatic recognition and estimation of SE Baltic hard 
ottom features from UI, which in the future could consid- 
rably facilitate reef monitoring and environmental status 
ssessment. 
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Abstract Semi-enclosed, fetch-limited waters create unique conditions for wind wave de- 
velopment and breaking. Parameters of breaking waves influence bubble entrainment depth 
and associated noise, which is why they differ in semi-enclosed sea compared to open waters. 
While the established noise-wind speed relationship holds in oceanic conditions, it differs in 
land-constrained basins like the Baltic Sea. To explore noise level, bubble entrainment depth 
and wind speed relationships, we conducted noise and sub-surface bubble measurements, cou- 
pled with wind observations, in the selected area of the Baltic Sea during two consecutive 
summers. A novel method was employed to estimate bubble entrainment depth under condi- 
tions of strong backscatter. Model data of wave field parameters were employed to assess their 
influence on noise level and bubble entrainment depth. Results suggest stronger connections 
between noise level and wind speed, as well as wave height, compared to wave age and wind 
sea steepness. The same patterns hold true for the correlation between bubble entrainment 
depth and both wind speed and wave field parameters. The parameterized noise level-wind 
speed relationship differs from that obtained for oceanic conditions and also varies across mea- 
surement periods. Observed differences were shaped by varying wind-wave conditions, notably 
differences in wind speed, direction, wave height, and the presence of swell. The noise level- 
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Sopot, Poland. 

E-mail address: adgorska@iopan.pl (A. Dragan-Górska). 
Peer review under the responsibility of the Institute of Oceanology of the Polish Academy of Sciences. 

https://doi.org/10.1016/j.oceano.2023.12.003 
0078-3234/© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier B.V. This is an open access 
article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

https://doi.org/10.1016/j.oceano.2023.12.003
http://www.sciencedirect.com
http://www.journals.elsevier.com/oceanologia
mailto:adgorska@iopan.pl
https://doi.org/10.1016/j.oceano.2023.12.003
http://creativecommons.org/licenses/by-nc-nd/4.0/


A. Dragan-Górska, N. Gorska, P. Markuszewski et al. 

bubble entrainment depth relation is reported for the first time for Baltic Sea conditions. For 
a thorough analysis of the influence of these factors on noise and bubbles, longer measure- 
ments under diverse wind-wave conditions are required to account for site-specific wave field 
characteristics. 
© 2023 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

ave breaking is responsible for the introduction of gas bub- 
les under the sea surface. Bubbles undergo complex vol- 
me oscillations and emit noise ( Banner and Cato, 1988 ; 
edwin and Beaky, 1989 ). They are not only the pri- 
ary source of wind-dependent ambient noise in the ocean 

 Farmer and Vagle, 1988 ; Kerman, 1988 ), but they also play 
n important role in various processes related to the air-sea 
nterface interactions, as heat and gas exchange, aerosol 
eneration, momentum transfer from the wind to currents 
nd many others. 
The parameters of wind and breaking waves inherently 

ffect the population of bubbles, influencing their entrain- 
ent depth ( Graham et al., 2004 ; Wang et al., 2016 ) and

mpacting characteristics of underwater noise, such as its 
evel and the shape of the frequency spectrum ( Farmer and 
emon, 1984 ; Perrone, 1969 ; Wille and Geyer, 1984 ). The 
haracteristics of the wind and wave fields significantly de- 
end on the examined water body, especially on the prox- 
mity of the study site to the shoreline and its shape. In 
emi-enclosed areas and coastal regions with nearby shore- 
ines and islands, they differ from those in the open ocean 
 Soomere, 2023 ). Therefore, it is reasonable to expect that 
he distance to the land also influences the spatial distribu- 
ion of bubbles and characteristics of generated noise. 
Pioneering measurements of underwater sound by 

nudsen et al. (1948) have shown a correlation between 
mbient noise and sea state. Field measurements of 
iggott (1964) and Shaw et al. (1978) led to the estab- 
ishment of a well-known relationship between wind-driven 
mbient noise spectrum level NSL ( f ) in the 100—25 000 Hz 
ange and wind speed U , in the form: 

og ( U) = m( f) NSL( f) + n( f) (1) 

here U is the wind speed in m/s, f is the frequency in Hz,
 ( f ) and n ( f ) are coefficients and NSL ( f ) is in dB re 1 μPa2 

z—1 . 
Later studies have confirmed a strong correlation be- 

ween ambient noise and wind speed ( Lemon et al., 1984 ; 
agle et al., 1990 ). The proposed relationship was used 
n practice ( Wind Observations Through Ambient Noise, 
OTAN ) to estimate oceanic winds through underwater 
oise ( Vagle et al., 1990 ). However, the variability be- 
ween coefficients m ( f ) and n ( f ) was observed ( Farmer and
emon, 1984 ; Klusek and Lisimenka, 2016 ; Vakkayil et al., 
996 ). It was suggested that the wind-noise relationship 
ight be site- and frequency-dependent ( Vagle et al., 
990 ). 
Most of the aforementioned studies focused on the open 

cean, where wave parameters (e.g. height, length) remain 
300 
naffected by wind direction, and waves often develop un- 
er unlimited fetch conditions. In coastal or semi-enclosed 
aters, the direction of the wind is an important factor as 
t determines the fetch length and other characteristics of 
he wave field. 
Not many attempts were made to verify the wind speed 
ambient noise relation in the area where land proxim- 

ty might influence wave breaking ( Cato and Tavener, 1997 ; 
im and Choi, 2006 ; Poikonen and Madekivi, 2010 ; 
eeder et al., 2011 ; Markuszewski et al., 2020 ). The proxim-
ty of land complicates the wind field, negatively affecting 
he correlation between wind speed and noise level ( Cato 
nd Tavener, 1997 ). Moreover, differences in ambient noise 
evel and spectral characteristics of noise, in comparison 
o open waters, were observed ( Cato, 2019 ; Ingenito and 
olf, 1989 ; Ramji et al., 2008 ). 
Wind speed influences not just the noise level and 

he shape of the noise frequency spectrum, but also the 
epth of bubble entrainment ( Thorpe, 1992 ). The re- 
ationship between entrainment depth and wind speed 
as been examined in various regions using up-looking 
chosounders ( Crawford and Farmer, 1987 ; Strand et al., 
020 ; Wang et al., 2016 ). It has been demonstrated that
oth the character of the dependence and the bubble en- 
rainment depths are site-specific. 
Given that gas bubbles generated by breaking waves 

re the primary source of wind-dependent noise, it follows 
hat the wave characteristics should also influence both the 
ubbles and the resulting noise. Initial measurements re- 
ealed a weak correlation between noise level and signifi- 
ant wave height ( Farmer and Lemon, 1984 ; Felizardo and 
elville, 1995 ; Perrone, 1969 ). However, removing the influ- 
nce of swell improved correlations between wave height 
nd ambient sea noise ( Felizardo and Melville, 1995 ) and 
ave height and bubble entrainment depth ( Strand et al., 
020 ). Limited research has explored relationships between 
oise, gas bubbles and other wave field parameters. A 
ood correlation was found between the wave slope and 
he noise level ( Felizardo and Melville, 1995 ; Rapp and 
elville, 1990 ). The steepness of the wind sea affects the 
requency of wave breaking ( Banner et al., 2000 ) and, con- 
equently, should also influence the noise and bubble en- 
rainment depth. Steeper waves are characteristic of a de- 
eloping sea (young waves), whereas less steep waves are 
ypical of a mature sea (developed waves). A parameter 
hat provides information about the state of wave devel- 
pment is the wave age. Bubble entrainment depth was 
ound to decrease with the wave age ( Graham et al., 2004 ;
horpe, 1986 ; Wang et al., 2016 ), however, Gemmrich and 
armer (1999) stated that wave age alone may not fully re- 
present wave-breaking conditions. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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The semi-enclosed nature of the Baltic Sea results in 
nique characteristics of wind waves ( Soomere, 2023 ), 
hich may lead to distinctive properties of underwater 
oise, the depth of entrainment of gas bubbles, and their 
elationships with wind-wave field properties. On the one 
and, this specificity refers to the morphometry of the sea 
 Leppäranta and Myrberg, 2009 ). This includes, firstly, the 
mall size of the sea and thus the limited fetch length 
hat controls the development of wind waves. Secondly, the 
altic Sea has a complex shape due to the diversity of its 
oastal environments and extensive archipelago areas. On 
he other hand, the specificity of predominant winds also 
lays a role. In this area, the winds have a multi-peak direc- 
ional structure with strong anisotropy of wind directions 
 Karagali et al., 2014 ). The location of the Baltic Sea in the
eriphery of the highly variable North Atlantic storm track 
 Wickström et al., 2020 ), exposes it to abundant stormy 
inds ( Pinto et al., 2007 ). This might result in winds blow- 
ng from unusual directions ( Bierstedt et al., 2015 ), and can 
ignificantly impact the wind wave field properties. 
The listed features lead to high spatio-temporal variabil- 

ty of wind and wave fields in the Baltic Sea, which are thus 
ite-specific, opposite to many areas of the World Ocean. 
s a result, observations conducted in specific sea locations 
annot be easily extrapolated to other areas. Hence it is of 
reat importance to study underwater noise and gas bubble 
opulations in particular areas of the Baltic Sea, as it might 
ield significantly diverse findings. 
A recent study by Klusek and Lisimenka (2016) in a fetch- 

imited area of the semi-enclosed Baltic Sea has shown that 
mbient noise might also depend on the seasonally changing 
ound propagation conditions: presence and type of acous- 
ic waveguide. The specific spatial features of the semi- 
nclosed Baltic Sea, including the presence of straits, bays, 
nd islands, not only alter the wind-wave field but also 
mpact sound propagation conditions. Noise measurements 
arried out in different areas of the Baltic Sea indicate 
he existence of significant differences in shape and lev- 
ls of ambient noise spectra ( Bagočius, 2013 ; Bagočius and 
arščius, 2022 ; Grelowska, 2016 ; Grelowska and Koza- 
zka, 2020 ; Klusek and Lisimenka, 2016 ; Poikonen and 
adekivi, 2010 ; Sigray et al., 2016 ). 
The factors mentioned above stimulated our research, 

rompting us to choose the Gulf of Gdansk as our measure- 
ent site. Within this location, we aim to demonstrate how 

ntricate wind-wave conditions impact both noise levels and 
he depth of gas bubbles entrained during the process of 
ave breaking. 

. Methods 

.1. Study site 

he data used in the analysis were collected during two 
easurement campaigns conducted in the Gulf of Gdansk 
southern Baltic Sea). The first experiment was carried 
ut from 14 to 18 September 2005 (54.5917 °N, 19.3583 °E), 
hile the second was conducted about a year later, from 3 
o 6 October 2006 (54.5833 °N, 19.4150 °E). Later in the pa- 
er, whenever we use the term “in 2005” or “in 2006”, we 
re referring to these specific periods only, not the entire 
301 
ears. The distance between both measurement points was 
pproximately 2 NM. The depth at the measurement site 
as 79 m in 2005 and 75 m in 2006. The sea bottom in the
rea consists mostly of muddy sediments ( Zachowicz et al., 
004 ) . 
The sound propagation conditions at the site were typ- 

cal for the summer season. The conditions were deter- 
ined by three distinct water layers: an upper mixed layer 
ith a constant sound speed; seasonal thermocline with a 
apidly decreasing sound speed (in the depth range: 20—40 
 and 30—40 m for 2005 and 2006, respectively) and a deep 
ater layer where the sound speed was slightly increasing 
ith the depth, Figure 1 b. This resulted in the creation of 
he weakly expressed mid-water acoustic waveguide with a 
ound speed minimum at a depth between 60—70 m and 43—
5 m, respectively, during the first and second measurement 
ampaign. 
The air-sea temperature difference varied between —6 °C 

nd + 1.5 °C during 2005 measurements, and between 
6.5 °C and —2.5 °C during 2006 measurements, defining at- 
ospheric boundary layer conditions as generally unstable. 
he stability of the atmospheric boundary layer may influ- 
nce wave height ( Wille and Geyer, 1984 ) and depth of bub-
le clouds ( Thorpe, 1982 ). 
The wind direction has an influence on the wave field 

n the area of the semi-enclosed waters of the southern 
art of the Baltic Sea. The arrows in the Figure 1 a present
he distance from the study site to the nearest land (fetch 
ength) as a function of the direction, which together with 
he wind speed and wind duration determines the size of 
aves (height and length). At the study site, waves are the 
ighest when the wind is from NW through N to NE direc- 
ions, and when the fetch reaches up to 600 km. While 
aves originate from the land (from E through S to W di- 
ections), fetch length ranges from 20 to 80 km, with an 
verage value of 40 km. 

.2. Hydroacoustic measurements 

.2.1. Hydroacoustic buoy 
he underwater ambient noise and acoustic backscatter 
easurements were performed using an autonomous hy- 
roacoustic buoy (a prototype instrument). It was designed 
s a simple, self-sufficient system that can be deployed for 
p to a few days. The buoy consisted of a cylindrical pres- 
ure housing (0.3 m diameter and 1.0 m height) with elec- 
ronics and battery set inside, two main hydroacoustic mod- 
les (active and passive), and a pressure sensor. The dom- 
nant design factor was the integration of the two hydroa- 
oustic modules into one buoy. 
The passive hydroacoustic module comprised two broad- 

and omnidirectional hydrophones attached vertically on 
he side of the buoy ( Figure 2 a). The upper hydrophone 
as connected to a spherical float which held it at a de- 
ired depth. It was located in a subsurface layer at depths 
f 23 m (2005) and 21 m (2006), while the lower hydrophone 
as consistently placed 22 m below the upper one. Such 
n arrangement enabled to record a noise that originated 
rom the local subsurface sources (upper hydrophone in the 
ixed layer) and from distant sources (lower hydrophone in 
he thermocline). 
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Figure 1 (a) Map of the study site. The measurement point is marked by a black dot, the land weather station is marked by a 
star and the arrows indicate the highest fetch length values depending on the direction. The enlarged section of a map contains 
bathymetric data ( https://emodnet.ec.europa.eu/ ) marked by colour. (b) Sound speed depth profiles were obtained in 2005 and 
2006 at the beginning (dotted line) and at the end (solid line) of each measurement campaign. The depth of the hydrophones is 
marked by grey rectangles. 

Figure 2 Measurement scheme (a) and a photograph of the hydroacoustic buoy just before deployment (b). 
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The active module was represented by Inverted Echo 
ounder (IES), operated at 130 kHz frequency, mounted 
xternally on the top side of the buoy. Hydrophones and 
chosounder were developed in cooperation between the 
nstitute of Oceanology Polish Academy of Sciences and the 
dansk University of Technology. 
The pressure sensor (ADZ-SML 20.0) calibrated by the 
anufacturer was capable of measuring pressure in the 
ange of 0.06 to 6.00 MPa. Raw hydroacoustic data and pres- 
ure data were stored internally on a standard PC hard drive 
nstalled in the buoy. 
The buoy was moored with an anchor and an acoustic 

elease attached to the bottom of the pressure housing. 
302 
o facilitate locating the buoy after measurements, a sec- 
nd anchor with a surface float was used ( Figure 2 a). De-
loyments and recoveries were carried out from the r/v 
ceania , which was anchored about a mile and a half from
he buoy mooring during measurements. The buoyancy of 
he buoy and its stability were adjusted using 15 plastic 
pherical floats attached to the pressure cylinder. The total 
uoyancy of the system was approximately 135 liters and 
ts total weight was 120 kg. The top part of the buoy, to-
ether with the face of the echosounder transducer, was 
ubmerged at a depth of approximately 37 m. The photo- 
raph of the buoy just before deployment is presented in 
igure 2 b. 

https://emodnet.ec.europa.eu/
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Figure 3 Diagram of the recording cycle. 
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.2.2. Hydrophones 
he custom-made hydrophones were calibrated in the lab- 
ratory and under in situ conditions with the Bruel & Kjær 
104 hydrophone as a reference device. Both hydrophones, 
sed in the measurements, are omnidirectional in the 350—
4 000 Hz frequency range. The hydrophones were equipped 
ith preamplifiers and high-pass filters (roll-off below 300 
z) to reduce signal saturation due to low-frequency ship 
oise and hydrodynamic pressure from surface waves. Addi- 
ionally, a low-pass filter was employed to prevent aliasing 
rom high-frequency noise components. Signals were sam- 
led by a 16-bit Analog-to-Digital converter with a sampling 
requency of 32051 Hz and were stored on a hard drive. 
In the paper, we focus on the underwater noise orig- 

nating from the breaking of surface waves. Due to the 
ayer structure of the seawater, surface-generated noise is 
ost pronounced in the first top layer. A mid-water layer 
erves as an acoustic waveguide that captures both surface- 
enerated noise and distant shipping sounds ( Klusek and 
isimenka, 2016 ). Therefore, we analyze only the noise data 
ecorded by the upper hydrophone located above the ther- 
ocline, in the subsurface top water layer. 

.2.3. Echosounder 
he IES device was directed upward to measure backscat- 
ered echo from the surface and subsurface gas bubbles. Its 
3 dB beam width was 7 degrees. The pulse length was 0.5 
s, which provided an echosounder vertical resolution of 
.37 m. The IES transmitted 2 pulses per 1 s. The backscat- 
ered signals were amplified with the time-varied gain func- 
ion (TVG) to compensate for geometric spread and absorp- 
ion losses. Their echo envelopes were then digitized with 
he frequency of 6 kHz with 10-bit resolution and stored on 
he hard drive. The echosounder was calibrated using the 
tandard sphere method ( Foote et al., 1987 ). 
For the operating frequency of 130 kHz, the radius of 

he gas bubble that resonates at this frequency depends on 
ts depth and varies over the range from about 25 μm at 
he sea surface to about 35 μm at 10-m depth (the great- 
st depth at which the bubbles were observed during the 
easurements). 

.2.4. Recording schedule 

coustic data were recorded in 6-minute cycles as depicted 
n Figure 3 . The cycle started with the work of the passive 
odule. The noise was recorded by two hydrophones simul- 
aneously for 104 s. After a 30-s pause the echosounder was 
orking for a 106 s, transmitting a set of 128 pulses and 
egistering backscattered signals. The cycle was ended by a 
20-s pause. 
303 
.3. Accompanied measurements 

.3.1. Environmental parameters 
nvironmental parameters were measured from the r/v 
ceania . Data on wind speed and direction, air temperature 
nd humidity were collected by the Vaisala WXT510 weather 
tation mounted on the ship’s bow. Measurements were per- 
ormed from 1 to 4 times per minute. Weather station data 
ere averaged in 6-minute intervals (corresponding to the 
coustic measurement cycle) to enable comparison with hy- 
roacoustic data. Averaging was performed using Circular 
tatistics Toolbox for MATLAB, based on formulas given by 
 Fisher, 1995 ). 
The apparent values of the wind measured by the 

eather station were transformed into true values, using 
nformation about the speed and heading of the ship. Al- 
hough the ship was anchored, it was yawing at a small 
peed of order of 0.1 m/s. In practice, the true values of 
he wind speed were the same as the apparent, unlike the 
rue wind direction, which differed from the apparent one. 
n 2005, information about the heading of the ship was not 
ogged (for technical reasons) and the wind direction was 
btained from the closest land weather station of the In- 
titute of Meteorology and Water Management (IMGW-PIB), 
ocated at Hel (54.6036 °N, 18.8119 °E), about 35 km west of 
he measurement site. 
To check that the wind data from the land weather sta- 

ion is a decent approximation of the data recorded on 
he ship near the measurement site, we compared 2006 
atasets: the true wind direction data collected on the ship 
nd the data recorded by the land weather station. The 
ean difference between sea and land-measured wind di- 
ection is about 23 °. 
Before each deployment and recovery of the buoy, the 

emperature and salinity profiles were measured using a 
aleport 606 + CTD profiler. The sound speed vertical pro- 
le was further calculated using the formula proposed by 
hen and Millero (1977) . 

.3.2. Wave model data 
or the purpose of our analysis, we used wave model 
ata from the Copernicus Marine Environment Mon- 
toring Service’s (CMEMS) hindcast product BALTIC- 
EA_REANALYSIS_WAV_003_015 ( Baltic Sea Wave Hind- 
ast, n.d. ) available in the Copernicus Marine Service. The 
imulation was made and compiled using the wave model 
AM (cycle 4.6.2) adopted to the Baltic Sea. The atmo- 
pheric forcing for the model is obtained from the European 
entre for Medium-Range Weather Forecasts Reanalysis v5 
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ECMWF’s ERA5). The product is characterized by a spatial 
esolution of 1 nautical mile and a temporal resolution of 1 
our. 
From the model we acquired the following wave param- 

ters: 

- significant wave height Hsig , (name of the variable in the 
model: spectral significant wave height) — defined as the 
average of the highest one-third of wave heights which 
in terms of spectral analysis is based on and comparable 
to zeroth spectral moment, 

- wind wave height Hww (name of the variable in the 
model: spectral significant wind wave height) is a spec- 
tral component referring to local wind-generated waves, 

- swell wave height Hsw (name of the variable in the 
model: spectral significant primary swell wave height) 
is a spectral component referring to distant generated 
swell waves, 

- wave period Tp (name of the variable in the model: wave 
period at spectral peak). 

The use of each component of the wave field height ( Hsig , 
ww , and Hsw ) instead of only Hsig , should help us investi- 
ate their individual influence on the acoustic parameters. 
o increase the temporal resolution of modelled data linear 
nterpolation was used. For hourly data, the interpolated 
alues at 30-minute intervals were obtained by averaging 
he values of consecutive data points. 
To describe the interaction between a wave field and the 

tmosphere we used a dimensionless parameter wave age 
a , defined as the ratio between wave phase velocity cp 

nd 10 m wind speed U10 : 

a = cp 

U10 
(2) 

here the wave phase velocity was obtained from the wave 
eriod Tp and gravitational acceleration g , by using the 
quation cp = gTp (2 π)—1 . U10 was obtained from the wind 
peed measured on the ship. The parameter can be used 
o determine the dominance of swell waves over the wind 
aves in a particular wave field. According to the Pierson 
nd Moskowitz spectrum, the wave age parameter allows 
he characterization of the sea state development as wind 
ea-dominated if cp / U10 < 1.2, or as swell sea-dominated if 
p / U10 > 1.2 ( Pierson and Moskowitz, 1964 ). 
To assess wave breaking probability we used significant 

pectral peak steepness of the local wind sea ( Banner et al., 
000 ), defined as: 

 = Hww kp 

2 
(3) 

here Hww is the wind wave height and kp is the spectral 
ave number obtained from kp = 4 π2 ( gTp 

2 ) —1 . The defini- 
ion differs slightly from originally proposed by the authors 
eq. 4.1 in Banner et al., 2000 ) but in principle, it fulfils the
ame conditions — reduction of the influence of background 
well. In the further part of the text, we will use the term 

wind sea steepness” to refer to the parameter ε, in order 
o emphasize that this parameter is related to the steep- 
ess of the wind wave field and not to the steepness of an 

ndividual wave. s

304 
.4. Data analysis 

he noise and backscatter data were processed in MATLAB 
ith custom-written scripts. 

.4.1. Preprocessing 
he noise records were first inspected for the presence of 
nwanted sounds such as shipping noise and precipitation. 
ontaminated noise records were identified and together 
ith the corresponding echosounder data were excluded 
rom further analysis. More details on noise preprocessing 
an be found in Klusek and Lisimenka (2016) . 
During the echogram overview, we noticed some cor- 

upted backscatter profiles with anomalously higher energy 
han the proper backscatter echo signals. To address this is- 
ue, the 128-ping blocks of backscatter data were divided 
nto 8-ping subsets. We identified and removed corrupted 
ings within each subset, finding no more than 4 incorrect 
ings in each. Next, the correct backscatter profiles were 
veraged within a single subset (averaging time — 4 s) and 
hese data were used in further analysis. Due to the prop- 
rties of the applied TVG, it was impossible to make an ac- 
urate conversion of an echo amplitude to backscattered 
trength ( Sv ), therefore the depth profiles of backscatter 
ignals are presented in squared volts V2 (linear scale) or dB 
e 1 V2 (logarithmic scale). 

.4.2. Computation of noise spectra 
ach noise record was divided into 0.5-s nonoverlapping seg- 
ents, the noise spectra were then computed using the FFT 
lgorithm and averaged to obtain the mean noise spectrum. 
ubsequently, the mean noise spectrum level in one-third 
ctave bands was calculated according to the equation: 

SL( f) = 10log 10 
2 ∫ 

fmax 
fmin 

∣∣S( f) 
∣∣2 df 

fmax − fmin 
(4) 

here NSL ( f ) is the noise spectrum level (dB re 1 μPa2 Hz−1 )
n the frequency band from fmin to fmax , f is the central fre-
uency of the band, S ( f ) is the one-sided noise spectrum
ased on the Fourier transform (of the time series converted 
o the acoustic pressure) ( Ballou, 2013 ). Central frequencies 
 of the bands ranged from 350 to 12500 Hz. 

.4.3. Sea surface identification methods 
s an initial step in processing IES data, we determined 
he distance from the echo sounder face to the sea sur- 
ace h , crucial for accurately estimating the depth of bub- 
le entrainment. The simplest technique to extract the 
ea surface location on the echogram, involves the use of 
n amplitude threshold. This method, however, only works 
dequately when the bubble density is low and the in- 
erface is clearly distinguishable on the echogram ( Strand 
t al., 2020 ; Zedel, 1994 ). Previous research by Vagle and 
armer (1998) and Trevorrow (2003) reported difficulties in 
dentifying the air-sea interface in case of high bubble den- 
ities. 
Under high wind speed conditions, with dense bubble 

louds present below the sea surface, the relatively high 
ain and limited dynamic range of the echosounder can lead 
o signal saturation in the bubbly layer before reaching the 
ea surface. As a consequence, the section of the echogram 
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Figure 4 Echogram showing the method of sea surface determination based on the second reflection from the sea surface. The 
red rectangle marks the area of the second reflection and the black line corresponds to the sea surface obtained based on the 
second surface reflection, h . The colour scale is related to backscatter intensity (linear scale, squared volts [V2 ]). 
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here we expected to find the highest echo signal value be- 
ame broadened. 
We applied the air-sea interface identification technique 

or high bubble densities proposed by Trevorrow (2003) and 
y Gemmrich (2010) , but these methods did not yield satis- 
actory results with our data. Due to that, we proposed and 
mplemented our own two-step method. 
.4.3.1. First step. In order to correctly interpret the 
chogram and facilitate the identification of the sea sur- 
ace in areas of high backscatter, we utilized data from the 
ressure sensor and conducted an in-depth analysis of the 
chogram. 
The time series of the hydrostatic pressure was analyzed, 

nd the distance from the echosounder transducer to the 
ea surface hp was estimated using the equation: 

p = Ph − Pa 

ρg 
(5) 

here Ph — measured hydrostatic pressure, Pa — atmo- 
pheric pressure, ρ — water density and g is gravitational 
cceleration. 
We assumed that the density of the medium was equal to 

he density of water. However, during wave breaking, bub- 
le clouds create a two-phase mixture. The average density 
f the mixture is lower than that of pure water. Therefore, 
he obtained values of hp are underestimated with regard to 
he true distance to the sea surface. Despite this, it still al- 
ows us to estimate the minimum range from the IES to the 
ea surface. In the previous work ( Dragan et al., 2010 ), sur- 
ace detection was completed at this point. In this study, 
e significantly enhanced the surface detection method, 
mproving the accuracy of bubble entrainment depth esti- 

ations. f

305 
.4.3.2. Second step. Accounting for the results of the 
rst step, we conducted a careful examination of the 
chogram to improve the evaluation of the range from the 
chosounder face to the sea surface. 
At a depth corresponding to approximately 2 hp ( Eq. (5) ), 

 pronounced local maximum in echoes was observed on the 
chogram (marked by a red rectangle in Figure 4 ). It was 
nterpreted as a second reflection from the sea surface: the 
ound pulse emitted by the echosounder travelled to the 
ea surface and back to the transducer twice. Due to sound 
ttenuation in water and bubbly layer, the signal amplitude 
orresponding to the second reflection was lower and owing 
o that — not clipped. We exploited this to determine the 
ouble distance from the echosounder to the sea surface. By 
ocusing on the part of the echogram depicting the second 
eflection, the numerical gradient of each depth profile was 
alculated. Its first maximum was found and regarded as 
 double distance to the sea surface. The range from the 
ransducer face to the sea surface, hp (red line in Figure 4 ) 
as determined by halving this double distance. 
The reliability of the applied method was verified by an- 

lyzing data recorded during low wind speed conditions, 
uring which there were almost no gas bubbles near the 
ir-water boundary. In the echogram, this is reflected as 
 narrower section of the maximum signal amplitude. The 
etailed inspection indicated that the sea surface identi- 
ed using the second surface reflection, for most of the 
ulses corresponded to the maximum backscatter value in 
he depth profiles. 

.4.4. Estimation of bubble depth 

n the next step, we remapped the echogram to a wave- 
ollowing coordinate system ( Wang et al., 2016 ) . The new 



A. Dragan-Górska, N. Gorska, P. Markuszewski et al. 

Figure 5 The echogram in a wave-following coordinate system. The vertical depth axis shows the distance from the sea surface 
downwards. The colour scale is related to backscatter intensity (linear scale, [V2 ]). The black curve denotes the bubble entrainment 
depth obtained from the Otsu method. 
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chogram consists of depth profiles that have been trun- 
ated at the identified value of the sea surface hp —
igure 5 . The depth axis is pointed downward from the sea 
urface, and the change of the bubble entrainment depth in 
ime can be easily followed. 
To determine bubble depth, we employed Otsu’s method 

 Otsu, 1979 ), widely utilized in image processing to perform 

utomatic image thresholding. The outcome of the method 
s a threshold value that separates image pixels into two 
lasses: foreground and background. It is accomplished by 
terating through all the possible threshold values and calcu- 
ating the variance of the values on each side of the thresh- 
ld. The aim is to find the threshold value where the sum of 
oreground and background variance is at its minimum. 
The implementation of the Otsu’s method in obtaining 

ubble entrainment depth values was as follows. The analy- 
is was performed on non-averaged echograms — each data 
ubset consisted of 128-backscattering depth profiles (re- 
ated to a single measurement cycle) excluding corrupted 
nes, see Section 2.4.1 . For each depth profile, a 256-bin 
istogram of backscatter intensity was created and ana- 
yzed with the Otsu’s algorithm. As a result, we obtained 
 threshold value (varying in each depth profile), that indi- 
ated the boundary between backscatter values assigned to 
ubbles (foreground) and values assigned to the water col- 
mn (background). Then, starting from the first sample of 
ach depth profile and going down, we found the first sam- 
le with a value lower than the threshold. The preceding 
ample constituted the boundary between the subsurface 
ubbles and the water column and was assumed to be a 
ubble entrainment depth. To smooth the obtained bound- 
ry, the lower peak envelope was determined using spline 
nterpolation over local maxima ( Figure 5 , black curve). 
306 
To relate bubble entrainment depth to other measured 
arameters, its values were averaged over 6-minute peri- 
ds. The obtained averaged values Db , do not reflect the 
reatest depths to which bubbles were advected, and this 
nformation is essential and should be included in the anal- 
sis of bubble depth. Therefore, we decided to represent 
t by a value calculated as an average of 5% of the highest
alues falling into a singular averaging range (6-minute pe- 
iod), and denote it as DbMAX . Figure 6 shows an excerpt of 
he echogram with the red curve corresponding to the de- 
ermined bubble entrainment depth, average bubble depth 
b (squares on a dashed line), and maximum bubble entrain- 
ent depth DbMAX (asterisks on a dashed line). 

. Results 

.1. Time series of hydroacoustic, meteorological 
nd wave data 

igure 7 illustrates the time series of the analyzed vari- 
bles. The wind speed U10 (plots (a) and (e), blue curve) 
nd ambient noise level in 400—12500 Hz range, NL, (plots 
a) and (e), orange curve) were measured. Average bubble 
ntrainment depth Db (blue curve, plots (b) and (f)) and 
aximum bubble entrainment depth, DbMAX (orange curve, 
lots (b) and (f)), were estimated based on the echosounder 
ackscatter depth profiles (see Section 2.4.4 ). Significant 
ave height Hsig (black dashed curve) and its components: 
ind waves height Hww (blue curve) and primary swell waves 
eight Hsw (orange curve) — plots (c) and (g), were obtained 
rom Baltic Sea Wave Hindcast (see Section 2.3.2 ). Wave age 

a (plots (d) and (h)) was calculated from Eq. (2) . 
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Figure 6 Excerpt from the echogram (corresponds to 2006 dataset) with plotted bubble entrainment depth obtained with Otsu’s 
method (solid red line), average bubble depth Db (dashed line with square markers), and maximum bubble entrainment depth DbMAX 

(dashed line with asterisks). The colour scale is related to the backscatter intensity (linear scale, [V2 ]). 

Figure 7 Time series of September 2005 (left panel) and October 2006 (right panel) data. Plots (a) and (e) show wind speed 
U10 (left axis, blue colour) and ambient noise level NL (right axis, orange colour). Plots (b) and (f) demonstrate average bubble 
entrainment depth Db (blue colour) and maximum bubble entrainment depth, DbMAX (orange colour). Significant wave height Hsig 

(black dashed curve) and its components: wind waves height Hww (blue curve) and swell waves height Hsw (orange curve) are 
presented in plots (c) and (g), and wave age, Wa — plots (d) and (h), where dashed horizontal lines indicate the value of Wa = 1.2 
— the boundary between the sea state dominated by wind sea and dominated by swell sea. 

307 
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Figure 8 Wind directions — plots (a) and (b). Grey shading on plots (a) and (b) relate to wind from the northeast sector (from the 
open sea). Plot (c) shows a map with a wind rose and the measurement site marked by a dot. 
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The data shown on plots (a), (b), (e) and (f) are pre- 
ented with a 6-minute time resolution, corresponding to 
 single measuring cycle. Data on plots (c), (d), (g), (h) are 
resented in 30-minute intervals, aligning with the time res- 
lution of the used wave model. Gaps in the plots of the 
005 time series are due to the exclusion of contaminated 
ata during the data preprocessing (see Section 2.4.1 ). 
The two measurement campaigns differed in the range of 

articular parameters. In 2005, the wind speed ranged from 

 to approximately 15 m/s (plot (a), blue curve), while in 
006, the wind speed did not exceed 10 m/s (plot (e), blue 
urve). The corresponding time series of ambient noise lev- 
ls had an approximate dynamic range of 10 dB in 2005 (plot 
a), orange curve) and 5 dB in 2006 (plot (e), orange curve). 
In 2005, the average bubble entrainment depth Db 

anged between 0.5 m and 5.0 m and maximum values of 
bMAX reached a value of 8.5 m. In 2006, variability of Db 

as almost two times lower than in 2005 (up to 2.7 m) and 
bMAX reached a value of 5.0 m. 
In general, for each year, the variability trends of mea- 

ured and estimated time series of: U10 , NL and Db and DbMAX 

ppear to be strictly correlated ( Figure 7 a,b,e,f). However, 
s is shown in plots (c) and (g), the modelled wind wave 
eight (both Hww and Hsig ) does not precisely align with the 
hanges of the aforementioned parameters. 
Figure 7 c demonstrates the complex relationship be- 

ween the height of the wind wave, swell wave, and their 
308 
esultant — significant wave height in 2005. From the onset 
f measurements until September 16, Hsig was almost equal 
o Hww and the accompanying swell waves were low. The 
rogressive increase of the significant wave height in that 
eriod was likely attributed to the moderate and consis- 
ently increasing wind speeds that persisted for over first 24 
ours of measurements. The decrease in wind speed around 
idnight on September 16 led to a decrease in the height 
f the wind waves, while waves associated with the swell 
ere still present which resulted in the value of Hsig ∼ 1 m. 
n the latter part of the observations, the height of the wind 
aves did not exceed 1 m, with the intermittent presence 
f the swell waves. 
During 2006 measurements, the situation remained more 

table, with the wind wave height of less than 1 m. Low 

well wave was present occasionally and was not higher than 
.66 m. 
In 2005, during the initial period of measurements (un- 

il September 16), the waves were classified as young ( Wa 

 1.2), subsequently transitioning to the developed. Mean- 
hile, in 2006, apart from a period of approximately 8 hours 
tarting on October 4, the wave field predominantly exhib- 
ted characteristics of a developing wind wave system. 
Figure 8 illustrates the wind direction observed during 

he 2005 (plot (a)) and 2006 (plot (b)) measurements, along 
ith a map of the Baltic Sea, including the wind rose (plot
c)). Both years were dominated by the winds from the 
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Figure 9 (a) Noise spectrum level NSL ( f ) in selected one-third octave bands obtained in 2005 (solid lines) and 2006 (dashed lines), 
plotted against the logarithm of the wind speed ( U10 ), U10 is in [m/s]; central frequencies of particular bands are specified in the 
legend; (b) frequency dependence of the coefficient n ( f ) from Eq. (1) for — 2005 (blue circles) and 2006 (orange asterisks); (c) 
mean noise spectrum level determined by averaging all noise spectra levels falling within wind speed bins of 1 m/s width. The 
curves labelled as 4 m/s (solid lines) and 10 m/s (dashed lines), correspond to the data obtained at wind speeds ranging from 3 to 4 
m/s, and from 9 to 10 m/s, respectively. Data collected in 2005 are represented by the blue colour and data collected in 2006 are 
represented by the orange colour. 
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outhwest sector (from the land), which is typical for this 
eriod of the year in the Gulf of Gdansk ( Herman, 2022 ). The
rey shading on the plots highlights the range of directions 
ssociated with wind from the northeast sector (from the 
pen sea). Such winds were observed for 33% of the study 
eriod in 2005 and 10% in 2006. 

.2. Relationship between noise spectrum level 
nd the wind speed 

oise spectrum levels NSL ( f ) in selected one-third octave 
ands with central frequencies 400, 1000, 5000 and 8000 Hz, 
309 
re plotted against the logarithm of the wind speed U10 in 
igure 9 a. Solid lines represent 2005 data, dashed lines —
006 data. Colours correspond to frequency bands described 
n the legend. 
Figure 9 a reveals the existence of two regimes differ- 

ng in the dependence of the NSL ( f ) on the wind speed.
he boundary between these regimes is shown by a verti- 
al line — solid blue for 2005 data and dashed orange for 
006 data. It corresponds to 3 m/s and 4 m/s for the years
005 and 2006, respectively. In both years, for lower wind 
peeds (to the left from the vertical lines), the NSL ( f ) was
airly constant within this wind speed range. However, the 
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Figure 10 Average bubble entrainment depth (circles and asterisks) and maximum bubble entrainment depth (circles and aster- 
isks on dashed lines) obtained in 1 m/s wind speed bins in 2005 (circles) and 2006 (asterisks). 
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SL ( f ) values were higher in 2005 compared to the corre- 
ponding values in 2006. The difference between the mea- 
urement years becomes more pronounced as the frequency 
ncreases. As we focus on processes related to and depen- 
ent on wind speed, and since the noise spectrum level be- 
ow the threshold is wind-independent, further in the paper 
e consider only data corresponding to U10 ≥ 4 m/s. 
For higher wind speeds (to the right of the vertical 

ines in plot (a)), NSL ( f ) increased with wind speed and 
as higher in 2005 (solid lines for 2005 data overlap with 
ashed lines for 2006 data). The rate of increase of the 
oise level represented by the coefficient n ( f ), Eq. (1) , is
requency dependent ( Figure 9 b). The maximum values of 
 ( f ) are in the mid-frequency range, starting from f = 2500
z in 2005 and f = 3150 Hz in 2006, and extending up to
 = 5000 Hz in both years. The n ( f ) values were gener-
lly higher in 2005 by 0.4 to 0.64 in comparison to 2006 
ata. 
The variability of n ( f ) in the frequency domain implies 

hat the energy contribution of individual noise bands to the 
otal ambient noise level was changing with wind speed. 
or instance, during calm winds, noise in the lowest fre- 
uency band ( f = 400 Hz) had a more significant impact 
n the ambient noise compared to the higher frequency 
and ( f = 1000 Hz). However, as the wind speed increased, 
his relationship reversed, with the higher frequency band 
laying a more dominant role and contributing more to the 
verall noise level ( Figure 9 a). The change in the contri- 
ution resulted in the wind-dependent shape of the noise 
pectrum, as demonstrated in Figure 9 c. The figure shows 
ean noise spectrum levels determined by averaging all 
oise spectra levels falling within wind speed bins of 1 m/s 
idth. The averaging was conducted on a linear scale, not 
ogarithmic. The curves, labelled as 4 m/s (solid lines) and 
0 m/s (dashed lines), correspond to the data obtained at 
310 
ind speeds ranging from 3 to 4 m/s and from 9 to 10 m/s,
espectively. The mean noise spectrum level in both wind 
peed bins is in general higher in 2005 than in 2006. At 4
/s, the difference in mean noise spectrum level between 
ears depended on frequency and was on average 1.5 dB, 
hile at 10 m/s the difference reached 3.0 dB. The mean 
oise spectrum level slope within the frequency range of 
000 — 5000 Hz remained constant, with —3.0 dB/octave at 
 wind speed of 4 m/s and —2.5 dB/octave at a wind speed
f 10 m/s, regardless of the measurement year. 
To determine in which frequency band noise followed 

hanges in wind speed the most, Pearson’s correlation co- 
fficient of NSL ( f ) and log10 ( U10 ) time series was calculated.
n 2005, the correlation between noise spectrum level and 
ind speed was almost frequency-independent, with cor- 
elation coefficients oscillating around 0.9. Data from the 
ollowing year show lower and more variable values of cor- 
elation coefficients. In 2006, the highest values ( R = 0.78) 
ere obtained in the central frequency range from 800 Hz 
o 1600 Hz and the lowest value occurred at f = 12000 Hz
 R = 0.67). 
Among these frequencies, the NSL ( f ) at f = 1250 Hz

emonstrated the strongest correlation with wind speed in 
oth studied periods. Thus, we further examined the depen- 
ence of the noise spectrum level on wind speed specifically 
t this frequency. Using the regression method the best- 
t curves were obtained. Slopes of the curves are n (1250 
z) = 1.77 for 2005 and n (1250 Hz) = 1.24 for 2006, indi-
ating that the dependence of the NSL (1250 Hz) on the U10 

s: 

SL( 1250 Hz ) = 10 · 1 . 77 · log10 U10 + 40 . 69 , for 2005 (6a) 

SL( 1250 Hz ) = 10 · 1 . 24 · log10 U10 + 43 . 33 , for 2006 (6b) 

This results in 2.8 dB difference in NSL (1250 Hz) between 
oth years. 
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Figure 11 The mean noise spectrum level NSL (1600 Hz) calculated in bins of maximum bubble entrainment depth of 0.37 m bin 
width. Solid lines refer to 2005 data and dashed lines to 2006 data. The shaded area corresponds to the standard deviation. 
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.3. Bubble entrainment depth at different wind 

peeds 

he dependence of the average and maximum bubble 
ntrainment depth on the wind speed is presented in 
igure 10 . Average and maximum values were calculated 
ased on all the determined values of bubble entrainment 
epth (represented by the red curve in Figure 6 ): from each 
ingle 6-minute measurement cycle, 128 values of bubble 
ntrainment depth and one value of the wind speed were 
btained. The average and maximum values were calcu- 
ated from non-overlapping wind speed bins of 1 m/s width. 
he 1 m/s bin width is small enough to display the rela- 
ion between variables with appropriate accuracy, and large 
nough to contain a sufficient number of observations (it 
as not less than 22 observations within an individual bin) to 
ompute an average value. The average bubble entrainment 
epth was determined by averaging values falling within 
articular wind speed bins. For instance, the bin labelled 
0 m/s included data obtained at wind speeds ranging from 

 to 10 m/s. The maximum bubble entrainment depth val- 
es were calculated as the mean of 5% of the highest values 
ithin each bin. 
In both years, the average Db (circles and asterisks) and 
aximum DbMAX (circles and asterisks on the dashed lines) 
alues of the bubble entrainment depth increased with 
ind speed across the entire range. Up to the U10 = 8 
/s, both parameters exhibited a similar increase in wind 
peed in both years but above this wind speed, the differ- 
nces became more significant. Specifically, at U10 = 10 
/s, the average bubble entrainment depth was by 0.53 
 higher in 2005 than in 2006 and the maximum bubble 
ntrainment depth was by 0.93 m higher in 2005 than in 
006. 
At the highest wind speed common to both years, 

10 = 10 m/s, bubbles were observed at a maximum depth 
f 4.85 m and 3.92 m in 2005 and 2006, respectively. Mean- 
hile, the average bubble entrainment depth was 2.25 m in 
005 and 1.72 m in the following year. 
311 
.4. Bubble entrainment depth and underwater 
oise 

o relate the underwater noise to bubble entrainment 
epth, we first calculated the Pearson correlation coeffi- 
ients of Db and DbMAX with the noise spectrum level NSL ( f )
t each central frequency. 
In 2005, both Db and DbMAX were correlated equally well 

ith NSL ( f ) — the correlation coefficients ranged from 0.69 
o 0.73 over the entire range of central frequencies. The 
aximum correlation coefficients between noise spectrum 

evel and Db were obtained for frequencies 800 Hz and 1000 
z, while between noise spectrum level and DbMAX , in the 
requency range from 800 Hz to 1600 Hz. 
In 2006, the correlation between bubble entrainment 

epth and NSL ( f ) was weaker compared to 2005. The corre-
ation coefficients for Db ranged from 0.53 to 0.60 peaking 
t frequencies 1600, 5000 and 10000 Hz. The correlation co- 
fficients were lower for DbMAX (from 0.44 to 0.54), with the 
aximum value obtained at 1600 and 5000 Hz. 
In order to establish the relationship between noise 

pectrum level and maximum bubble entrainment depth, 
he NSL ( f ) values were averaged within maximum bubble 
ntrainment depth bins. The bin width was selected to 
atch the vertical resolution of the echosounder and was 
et to 0.37 m. Each bin contained a minimum of 10 data 
oints. Prior to averaging, NSL ( f ) was converted to pressure 
nits, then averaged, and the resulting average value was 
ogarithmically transformed. Figure 11 illustrates the rela- 
ion between mean NSL ( f ) at 1600 Hz and maximum bubble
ntrainment depth. The frequency 1600 Hz represents 
he central frequency of the one-third octave band which 
xhibited a strong correlation with the maximum bubble 
ntrainment depth in both measurement periods. 
In both years, the dependence of NSL (1600 Hz) on the 
aximum bubble entrainment depth can be divided into 
wo distinct ranges, each exhibiting a different rate of in- 
rease in the mean noise spectrum level. In the range of 
maller bubble entrainment depths, the NSL (1600 Hz) in- 
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was around 1 m. 
reased at a faster rate compared to the greater entrain- 
ent depths. 
The boundary between the two ranges was around 3.7 m, 

hile in 2006 it was approximately 2.6 m. In the range of low 

bMAX , the NSL (1600 Hz) increased by 3 dB/m in 2005 and 
.5 dB/m in 2006. For greater DbMAX , the increase was 0.5 
B/m in both years. The standard deviation was generally 
igher for the data from 2005 (1—2.5 dB re 1 μPa2 /Hz) in 
omparison to the data collected in 2006 (0.75—1.5 dB re 
 μPa2 /Hz). 

. Discussion 

.1. Factors influencing noise level 

he generation of wind-driven noise depends on several fac- 
ors, including wind speed and characteristics of the agi- 
ated sea surface, such as the height of breaking waves or 
he frequency of breaking events ( Ding and Farmer, 1994 ; 
elizardo and Melville, 1995 ; Means and Heitmeyer, 2002 ). 
he relationship between noise spectrum level and wind 
peed is presented in Section 3.2 and Figure 9 a and will 
e further explored in Section 4.1.1 . The influence of the 
ave field parameters on the noise level will be examined 
n Section 4.1.2 . 

.1.1. Wind speed 

t is widely recognized that the relationship between NSL ( f ) 
nd log10 U10 is linear ( Equations (6a) and ( 6b )) at wind 
peed not exceeding 15 m/s. However, depending on the 
ear of measurement, the noise level increased with the 
ind speed at different rates, as expressed by the n ( f ) 

 Figure 9 b). Several studies conducted in various reservoirs 
rovided values of n ( f ) in the range 2—5 ( Evans et al., 1984 ;
lusek, 1977 ; Klusek and Lisimenka, 2007 ; Lemon et al., 
984 ; Poikonen and Madekivi, 2010 ; Vagle et al., 1990 ; 
akkayil et al., 1996 ; Wille and Geyer, 1984 ). However, in 
ost cases, the value is approximately 2. In the mentioned 
tudies, the coefficients n ( f ) were determined across var- 
ous marine areas, each characterized by distinct sound 
ropagation conditions, surface water temperature, pres- 
nce of surfactants, etc. Consequently, a direct comparison 
f the n ( f ) coefficients becomes challenging. 
Our results show that the coefficient n ( f ) changes with 

requency in a similar way in both years, but its values are 
igher in 2005 than in 2006 across all frequencies. The max- 
mum value of n ( f ) = 2 obtained in 2005 is consistent with
ost of the reported values. The maximum value of n ( f ) ob-
ained from the 2006 data is lower and is approximately 1.6, 
ndicating that ambient noise level increased slower with 
he wind speed than in the previous year. 
The studies concluded that the coefficient n ( f ) depends 

n the measurement site, more precisely on the sound prop- 
gation conditions including e.g. vertical sound speed pro- 
le, water depth, bottom sediment type. On the other 
and, the obtained difference in n ( f ) between 2005 and 
006 could not result from the indicated factors as the mea- 
urements were carried out under approximately the same 
onditions. 
One of the probable explanations for this lower rate of 

ncrease (in the 2006 dataset) is the presence of shipping 
312 
oise. In the data preprocessing stage, we removed the sub- 
ets of data where the presence of ship noise was evident. 
owever, the detection of all unwanted sources of sound 
s not always feasible. Occurrence of ships effects in higher 
ow-frequency noise levels at lower wind speed and thus less 
teep slope of NSL — log10 U10 relationship (lower n ( f )). 

.1.2. Wave field parameters 
he influence of the wave field parameters on the noise 
evel ( NL ) can be investigated by analyzing Figure 12 a—d. 
hese figures present noise level data ( NL ) plotted against 
ignificant and wind wave height ( Hsig and Hww ) — plot (b), 
ave age ( Wa ) — plot (c) and wind sea steepness ( ε) — plot
d). The illustration is restricted to the wind speed range of 
—10 m/s. The lower limit determines the minimum wind 
peed at which individual waves may break. The upper limit, 
n the other hand, determines the maximum wind speed 
alue from the range common to both measurement peri- 
ds. 
.1.2.1. Relationship between the wind speed U10 and the 
oise level NL. Figure 12 a confirms the linear relation be- 
ween the NL and the logarithm of U10 , within the wind 
peed range of 4—10 m/s. The linear correlation coefficients 
or the 2005 and 2006 datasets are 0.88 and 0.77, respec- 
ively. The NL exhibited higher values in 2005 than in 2006 
ithin the chosen wind speed range. This might suggest that 
dditional factors, including those related to the wave field, 
ay influence underwater noise generation. These factors 
ill be considered below. 
.1.2.2. Impact of the significant wave height Hsig and wind 

ave height Hww on the noise level NL. Figure 12 b (left and 
ight columns respectively) reveals that the noise level in- 
reases with significant wave height ( Hsig ) and wind wave 
eight Hww . The correlation coefficient between the NL and 
sig was 0.62 in 2005 and 0.75 in 2006. Meanwhile, the cor- 
elation coefficient for NL and Hww was higher (0.84) in 2005 
nd lower (0.60) in 2006. It is worth noting that in 2005, the
L exhibited a stronger correlation with Hww than with Hsig . 
The lower correlation between NL and Hsig compared to 

he correlation of NL and Hww may be attributed to a larger 
catter of NL values with respect to Hsig ( Figure 12 b, left
anel) than with respect to Hww ( Figure 12 b, right panel). 
or instance, at Hsig approximately 1 m, the scatter of NL 
as around 6 dB, whereas such a large scatter was not ob- 
erved for the NL vs. Hww relationship. 
To comprehend this pronounced scatter, it is important to 

emind that Hsig combines both the local wind-sea and dis- 
ant swell-sea components of the wave field. During 2005, 
here were periods with a significant swell contribution to 
he values of Hsig (solid orange vs. dotted black curves in 
igure 7 c). The same value of Hsig may be due to various 
ombinations of wind speed and wave field conditions. For 
nstance, an Hsig of approximately 1 m was linked to two 
istinct time periods that displayed different relationships 
etween wind speed and swell waves. The first period (dur- 
ng the first 8 hours of the 2005 measurements, refer to the 
eft panel of the Figure 7 ) was distinguished by high wind 
peed U10 = 10 m/s ( Figure 7 a) and low swell waves Hsw ∼
.25 m. During the second one (the beginning of September 
6, 2005) the wind speed was below 5 m/s, which is close to
he threshold for wave breaking, and the swell wave height 
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Figure 12 Noise level ( NL ) plotted against: the logarithm of the wind speed log( U10 ), U10 in [m/s] — plot (a), significant Hsig and 
wind Hww wave height — plot (b), left and right panels respectively, wind sea steepness ε — plot (c) and wave age Wa — plot (d). 
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The two periods differed in NL values, with NL signifi- 
antly higher in the first one than in the second period (see 
igure 7 a). Various wind speeds and swell wave conditions 
ffecting the NL could explain the scatter in NL data and 
otentially weaken the correlation. 
.1.2.3. Impact of the wind sea steepness on the noise 
evel NL. Figure 12 c illustrates that NL increases with 
he wind sea steepness in 2005 (R = 0.68) and that there 
s no such correlation in the 2006 dataset (R = —0.14). 
anner et al. (2000) found that the probability of wave 
reaking increases close to quadratically for ε > 0.055. This 
ight result in a higher number of breaking waves and thus 

n higher noise level. 
What is interesting, is that in 2005 dataset there are two 

istinct groups of data based on the range of ε. In the first 
ubset of data (for ε ranging from 0.01 to 0.08), there is 
 noticeable increase in NL as the wind sea steepness in- 
reases. However, in the second group of data (for ε ranging 
rom 0.12 to 0.14), the NL values are similar to the NL values 
bserved under conditions when the wind sea steepness was 
313 
wo times lower. Hence, it seems that the wind sea steep- 
ess is not the only factor affecting the noise level. 
.1.2.4. Impact of the wave age on the noise level NL. 
igure 12 d shows that in 2005 noise level was inversely pro- 
ortional to the wave age (R = —0.65). The younger the 
aves ( Wa < 1.2), the higher the probability of wave break- 
ng, the larger possible number of breaking events, and the 
igher the noise level becomes. However, there is no such 
lear relation in 2006 (R = —0.04). 
.1.2.5. Reasons for the difference in NL between mea- 
urement periods. We aim to understand the difference 
n noise level between the two measurement periods, con- 
idering the aforementioned factors. Despite the relatively 
hort duration of our measurements, we encountered a rea- 
onably diverse range of wind and wave conditions that ex- 
ibited differences between the two measurement periods. 
As it was demonstrated, the noise level increased lin- 

arly with the logarithm of wind speed and with wind wave 
eight. Upon further examination of the U10 and Hww (not 
hown here), differences between the two periods in both 
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arameters were revealed. Throughout the entire measure- 
ent period of 2005, 27% of the wind speed values exceeded 
0 m/s and 38% of the Hww values exceeded 1 m, while in 
006, such high values of both wind speed and wave height 
ere not observed. Moreover, Figure 12 b shows that in the 
ind speed range common to both measurement periods 
4—10 m/s), wind wave height in 2005 was found to be even 
wice as high as in 2006. The higher values of U10 and Hww 

bserved in 2005 could have contributed to a higher noise 
evel compared to 2006. 
The noise level seems to be indirectly related to both 

he wave age and to the wind sea steepness. In the range 
f young waves ( Wa < 1.2), there is no clear relation be- 
ween NL and the Wa , especially for the data from 2006. 
or instance, the NL recorded in 2005, corresponding to Wa 

alues in the range of 0.6—0.8 ( Figure 12 d), is associated 
ith the beginning of the measurements, during which rel- 
tively high wind speeds ( U10 ∼ 10 m/s) and Hsig ∼ 1 m were 
bserved. For the same wave development stage, the cor- 
esponding NL values obtained in 2006 were lower, as both 
he wave height and the wind speed were lower during that 
eriod. This indicates that the difference in noise level is 
ore influenced by the wave height and wind speed than by 
he wave age. 
The lack of correlation between Wa and NL in 2006 may 

e attributed to the limited variability of wave field con- 
itions during that period, as approximately 67% of all Wa 

ere concentrated below Wa = 1.2, indicating the predom- 
nance of young waves ( Figure 12 d). In 2005, young wave 
eld conditions were observed for 40% of the measurement 
eriod. Such distribution of values might have influenced 
he obtained correlations between NL and Wa . 
The wind sea steepness ( ε) was not a significant factor 

hat could have influenced the difference in noise levels be- 
ween the two periods. The range of ε was comparable in 
oth years, since steep wave field ( ε > 0.055) was observed 
or 45% of the time in 2005 and 50% in 2006. 
We aim to take into consideration an additional factor —

he wind direction. During 2005, the wind originated from 

he N to NE direction for approximately 35% of the time . At 
he location of measurements, this direction is associated 
ith long fetch conditions. However, due to the short dura- 
ion of the northerly wind and high variability in wind direc- 
ion, such wind-wave conditions were rather insufficient for 
he development of long, energetic waves originating from 

he open sea. However, the wind conditions might have fa- 
ilitated the approaching of swell waves from the north —
hich we observed, and a complex interaction with the lo- 
al wind-wave system — which is out of our scope. Northerly 
inds appeared occasionally in the 2006 dataset, only when 
he wind speed was less than 5 m/s. 
The variation in noise level between the years could have 

een influenced by a combination of specific wind and wave 
onditions prevailing during the measurements in 2005. Dur- 
ng the first period of measurements (up to the end of 
eptember 15), the wind speed gradually increased, and the 
ind direction changed very slowly. As a result, the wave 
eld became more developed and continued to be agitated 
ven after the wind had ceased, making it more susceptible 
o wind action ( Hwang, 2008 ). Consequently, in the second 
art of the measurements (from 15:00 of September 16 up 
o the end), the noise level recorded when wind wave height 
314 
panned the range from 0.2 m to 1 m was regularly higher 
n 2005 than in 2006. The swell wave higher than 0.2 m was
resent for 91% of the period. 
The influence of swell and its direction relative to the 

ind wave direction might have also played a role. Dur- 
ng both measurement campaigns in the Baltic Sea, the 
ifference in the direction of swell wave and wind wave 
as in the range 0—100 degrees. Furhter analysis of the 
ependence of particular wind, wave and acoustic param- 
ters on the directional difference, revealed no obvious 
rends. The interaction between the swell wave system and 
he wind wave system is still not well understood. Field 
easurements ( Hwang et al., 2011 ; Vincent et al., 2020 ) 

ndicated that wind-wave generation is altered when the 
well is present. Laboratory experiments ( Chu et al., 1992 ; 
onelan, 1987 ) revealed that when swell direction aligns 
ith the wind wave direction, it reduces the growth of wind 
aves, while swell in the opposite direction intensifies their 
rowth, potentially increasing the likelihood of wave break- 
ng. Hwang (2008) found that in mixed seas, the swell has a 
omplex effect on the wave spectrum, dependent on wave 
ength. On the other hand, ( Ardhuin et al., 2007 ) observed 
hat in the ocean, moderate swell opposing the wind does 
ot significantly affect wind wave growth. 
Our data show that the highest influence on the noise 

evel (and bubble depth) has wind speed ( U10 ) and wind 
ave height ( Hww ). The wind sea steepness as well as the 
ave age influence the noise level but to a lower extent. 
he presence of swell modulates the growth of wind waves 
nd thus affects the process of wave breaking. However, its 
xact effect remains unclear. 
The obtained results confirm the need to consider not 

nly wind speed but also fetch conditions in ambient noise 
stimated wind speed or in the assessment of processes oc- 
urring at the air-water boundary. 

.2. Factors influencing bubble entrainment depth 

.2.1. Wind speed 

ind speed affects not only noise level and shape of 
he noise spectrum but also bubble entrainment depth 
 Thorpe, 1992 ). Measurements by Wang et al. (2016) con- 
ucted at the site of 73 m water depth, have shown linear 
ependence between bubble depth and wind speed up to 
0 m/s, and non-linear above this wind speed range. Their 
stimation of bubble depth was derived from backscat- 
er profiles obtained with 208 kHz echosounder, and was 
ased on the threshold value method. The acquired bub- 
le depth corresponds to our maximum bubble entrainment 
epth ( DbMAX ). The reported shape of the bubble depth —
ind speed relation is in line with our results obtained in 
005, but the transition from linear to non-linear depen- 
ence occurs in our data at U10 = 8 m/s ( Figure 10 , cir-
les on dashed line). The bubble depth-wind speed rela- 
ionship obtained based on the 2006 data, is linear in an 
ntire wind speed range (4—10 m/s), but it is not possible 
o verify if the relation changes at higher wind speeds, as 
uggested by Wang et al. (2016) . Strand et al. (2020) used 
 70-kHz echosounder to observe gas bubbles at over 250 
 depth site. They reported a linear bubble depth-wind 
peed relation for wind speed ranging from 4 to 17 m/s, 
ven though bubble depth was estimated in a similar way 
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Figure 13 (a) Db plotted against wind speed, (b) D = Hsig /Wa 

plotted against wind speed. In plots (a) and (b) crosses corre- 
spond to 2005 data and dots to 2006 data. Plot (c) presents 
the relation between significant wave height ( Hsig ) and wind 
speed depending on wave field conditions: developed wave field 
conditions are marked by crosses (2005) and triangles (2006), 
young wave field conditions are marked by dots (2005) and cir- 
cles (2006). Dashed rectangle indicates the highest wind speed 
range. 

s
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s
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s by Wang et al. (2016) . The reason for the different forms 
f the relation might be associated with different sounding 
requencies used in the mentioned studies. This might sug- 
est that the parameters of gas bubble populations strongly 
epend on sound propagation conditions and the size of ob- 
erved gas bubbles. 
Crawford and Farmer (1987) in semi-enclosed, deep 

ceanic water ( ∼ 1000 m), at U10 = 10 m/s, using an 
chosounder operating at 119 kHz, found bubbles at an av- 
rage depth of 4—5 m and a maximum depth of 8 to 12 
. This is about two times deeper compared to our re- 
ults ( Figure 10 ). The authors suggest the possible impact 
f Langmuir circulation on the high value of bubbles depth 
nd their spatial distribution. Wang et al. (2016) at the same 
ind speed ( U10 = 10 m/s) in oceanic shallow waters (depth 
3 m), observed bubbles penetrating the water column to 
bout 7 m. Reported greater depths of bubbles are associ- 
ted with site properties (e.g. salinity, sound speed profile) 
nd wave field conditions. 

.2.2. Wave field parameters 
t was expected to find a strong correlation between bubble 
ntrainment depth and underwater noise level (correlation 
oefficients equal to 0.84 and 0.81 in 2005 and 2006, respec- 
ively), as gas bubbles are the primary factor in noise gener- 
tion during wave breaking. Our focus concentrates on the 
elationship between Db and U10 as the scatter plots depict- 
ng the bubble entrainment depth ( Db ) and wave variables 
xhibit patterns similar to those observed for the ambient 
oise level ( NL ) and wave variables ( Figure 12 ). 
The results of our measurements indicate a strong cor- 

elation between the bubble entrainment depth and wind 
peed in both measurement periods. The linear correlation 
oefficients were 0.86 (2005) and 0.70 (2006). Within the 
ind speed range up to U10 = 8 m/s, the values of Db in both 
ears were comparable ( Figure 13 a). However, for higher 
10 values - inside dashed rectangle in the Figure 13 a, the 
ubble entrainment depth was generally greater in 2005 
ompared to 2006 (as indicated by crosses being above 
he dots). The relationships resemble those presented in 
igure 10 (section Results), where average bubble entrain- 
ent depth was calculated within 1 m/s wind speed bins, 
ased on the bubble entrainment depths obtained in 6- 
inute intervals. To enable a straightforward comparison of 

b acquired through measurements (at 6-minute intervals) 
ith modelled data (at 30-minute intervals), the mean bub- 
le depth in Figure 13 was calculated as a mean value from 

0-minute intervals. 
To interpret the aforementioned dependence, we em- 

loyed the formula proposed by Graham et al. (2004) , which 
inks wave field parameter Hsig and wind-wave parameter Wa 

ith bubble entrainment depth, Db . The formula indicates 
hat bubble entrainment depth is proportional to Hsig / Wa . 
ater in the text, we denote Hsig / Wa ratio as D . Figure 13 b
llustrates the dependence of the D calculated from the 
odelled data Hsig and Wa , on the wind speed — for 2005 
crosses) and 2006 (dots) conditions. 
The dependence of the D on U10 reveals a similar feature 

s the Db on U10 ( Figure 13 a). In both years, D is comparable 
ithin the wind speed range from 4 m/s to 8 m/s, while for 
igher U10 , D is higher in 2005 compared to 2006. 
315 
In order to understand this dependence we consider the 
cattering plot Hsig vs U10 ( Figure 13 c). The information 
bout the wave stage development (wage age) is also pre- 
ented. It is evident that for the majority of the data points 
n the higher wind speed domain (marked by the dashed 
ectangle), the significant wave height ( Hsig ) values were 
igher in 2005 compared to 2006. Young waves ( Wa < 1.2, 
ots and circles) were prevailing in both years. Under such 
onditions, while the denominator of D = Hsig / Wa is compa- 
able in both years, the numerator is higher in 2005, leading 
o higher values of D in 2005. 
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In the lower wind speed range, we observed that in 2005 
redominantly higher developed waves were present ( Wa > 

.2, crosses) in contrast to 2006 where lower young waves 
 Wa < 1.2, circles) dominated. In that case, higher Hsig and 
igher Wa give a similar ratio to lower Hsig and lower Wa , 
hich results in comparable values of D in both years. 
The bubble entrainment depth obtained under the same 

ind speed conditions differs between the years. As shown 
n the above analysis, it depends not only on the wind speed 
ut also on wave parameters — wave height ( Hsig ) and wave 
ge ( Wa ). 

.3. Relation between bubble entrainment depth 

nd noise spectrum level 

oncurrent observations of bubbles penetrating the water 
olumn and the noise level generated in this process re- 
ealed that, at shallow entrainment depths, the noise level 
ncreased faster than when the bubbles were at greater 
epths ( Figure 11 ). This could be attributed to the at- 
enuation of noise by larger bubble clouds, which under 
igher wind speeds form at greater depths within the wa- 
er column. The shape of the obtained relation between 
ubble depth and mean noise spectrum level was similar 
n both years. However, it differed in values and in depth 
here bubbles started to attenuate sound. The noise level 
ecorded during the presence of bubbles at a depth of 2.5 m 

iffers in both years by 2 dB re 1 μPa2 /Hz. This difference 
eached 4.5 dB re 1 μPa2 /Hz at a depth of 4 m. A possi-
le explanation for this difference may be that not only the 
epth of bubbles affects the noise level, but also their vol- 
me and the frequency of wave-breaking events. A greater 
umber of breaking waves, which can entrain bubbles at a 
articular depth, would cause a higher noise level but might 
ot influence observed bubble depth. 

. Conclusions 

easurements of ambient noise and estimations of bubbles 
ntrainment depth were conducted in the semi-enclosed, 
etch-limited area of the Baltic Sea, during two consecutive 
ummer periods, under the same sound propagation condi- 
ions but under distinct wind-wave field conditions. 
The outcomes of this study are meaningful due to the 

emi-enclosed character of the Baltic Sea, where parame- 
ers of breaking wind waves, the primary source of under- 
ater noise, might diverge from those of the open ocean. 
his affects the underwater noise as well as the depth of 
ubble entrainment. 
Considering the site-sensitivity of the wind-wave field in 

he Baltic Sea, the local approach to the study of noise and 
ubbles created during breaking of waves should be applied 
ere. From this perspective, our study in the selected area 
f the sea during two measurement periods makes impor- 
ant contribution to understanding underwater noise gener- 
tion by breaking wind waves in the Baltic Sea. 

The main obtained results include: 

. The relationship between noise level and wind speed was 
parametrized for the selected study site in the Baltic 
316 
Sea. It has been demonstrated that the slope of the de- 
pendence differs from those obtained in previous studies 
concerning both open sea and semi-enclosed basins. 

. It has been shown that the correlations of noise level 
with wind speed and with wind wave height (in 2005) and 
significant wave height (in 2006) were higher than with 
wave age and wind sea steepness. The same conclusion 
holds for the correlation of bubbles entrainment depth 
with wind speed and with wind wave field parameters, 
for both years. 

. It is worth mentioning that in 2005 the correlation of 
noise level with wind wave height was higher than with 
significant wave height, while the opposite was true for 
2006. This discrepancy might possibly be related to the 
stronger impact of the swell in 2005 compared to 2006. 

. The higher noise level across the entire wind speed range 
and the larger bubble entrainment depth for wind speed 
higher than 8 m/s in 2005, were attributed to the pre- 
vailing higher wind speeds and wind wave heights at the 
beginning of the 2005 campaign. The comparable bub- 
ble entrainment depth values at lower wind speeds in 
both measurement periods could be attributed to both 
the higher significant wave height in 2005 and the pres- 
ence of older wind waves during summer period of that 
year. 

. The introduction of the new method to extract the sea 
surface from the echogram and to estimate the depth of 
bubble entrainment in conditions of a strong backscatter 
from bubble clouds, allows us to relate bubble depth to 
wind speed and to noise level. The noise level-bubble 
entrainment depth relationship is reported for the first 
time for the Baltic Sea. 

The study provides grounds for making some recommen- 
ations: 

. Wind direction and related fetch length should be con- 
sidered in future studies in semi-enclosed areas. These 
two parameters might influence the wind wave field and 
subsequently alter underwater noise characteristics. 

. The findings of this study underline the fact that site- 
dependent factors should be considered in order to re- 
liably infer wind speed or gas bubble parameters from 

ambient noise measurements. 
. More accurate determination of the influence of wave 
field on ambient noise and gas bubble characteristics re- 
quires longer observations not only of ambient noise and 
gas bubbles but also of wave parameters, collected un- 
der variable wind-sea conditions. Additionally, consider- 
ing the impact of swell on noise level and on bubble en- 
trainment depth is also important. 
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Abstract The paper presents the results of the simulations of soft cliff erosion in Poland un- 
der future sea level rise. Two locations were investigated: one situated on the Wolin island, and 
the second near the town of Ustka. The cliffs will be suffering enhanced erosion for a number 
of reasons. First, the adopted sea level rise of 0.7 m results in a direct attack on cliff foot, 
leading to enhanced erosion with rates being roughly twice as high as that occurring without 
the rise. A high rate of erosion can persist because the cliff cannot reconfigure itself by mov- 
ing landward and will permanently remain exposed to wave attack even under milder regimes. 
Second, the wave climates in the Baltic Sea release most energy in close shoreline proximity. 
Third, longer storm event durations can lead to ‘erosion saturation’, but this result requires 
further investigations, which will include alongshore effects induced by local bathymetry and 
longshore currents, ignored in 1-D simulations. Finally, the granulometry was found less im- 
portant; finer grains offer less resistance to depletion, leading to greater erosion. The results 
demonstrate the need for vast follow-up research: (1) detailed mapping of the bathymetry 
near cliffs in order to properly reproduce alongshore redistribution of sediment during storms 
and achieve better estimates of cliff erosion, (2) detailed mapping of cliff lithology in order to 
properly reproduce their sediment composition and thus achieve better estimates of built-in 
susceptibility to erosion, (3) preparation of 2-D modeling suites for improved assessment of the 
rates of erosion of cliffs subjected to sea level rise. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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eer review under the responsibility of the Institute of Oceanology of th

ttps://doi.org/10.1016/j.oceano.2024.01.003 
078-3234/© 2024 Institute of Oceanology of the Polish Academy of Scie
rticle under the CC BY-NC-ND license ( http://creativecommons.org/lice
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. Introduction 

.1. Rationale of the study 

ALTEX Assessment of Climate Change for the Baltic Sea 
asin — BACC II (2015) identified key elements of climate 
hange in the Baltic Sea basin. Despite large uncertainties it 
as generally accepted that: 1) a distinct growth of air tem- 
erature in all seasons, driven by rising greenhouse gases 
GHG) emissions, will persevere; 2) based on the Special 
eport on Emission Scenarios (SRES) A1B and A2 the sum- 
er sea surface temperature (SST) is expected to increase 
y ca. 2 °C in the southern and 4 °C in the northern parts of
he Baltic Sea; 3) a severe decrease in sea-ice cover is ex- 
ected; 4) a mild increase of annual mean storm surges of 
0 cm was estimated; 5) for the SRES A1B scenario, the sea 
evel was estimated to rise by 0.7 m ( ±0.3 m) until the end
f the 21st century; for AR5 scenarios, the projections fall 
etween 0.26 and 0.82 m, IPCC AR5 Synthesis Report (2014) . 
Recent observations generally concur with these pre- 

ictions. Moreover, erosion also became more widespread 
nd severe: (1) almost two-thirds of Polish coastal dunes 
re eroded ( Pruszak and Zawadzka, 2005 ), and nearly 75% 

f the sandy coast with low-lying hinterland is flood-prone 
 Łabuz, 2012 ); (2) almost 75% of German sandy coasts are 
hreatened by erosion ( Sterr, 2008 ); (3) over 65% of the Lat- 
ian coast is eroded ( Eberhards, 2003 ); the situation is simi- 
ar in Lithuania, Latvia, and Estonia ( Mileriené et al., 2008 ); 
4) about 40% of the Russian Neva Bay has been affected 
y heavy erosion events in recent years ( Ryabchuk et al., 
011 ). In the context of the above-mentioned studies, the 
urrent one investigates the resilience of soft cliffs in 
oland subjected to climate change, as they are very likely 
o be susceptible to intensive future erosion due to the 
ombined effects of ‘static’ sea level rise, storm surges 
nd wave action. Hence, the analysis of these impacts is 
he main aim of the study. The literature review reveals 
 complex character of cliff erosion. A very comprehen- 
ive description of erosion processes in cliffs is provided 
y USGS Professional Paper 1693 (2004) . They noted that 
he majority of cliffs along today’s coastlines are relatively 
oung geologic features, having formed after the most re- 
ent ice age. Next, they pointed to the key role of marine 
rocesses, namely the rise of water level and wave action 
eing fundamental in that they operate from the inception 
hrough the mature stages of coastal cliff evolution; active 
liffs, i.e. those eroded by water levels and waves can be 
urther modified by terrestrial processes, producing multi- 
le complex effects. For this reason, coastal cliffs ca dis- 
lay a wide range of form and stability. Among terrestrial 
rocesses, the USGS Professional Paper 1693 (2004) points 
o surface runoff and groundwater as the main drivers of 
liff evolution. Surface runoff resulting from rainfalls both 
oftens and sculpts broad areas of a cliff face because of 
he tractive force that water exerts on the erodible sur- 
ace. Fresh-water sheet flow generally causes only a small 
mount of coastal-cliff retreat, but concentrated runoff
an carve gullies that deeply indent the cliff. On the con- 
rary, strong enough groundwater discharge can dislodge 
rains from a cliff face — a process known as seepage ero- 
ion. Concentrated discharge around plant roots and animal 
urrows causes cave-like piping. Consequently, groundwa- 
320 
er flow also can be concentrated along structural disconti- 
uities such as joints, decreasing the outcrop-scale (rock- 
ass) strength and destabilizing a cliff. Another process 
ontributing to cliff erosion is weathering. The USGS Profes- 
ional Paper 1693 (2004) noted that the cliffs are exposed to 
evere weathering environment if they experience repeated 
etting by salt spray or surface runoff, interspersed with 
eriods of drying and heating. Also, the weathering pro- 
ess is accentuated if the surface material is fractured. The 
ext group of processes is related to ice action. The ice de- 
eloping at sea can be pushed against the bluff of a cliff
nd impair its integrity. On the other hand, it prevents cliff
ace from wave action. Hence, the role of sea-ice is very 
omplicated producing both positive (protection) and nega- 
ive (erosion) effects. By contrast, the role of ice developed 
ithin a cliff can have a direct impact on its recession, par- 
icularly when the ice melts; solar-induced melting of near- 
urface interstitial ice and the inability of the meltwater 
o infiltrate the underlying frozen soil can lead to high wa- 
er content and reduced strength of a thin surficial layer of 
luff material. The last group of terrestrial processes foster- 
ng cliff erosion includes gravity induced phenomena: slope 
nstability, slope failure and coastal landslides, USGS Pro- 
essional Paper 1693 (2004) . Slope instability is a condition 
hat initiates a process called slope failure that creates an 
bject called a landslide. Landslides have many forms: a fall 
detachment and free descent), a topple (forward rotation 
nd tumbling), a slide or slump (shear deformation along a 
ingle or a few planar or curved rupture surfaces), and a 
pread (movement of competent beds atop water-bearing 
ayers of sediment. 
The above-mentioned broad groups of processes con- 

rolling cliff erosion are well represented along the Baltic 
ea cliffs in Poland. Kostrzewski et al. (2021) summa- 
ized earlier research efforts, see e.g. Subotowicz (1982) , 
ostrzewski and Zwoliński (1986 , 1995) , Kostrzewski 
t al. (2015) , and highlighted several key phenomena. The 
utumn and winter storm surges initiating abrasive pro- 
esses in cliffs were mentioned as a primary driver of 
liff retreat: during high sea water levels waves remove 
oose colluvium from under the undercut cliff foot, whereas 
he associated wave-driven currents re-distribute it in both 
ongshore and cross-shore direction. When undercuts are 
arge enough the cliff slides and a new colluvium is formed. 
econd, mass spring movements of cliffs are triggered by 
e-freezing of topsoil and disappearance of ice cover, cf. 
.g. Winowski (2008) ; the melting ice contributes to soak- 
ng of cliff massif and shallow sediment slides that land on 
 beach and are further reconfigured by waves. Third, the 
liff body dries up in summer and fine sand particles are re- 
oved by wind. On the contrary, intensive summer rainfalls 
an trigger severe erosion; the most optimum conditions 
or such events occur when the rainfall over 14 consecu- 
ive days exceeds 90 mm and the rainfall over two consecu- 
ive days exceeds 40 mm, cf. Winowski (2015) . Moreover, 
inowski (2015) introduced the concept of a ‘high mor- 
hogenetic potential event’, i.e. a sudden landslide of cliff
ace. Six such episodes were identified between 1973 and 
009 on the Wolin island — they occurred in October 1973, 
ovember 1995, 2001 and 2006, June—July 2006 and April 
008. Despite the pivotal role of storm surges the most in- 
eresting conclusion was that optimum conditions for land- 
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Figure 1 Polish coast and locations of past and current studies. 
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lide episodes occur when the surge exceeds 90 cm (i.e. sea 
evel reaches 590 cm with respect to the Amsterdam datum) 
nd its 24-hour amplitude is greater than 1.4 m — 9 such 
ituations occurred between 1973 and 2009. In this way, 
inowski et al. (2015) pointed to the existence of joint ex- 
reme events driven by both rainfalls and storms occurring 
t the same time. Consequently, Terefenko et al. (2018) , 
asing on the study of cliff retreat at Międzyzdroje, found 
nother important clue, namely the clustered storms, when 
uickly succeeding storms produce enhanced erosion: in- 
ensive erosion occurs since no beach recovery is possible 
etween almost overlapping storms, and gentle undercuts 
ormed during an initial event become subject to further 
egradation by wave energy of next events. As a result, 
he cliff face is likely to suffer a large landslide event. 
he complexity of the behavior of cliffs was also noticed 
y Florek et al. (2008) , whose research approach was based 
n measurements taken along a number of closely located 
ransects. They found that: (1) the rate of retreat varies sig- 
ificantly at almost neighboring transects — e.g. from 0.37 
/yr at km 230.3 of the National Chainage to 2.22 m/yr 
t km 230.5, (2) cliffs made of eolic or limno-glacial sands 
ere found to be particularly erosion-prone, (3) the amount 
f clayey sediments in cliff massifs plays a very important 
nd underestimated role in their evolution, (4) there is no 
imple relationship between sedimentological composition 
f cliffs and their rate of retreat. In all, the literature re- 
iew demonstrates the very high complexity of cliff evolu- 
ion. Thus, their investigations are a serious research chal- 
enge. 

.2. Study locations 

wo locations were selected for the analysis. One is situ- 
ted on the Wolin island in the westernmost part of the Pol- 
sh coast and contains two cross-shore profiles at km 404 
nd 410 of the National Coastal Chainage cf. Figure 1 . It 
321 
orms a strip of the highest cliffs in Poland. Also, it was a
ubject of many past research studies, which are relatively 
ell documented in the literature. The second site is situ- 
ted east and west of Ustka harbor at km 231 and 235 of the
hainage respectively, cf. Figure 1 . From strictly geological 
oint of view, coastal formations there feature very large 
andy dunes. However, from the point of view of coastal en- 
ineering, they are so high that their evolution resembles 
he behavior of typical cliffs because terrestrial processes 
escribed in the Introduction become important due to the 
ize of those large sandy formations. Thus, the choice of 
hat site was done in order to compare the results of com- 
utations for a cliff with complex sedimentary composition 
ncl. cohesive stratums (Wolin island) with more homoge- 
eous, predominantly sandy formations at Ustka. 

. Material and methods 

.1. Site description 

he Wolin island location corresponds to Sheet No. 3 at km 

10 and to No. 4 at km 404 of the Geodynamic Map of Polish
altic Sea Coastal Region (2007) . The associated geological 
ross-shore profile at about km 409.8 of the Chainage de- 
cribes sedimentological composition of cliffs on the Wolin 
sland, see Figure 2 . It demonstrates that the contact layer 
f the cliff with seawater is made of postglacial till and 
and, which is about 15 m thick. It is topped by sands and
ravels, reaching a height of 95 m or so. Marine sand is 
resent only in a residual form in the foreshore and near 
he shoreline. 
The locations in the vicinity of Ustka harbor correspond 

o Sheet No. 25 of the Geodynamic Map for both km 231 and
35. The associated geological cross-shore profile at about 
m 231.5 of the Chainage, provides a description of local 
ithology at this transect, cf. Figure 3 . It shows that the cliff
s made of eolic sand and is ca. 10 m high. In general, the
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Figure 2 Location Wolin island: geological transect at km 409.8 of Nat. Coastal Chainage — extracted from geological cross-shore 
profile of Sheets No. 3, 4 of Geodynamic Map of Polish Baltic Sea Coastal Region (2007) . 

Figure 3 Location Ustka: geological transect at km 231.5 of Nat. Coastal Chainage — extracted from geological cross-shore profile 
of Sheet No. 25 of Geodynamic Map of Polish Baltic Sea Coastal Region (2007) . 

322 
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Figure 4 Bathymetric profile at km 410 from August 2004, source — Maritime Office in Szczecin. 
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liff rests on postglacial tills and sands and residual marine 
and is present in the foreshore. It therefore demonstrates 
hat due to the presence of cohesive sediments, the system 

hould have a tendency toward sand scarcity and be prone 
o erosion. 

.2. Bathymetric data 

he simulations of shoreline change, executed at km 410, 
04, 235 and 231 were based on shoreline bathymetry tran- 
ects, measured by coastal authorities and presented in 
igures 4—7 respectively. 
Figure 4 shows that the cliff at km 410 practically has 

o protection against wave action because of the absence 
f nearshore bars. The beach is very narrow and a small 
ump in the vicinity of the shoreline indicates a colluvium 

hat can provide elementary protection against waves at- 
acking the cliff body head-on. Nevertheless, the cliff is 
rone to substantial erosion: the absence of bars suggests a 
arge offshore migration of fine sediment particles, corrob- 
rating conclusions by Winowski (2015) , who noticed that 
ubstantial cliff collapse events occur when a rapid change 
n seawater level of at least 140 cm occurs over a short 
ime of 24 hours or so. This should produce a significant off- 
hore directed cross-shore current that is able to wash away 
ner particles beyond the nearshore zone. The amount of 
uch particles is high enough for the nearshore bars not to 
evelop in close shoreline proximity. Another indication of 
and scarcity is the perfectly linearly sloping bottom from 1 
o 9 m depth of the seabed. 
The situation is slightly different at km 404 — see 

igure 5 . The cliff is somewhat protected by two nearshore 
ars. The beach is almost non-existent and there is a step 
f the height of ca. 1 m situated very close to the shoreline, 
323 
hich gradually transforms into the cliff slope. It, there- 
ore, appears that the percentage of fine particles at km 404 
s somewhat smaller in relation to sand volume and to the 
ituation at km 410 because there are enough coarser grains 
o provide rudimentary protection of cliff foot by nearshore 
ars. On the other hand, the practical absence of the beach 
hows that the exposure to erosion during storms is still 
igh. The seabed is sloping linearly up to ca. 9 m depth,
howcasing sand scarcity. 
Figure 6 illustrates the bathymetry from July 2006 at km 

35, that is west of Ustka harbor. We can see two small 
earshore bars and a narrow and steep beach. At about 1 
 above msl there is a small shelf (colluvium), rapidly turn- 

ng into the cliff slope. Further offshore the seabed inclines 
n a perfectly linear manner, indicating certain sand scarcity 
n the nearshore region. 
Figure 7 illustrates the bathymetry at km 231, from April 

006, which is east of Ustka harbor breakwaters. The beach 
ardly exists and there are no nearshore bars. The seabed 
lopes steeply from the depth of 6 to 2 m. At about 1000 m
ffshore a large underwater seabed form is located — it sits 
oo deep to function like a nearshore bar (depth of crest of 
 m), perhaps with the exception of the mightiest storms. 
n all, this configuration points to very significant exposure 
o erosion. It remains to be investigated whether sandy sed- 
ments can accumulate between the shoreline and the large 
nderwater bulge, or they are washed away by longshore 
urrents instantly. In all, both transects near Ustka harbor 
lso show sediment scarcity and exposure to erosion. 

.3. Software and simulations 

he simulations of cliff response to extreme events, in- 
luding the effects of climate change, were executed using 
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Figure 5 Bathymetric profile at km 404 from September 2004, source — Maritime Office in Szczecin. 

Figure 6 Bathymetric profile at km 235 from July 2006, source — Maritime Office in Słupsk. 
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he XBeach package. This package is basically intended to 
imulate erosion impacts on dunes. Its application to cliff
ace/foot is intended only to simulate direct consequences 
f wave action and instantaneous storm surge with and with- 
ut the inclusion of static (climate-driven) sea level rise. For 
his reason, the simulations do not include possible land- 
324 
lide events triggered and induced by undercut cliff foot 
y waves. This is an obvious significant limitation of the 
tudy, which is concentrated on the most important drivers 
f cliff erosion, as defined by UGSS Professional Paper 1693 
2004) . In particular, the erosion surplus caused by static 
ea level rise is investigated. In this context, it should be 
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Figure 7 Bathymetric profile at km 231 from April 2006, source — Maritime Office in Słupsk. 
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Table 1 Hydrodynamic parameters used in simulations, 
after Boniecka et al. (2013) . 

Return period: Tp (years) 20 50 100 
Wave period: T (s) 8.5 8.8 9.1 
Wave length: L (m) 95.6 100.35 105.07 
Significant wave height: Hs (m) 5.71 6.22 6.61 
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xpected that possible landslides triggered by foot erosion 
an be much greater than the currently observed events. 
herefore, the simulations executed herein should be in- 
egrated with simulations of landslides, including the de- 
ermination of tipping points, whose exceedance will result 
n a landslide event. Thus, the current efforts point to fu- 
ure integrated analyses combining coastal engineering and 
lope stability studies. This large latter group of disciplines 
ay involve the effects of groundwater and surface runoff
s well to achieve better accuracy of results. 
For all simulations a westerly wave approach was as- 

umed, reflecting the prevailing wave approach; hence the 
ngle between the studied beach profiles and the azimuth 
f the wave approach was set at 30 °. This obliquity was 
lso introduced to reduce unrealistic zones of sediment de- 
letion/deposition, usually observed for shore normal wave 
pproach in the absence of longshore sediment transport. 
ther general assumptions included: 

(1) the JONSWAP spectrum with default peak concentra- 
tion coefficient of 3.3 and cosine power 2 s directional 
spreading model with s = 20; 

(2) maximum frequency range of 1 Hz, corresponding to 
the wave period T = 1 s; 

(3) minimum frequency range of 0 Hz and T = ∞ ; 
(4) Chezy bottom friction coefficient c = 55 was adopted, 

assuming that friction-induced wave energy dissipation 
is very small; 

(5) the wave approach sector of ±45 ° about the main 
westerly wave direction was defined; its directional 
resolution was coarsely parameterized with the bin an- 
gle of 20 °, sufficient for 1-D simulations. 

The simulations assumed conditions expected at the end 
f 21st Century. Thus, the sea level rise of 0.7 m was 
325 
dopted, following BACC II (2015) all and one common storm 

urge of 1.3 m was assumed for all simulations, roughly 
orresponding to the return period of surges of 20 years, 
ísniewski and Wolski (2009) — the simulations were exe- 
uted for two variants of elevated seawater table, that is 
.3 m and 2 m. The simulated storms analyzed events with 
he return periods of 20, 50 and 100 years. Their parame- 
ers were provided by Boniecka et al. (2013) ; the periods, 
engths and significant heights of waves were determined 
sing methodologies elaborated by e.g., British Standard 
ode of Practice for Maritime Structures (2000) or Dnv-Os- 
101 (2011) , cf. Table 1 . The periods and lengths of the ex-
reme waves do not differ significantly for those return pe- 
iods, in contrast to the growth of significant wave height by 
lmost 1 m for the return periods of 20 and 100 years, see
able 1 . The saturation of wave period and length results 
rom the fetch limited character of the marginal Baltic Sea. 
he duration of extreme events, again following the rec- 
mmendations of the British Standard Code of Practice for 
aritime Structures (2000) and Dnv-Os-J101 (2011) , was set 
t 3 h. In addition to that the simulations for longer events 
f 6 h were executed as well in order to inspect potential
imitations of the 1-D XBeach model — the so-called profile 
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Figure 8 Response of cliff at km 410 to storm event for sea- 
water table elevation 1.3 m, event duration 3 h, D50 = 0.4 mm 

and γ = 0.78. 

Figure 9 Response of cliff at km 410 to storm event for sea- 
water table elevation 1.3 m, event duration 3 h, D50 = 0.4 mm 

and γ = 0.78. 
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esponse saturation, where the lack of longshore sediment 
igration, despite the assumed obliquity of wave approach 

eads to the saturated profile erosion before the end of such 
onger events. Simulations of longer events were also in- 
ended to include the anticipated effects of growing stormi- 
ess as another consequence of climate change. Two vari- 
nts of wave breaking index γ were assumed, namely 0.78, 
hich is typical for steep and short waves in the Baltic Sea 
eveloping in fetch-limited conditions, and 0.53, commonly 
pplied in most XBeach applications. The main underlying 
eason was to inspect the effect of wave energy dissipation 
oncentrated near the cliff foot for γ = 0.78, producing 
reater erosion vs. milder and more cross-shore distributed 
issipation occurring for γ = 0.53. The uncertainty related 
o insufficient knowledge of the composition of grains in the 
olluviums near the toes of the cliffs was parameterized by 
ssuming two values of mean sediment diameter D50 = 0.22 
m and D50 = 0.4 mm. It is clear that it is a non-trivial sim-
lification of the actual granulometry of sediments form- 
ng colluviums and cliff foot. Still, such an assumption was 
ound acceptable at the current stage of research. In sum: 
 return periods of storm parameters, 2 variants of seawa- 
er table elevation, 2 variants of D50 , 2 variants of event 
uration, and 2 variants of wave breaking index applied to 
he morphology of 4 cross-shore transects resulted in the 
xecution of 192 simulations. 

. Results 

he simulations were analyzed in terms of key variables, 
.e. seawater table elevation of 1.3 and 2.0 m, wave break- 
ng index of 0.53 and 0.78, and mean grain size diameter 
f 0.22 mm and 0.4 mm, bearing in mind standard and ex- 
ended event time of 3 and 6 hours respectively. For each of 
hose parameters tables are presented and the results are 
llustrated graphically for each of the four profiles. 
The role of water table elevation is presented in Table 2 . 

n general, the role of sea level rise of 0.7 m above the 
torm surge of 1.3 m is very significant: the rate of erosion 
an increase twofold (with respect to storm surge only) dur- 
ng extreme events, particularly the longer ones. The only 
xception occurred at km 231 for finer grains (D50 = 0.22 
m) and smaller wave breaking index γ = 0.53, which is 
ot typically used — in this case the rates of erosion were 
imilar (1.0—2.5 m for 1.3 m vs 1.5—2.0 m for 2 m of seawa-
er table elevation). The role of elongated event duration 
6 vs. 3 hours) is also clearly visible: the rates of erosion 
or longer events are significantly greater. Table 2 does not 
iscriminate among erosion rates induced by waves of dif- 
erent return periods (20, 50 and 100 years), because the 
ifferences are not significant: it is well shown in Figures 8 , 
 for the profile at km 410. In general, the impact of climate 
hange-induced sea level rise on intensified cliff erosion is 
ery high and points to potential difficulties of future man- 
gement of cliffs, should they be protected. 
Table 3 demonstrates the role of wave-breaking index. 

e can see that for γ = 0.78 the retreat of cliffs after ex- 
reme events is significantly (that is twice or more) greater 
han for γ = 0.53 no matter the storm duration or seawa- 
er table elevation. It is related to a more concentrated re- 
ease of wave energy near the cliff toes, as for γ = 0.53 the 
326 
pill-breaking process is initiated further offshore at greater 
earshore depths of the seabed, whereas for γ = 0.78 
he waves achieve greater steepness and generally plunge- 
reak near the shoreline and cliff toe. This is generally con- 
istent with observations of wave regimes in the marginal 
helf Baltic Sea, where, due to limited fetch, the waves 
annot achieve wavelengths typical for the oceans and re- 
ain steep and short. Plunge-breaking near the shoreline 

s enhanced by generally mildly sloping sea bottom in the 
earshore region, where the bars are small or do not exist at 
ll. Thus, the wave breaking concentrated near the shore- 
ine will have adverse consequences for cliff erosion, adding 
o the exposure from sea level rise. This fact illustrates the 
ey issue of cliff protection, should such schemes be con- 
idered: dispersion of concentrated fluxes of wave energy 
y coastal protection structures may be difficult from the 
ngineering point of view; surely it is not possible without 
he erection of hard structures, which may be unacceptable 
rom the perspective of nature-based solutions. The exam- 
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Table 2 Impact of seawater level elevation on cliff erosion. 

Km 231 Event time 3 h Event time 6 h 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 

Seawater table 
elevation 1.3 m 

1.0—2.5 m 1—2.2 m 0.2—0.4 m 1.0—1.6 m 1.0—2.4 m 2.5—5.8 m 0.6—1.5 m 2.2—5.0 m 

Seawater table 
elevation 2 m 

1.5—2 m 2.5—5.0 m 1.0—1.6 m 2.5—3.3 m 2.5—4.0 m 6.8 m 2.2—3.2 m 5.0—6.5 m 

Km 235 Event time 3 h Event time 6 h 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 

Seawater table 
elevation 1.3 m 

1.1—1.7 m 3.0—4.0 m 1.0—1.2 m 2.5—3.5 m 3.0—4.0 m 4.2 m 2.0—3.2 m 4.0 m 

Seawater table 
elevation 2 m 

2.5—3.5 m 3.5—3.8 m 2.2—3.0 m 2.0—3.2 m 3.8 m 4.2—4.8 m 3.5 m 3.2—4.5 m 

Km 404 Event time 3 h Event time 6 h 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 

Seawater table 
elevation 1.3 m 

0.6—0.8 m 1.2—2.0 m 0.4—0.6 m 1.0—1.6 m 2.4 m 4.0—4.5 m 1.5 m 3.5—4.0 m 

Seawater table 
elevation 2 m 

1.8 m 2.5—3.0 m 1.3—1.6 m 2.0—3.0 m 3.2—4.0 m 6.0 m 3.0 m 5.0 m 

Km 410 Event time 3 h Event time 6 h 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 

Seawater table 
elevation 1.3 m 

1.6 m 1.8—3.0 m 1.6 m 1.3—2.4 m 2.4—3.0 m 4.0—5.0 m 2.2 m 3.0—4.2 m 

Seawater table 
elevation 2 m 

2.2—3.0 m 3.0—3.8 m 2.0—2.4 m 3.0—3.2 m 3.2—4.5 m 5.5—6.0 m 3.2—3.5 m 5.0—5.8 m 
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 Różyński

 and
 G

.
 Cerkow

niak
 

Table 3 Impact of wave breaking index on cliff erosion. 

Km 231 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm 

γ = 0.53 1.5—2.0 m 1.0—1.6 m 1.0—2.5 m 0.2—0.4 m 2.5—4.0 m 2.2—3.2 m 1.0—2.4 m 0.6—1.5 m 

γ = 0.78 2.5—5.0 m 2.5—3.3 m 1.0—2.2 m 1.0—1.6 m 6.8 m 5.0—6.5 m 2.5—5.8 m 2.2—5.0 m 

Km 235 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm 

γ = 0.53 2.5—3.5 m 2.2—3.0 m 1.1—1.7 m 1.0—1.2 m 3.8 m 3.5 m 3.0—4.0 m 2.0—3.2 m 

γ = 0.78 3.5—3.8 m 2.0—3.2 m 3.0—4.0 m 2.5—3.5 m 4.2—4.8 m 3.2—4.5 m 4.2 m 4 m 

Km 404 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm 

γ = 0.53 1.8 m 1.3—1.6 m 0.6—0.8 m 0.4—0.6 m 3.2—4.0 m 3 m 2.4 m 1.5 m 

γ = 0.78 2.5—3.0 m 2.0—3.0 m 1.2—2.0 m 1.0—1.6 m 6 m 5 m 4.0—4.5 m 3.5—4.0 m 

Km 410 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm D50 = 0.22 mm D50 = 0.4 mm D50 = 0.22 
mm 

D50 = 0.4 mm 

γ = 0.53 2.2—3.0 m 2.0—2.4 m 1.6 m 1.6 m 3.2—4.5 m 3.2—3.5 m 2.4—3.0 m 2.2 m 

γ = 0.78 3.0—3.8 m 3.0—3.2 m 1.8—3.0 m 1.3—2.4 m 5.5—6.0 m 5.0—5.8 m 4.0—5.0 m 3.0—4.2 m 
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Figure 10 Response of cliff at km 404 to storm event for 
γ = 0.53, seawater table elevation 2 m, event duration 3 h 
and, D50 = 0.22 mm. 

Figure 11 Response of cliff at km 404 to storm event for 
γ = 0.78, seawater table elevation 2 m, event duration 3 h 
and, D50 = 0.22 mm. 
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Figure 12 Response of cliff at km 235 to storm event for 
D50 = 0.22 mm, γ = 0.78, event duration 3 h and seawater 
table elevation 2 m. 

Figure 13 Response of cliff at km 235 to storm event for 
D50 = 0.4 mm, γ = 0.78, event duration 3 h and seawater table 
elevation 2 m. 
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les of the role of wave breaking index are presented in 
igures 10 and 11 . 
The impact of mean grain size D50 on the cliff erosion 

s presented in Table 4 . As could be expected the retreat 
f cliff foot is greater for smaller D50 (0.22 mm), but it is 
ot very significant — in most cases, it is greater by 1.0—
.5 m than for the coarser grains of 0.4 mm. The small- 
st differences were observed for larger wave breaking in- 
ex ( γ = 0.78) and longer storm duration (6 h). It can be 
nterpreted as the ‘saturation’ of cliff retreat due to the 
act that longshore processes were not incorporated in 1- 
 XBeach simulations, despite the assumed obliquity of the 
ave approach. Given the lack of notable nearshore bars in 
he nearshore area, the results point to the need for de- 
ailed determination of sediment composition in the collu- 
iums in the vicinity of cliff toes. A more accurate assess- 
ent of sediment compositions should aid in more precise 
329 
ollow-up simulations. Figures 12 and 13 are graphical rep- 
esentations of the apparently low significance of the role 
f D50 . 
The last element related to cliff retreat is the event du- 

ation. Tables. 2 , 3 , and 4 show that the rates of erosion for
he shorter event of 3 hours demonstrated greater variabil- 
ty, whereas a saturation tendency for the longer event of 6 
ours was observed, i.e. the simulated retreats mostly fell 
etween 4 and 6 m. It definitely points to the limitations 
f a 1-D model, which established a dynamic equilibrium in 
he absence of longshore hydrodynamic parameters and the 
onstant storm surge (seawater level) of either 1.3 or 2.0 m. 
xemplary results of event duration significance are given in 
igures 14 and 15 . 
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Table 4 Impact of mean grain size D50 on cliff erosion. 

Km 231 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 

D50 = 0.22 mm 1.5—2.0 m 2.5—5.0 m 1.0—2.5 m 1.0—2.2 m 2.5—4.0 m 6.8 m 1.0—2.4 m 2.5—5.8 m 

D50 = 0.4 mm 1.0—1.6 m 2.5—3.3 m 0.2—0.4 m 1.0—1.6 m 2.2—3.2 m 5.0—6.5 m 0.6—1.5 m 2.2—5.0 m 

Km 235 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 
D50 = 0.22 mm 2.5—3.5 m 3.5—3.8 m 1.1—1.7 m 3.0—4.0 m 3.8 m 4.2—4.8 m 3.0—4.0 m 4.2 m 

D50 = 0.4 mm 2.2—3.0 m 2.0—3.2 m 1.0—1.2 m 2.5—3.5 m 3.5 m 3.2—4.5 m 2.0—3.2 m 4.0 m 

Km 404 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 
D50 = 0.22 mm 1.8 m 2.5—3.0 m 0.6—0.8 m 1.2—2.0 m 3.2—4.0 m 6 m 2.4 m 4.0—4.5 m 

D50 = 0.4 mm 1.3—1.6 m 2.0—3.0 m 0.4—0.6 m 1.0—1.6 m 3.0 m 5 m 1.5 m 3.5—4.0 m 

Km 410 Event time 3 h Event time 6 h 

z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) z = 1.3 + 0.7 = 2 (m) z = 1.3 (m) 

γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 γ = 0.53 γ = 0.78 
D50 = 0.22 mm 2.2—3.0 m 3.0—3.8 m 1.6 m 1.8—3.0 m 3.2—4.5 m 5.5—6.0 m 2.4—3.0 m 4.0—5.0 m 

D50 = 0.4 mm 2.0—2.4 m 3.0—3.2 m 1.6 m 1.3—2.4 m 3.2—3.5 m 5.0—5.8 m 2.2 m 3.0—4.2 m 
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Figure 14 Response of cliff at km 231 to storm event 
for event duration 3 h, seawater table elevation 2 m, 
D50 = 0.22 mm and γ = 0.78. 

Figure 15 Response of cliff at km 231 to storm event 
for event duration 6 h, seawater table elevation 2 m, 
D50 = 0.22 mm and γ = 0.78. 
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. Discussion 

he role of sea level rise appears to be the most impor- 
ant element impacting the future evolution of cliffs on 
he Polish Baltic Sea coast. The simulations, juxtaposed in 
able 2 and illustrated by Figures 8 and 9 showed that in 
he presence of that rise the cliffs will be undergoing fast 
etreat because the cliff toes will be exposed to permanent 
ave attack. Thus, one should expect enhanced accelera- 
ion of the retreat in the coming decades with respect to re- 
ent observations. Hence, maintenance of the cliffs, which 
emain unprotected nowadays, should start being consid- 
red; if left unprotected the fast retreat may result in the 
oss of important environmental features of active cliffs —
oth seascape/landscape qualities as well as ecosystem ser- 
ices. On the other hand, any protection measures should be 
onstructed in such a way that the cliffs will remain active, 
nd their key aim will be the reduction of erosion. There- 
331 
ore, low-crested structures together with periodically re- 
eated beach fills should be considered in the longer per- 
pective. However, one should keep in mind that such struc- 
ures somewhat violate the paradigm of nature-based so- 
utions. Thus, in order to minimize the volume of unnatu- 
al materials the cores of low-crested structures should be 
ade of geo-bags, covered by large stones (boulders), not 
atural for the Polish soft cliffs. In this way, the boulders 
ould be the only non-natural component of the protection 
tructures, being only a small fraction of their total volume. 
The value of wave breaking index γ turned out to be 

nother vital aspect of the results. They are juxtaposed in 
able 3 and illustrated in Figures 10—11 . The high value of 
.78 is associated with the character of wave climates in the 
altic Sea that develop in conditions of limited fetch. Such 
aves are steep and short and they release their energy in 
loser proximity to the shoreline (and cliff toe). Delayed 
elease of wave energy, concentrated near the shoreline, 
xacerbates the rates of cliff erosion, in particular when 
earshore bathymetries are largely featureless — without 
r only with very tiny nearshore bars. Such morphologies 
oint to sand deficit, which will be discussed later. Concen- 
rated wave energy releases generate additional difficulties 
n case low-crested protection schemes are considered: on 
he one hand they should only reduce wave energy dissipa- 
ion to ensure the active status of cliffs, on the other hand, 
hose structures must be robust enough to resist rapid bursts 
f high-intensity energy fluxes, induced by artificial under- 
ater structures. Finally, it should be recalled that smaller 
alues of wave breaking index (e.g. 0.53) are encountered 
n oceanic beaches. Such waves are generated in unlimited 
etch conditions, are much longer and thus much more en- 
rgetic. They would probably rapidly destroy soft cliffs on 
he Polish coast, so concentrated wave energy release near 
liff toes, however adverse for the conditions of cliffs, is 
n inherent feature of beach processes in the Baltic Sea 
asin. 
The role of the mean diameter of grain size D50 turned 

ut to be surprisingly of secondary importance, at least 
n the XBeach simulations of cliff erosion. The results are 
uxtaposed in Table 4 and illustrated in Figures 12—13 . It 
ay be related to the fact that high-energy hydrodynamic 
egimes, occurring during extreme events, usually produce 
imilar retreats of cliff toes. Nevertheless, such results in- 
icate the necessity of in-depth studies of the granulomet- 
ic composition of cliffs. The looming modeling difficulties 
oncern significant fractions of cohesive sediments in cliff
assif. They probably lose most of their cohesion as a re- 
ult of (1) permanent contact with water, and (2) collapse 
f the upper sub-stratum forming loosely compacted collu- 
ium with residual strength parameters. As will be demon- 
trated in the next paragraph more precise determination of 
liff lithology will serve for better reproduction of the after- 
aths of extreme events with 2-D modelings, incorporating 
he impacts of longshore sediment migration. 
2-D migration of sediments, eroded from the cliffs dur- 

ng extreme events, is also related to the next element 
f the modeling of aftermaths of extreme events, namely 
he event duration. Simulations results can be traced in 
ables 2 , 3 , and 4 and are illustrated in Figures 14 and 15 .
he most important outcome is the saturation of cliff re- 
reat and profile reconfiguration, induced by the restrictions 
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f 1-D model, despite the assumed obliquity of the wave 
pproach. This is another indication toward incorporation 
f a more complex 2-D modeling framework, already iden- 
ified in the analysis of the surprisingly low impact of D50 . 
owever, another aspect needs to be considered, namely 
he evolution of hydrodynamics after the peak of extreme 
vents. Apart from decaying wave heights, the drop of sea- 
ater table elevation must be incorporated, since the fast 
rop of that table will induce significant offshore migration 
f finer particles, eroded from cliff bodies. Hence, the main 
utcome of the study is the need for follow-up simulations 
f storm recession patterns. In connection with more ac- 
urate identification of granulometric composition of cliffs 
hey will provide much more accurate assessments of cliff
etreat under climate change embracing both offshore and 
ongshore sediment migration and the resulting segregation 
f portions of sediment eroded away and remaining in the 
earshore region. Such simulations will be consistent with 
inowski (2015) , who noticed enhanced retreat of cliffs 
hen a storm is followed by a rapid fall of seawater table. 
hey should also explain why the cross-shore bathymetric 
ransects are generally featureless — exacerbating the ex- 
osure to erosion. 
The last element impacting the rates of cliff retreat due 

o extreme events is the return period of those events. The 
imulations have shown that events with a return period of 
0 years produce almost the same consequences as those 
hose return periods are 50 and 100 years. First, it is caused 
y rather non-vital growth of wave parameters, associated 
ith such events. Second, it is definitely related to the lim- 
tations of 1-D models, described before. One important as- 
ect of the simulations though, is that the cliffs turned out 
o be very sensitive to storm surges combined with sea level 
ise, so the sequence of smaller extreme events, whose re- 
urrence period is closer to 1—5 years, may be much more 
mpactful. This issue is another avenue of follow-up re- 
earch, which should incorporate the period of storm re- 
ession and include both offshore and longshore sediment 
igration. 
The results show that XBeach simulations are applicable 

o other soft cliffs. However, one should always keep in mind 
he limitations illustrated in the description of XBeach pack- 
ge applied herein. Nevertheless, it appears that XBeach 
imulations can serve as 1st step of postulated integrated 
imulations, involving slope stability analyses of a cliff face 
ndercut by extreme events under the sea level rise regime. 
his 2nd group of simulations could serve as 2nd stage of com- 
rehensive studies on cliff retreat under climate change. 

. Conclusions and recommendations 

1. The role of sea level rise exacerbating the conditions 
of cliffs seems pivotal: the performed simulations show 

that it is the most important factor in the enhanced re- 
treat of cliffs. It appears that the protection of cliffs 
may be ultimately enforced by sea level rise. 

2. The role of the wave breaking index is important, as its 
high-value results in the release of wave energy near 
the shoreline. Therefore, it also works in favor of en- 
hanced cliff erosion. Moreover, it will be a critical fac- 
tor in the design of future protection structures (low- 
332 
crested breakwaters) that should reduce the wave im- 
pact, but simultaneously do not stop natural cliff evo- 
lution completely. 

3. The role of sediment composition turned out to be less 
significant. However, in connection with event duration, 
the results clearly show the limitations of 1-D modeling 
frameworks. Therefore, follow-up simulations should be 
executed including aftermaths of extreme events, such 
as the rapid drop of water elevation and longshore sed- 
iment migration. 

4. The role of the recurrence period of extreme events 
was found rather insignificant. Therefore, more impact- 
ful events should be investigated: they may consist of 
a sequence of less powerful extreme events with recur- 
rence periods in the range of 1—5 years. Such sequences 
should be analyzed in conjunction with their aftermath, 
described above. 

5. The results show that XBeach simulations can be appli- 
cable to other soft cliffs. On the other hand, the com- 
plexity and multitude of marine and terrestrial phe- 
nomena that shape the evolution of cliffs point to fu- 
ture research avenues. They should aim at integrated 
research in which XBeach simulations could be the 1st 

and the associated analyses of cliff slope stability the 
2nd step of investigations. The former will describe the 
coastal component that initiates cliff retreat, whereas 
the latter will provide information on extended, terres- 
trial effects resulting from that initial erosion driven by 
marine forces. Thus, collaboration among hydraulic and 
civil engineers and researchers is postulated. 
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ostrzewski, A. , Zwoliński, Z. , 1995. Present-day morphodynamics 
of the cliff coasts of Wolin Island. J. Coastal Res. 22 (Sp. Iss), 
293—303 . 
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. Introduction 

he FindFISH Knowledge Transfer Platform is a response to 
he main problem identified in the fisheries sector, which 
s the reduction in the profitability of fishing. Additional is- 
ues include increasing operating costs incurred by fisher- 
en, the need for fishermen to embark on longer and far- 
her fishing trips in search of fish, the capture of low-value 
r small quantities of fish, conducting activities on the brink 
f profitability due to rising costs, the limitation of fishing 
uotas, and the associated difficulties. 
The Polish fishing industry appears to be looking for ef- 

cient approaches in this area at the moment. As a re- 
ult of increasing nutritional awareness among Poles, there 
s a growing trend in fish consumption ( European Commis- 
ion, 2009 ). New technologies enable meeting the growing 
emand, but at the same time significantly increase the 
ressure on fishing supply. As a result, many fish resources 
re overexploited, posing a threat to the marine ecosys- 
em of which fish are an integral part ( Fousiya et al., 2023 ;
emp et al., 2023 ; Laghari et al., 2022 ). 
Each individual fish stock is part of a larger and complex 
arine ecosystem, whose functioning is difficult to predict, 
nd providing a precise description of its functioning is a 
hallenging task. Factors influencing fish resources in the 
arine environment include rapid technological advance- 
ents, the use of modern equipment and high-quality appa- 
atus, marine pollution, the development of coastal cities, 
nd global warming ( Fousiya et al., 2023 ; Laghari et al., 
022 ). The scale and pace of environmental changes in the 
arine environment make it difficult for researchers to con- 
rol and create ecosystem models, i.e., models of marine 
iving organisms. 
Fishermen have extensive practical knowledge of fish re- 

ource behavior, which is difficult to acquire through other 
eans, and their experience becomes significant when con- 
extualized in scientific research for the study of marine 
cosystem dynamics. 
The fishing industry is often accused of environmental 

estruction, excessive fishing, and the decline in seabird 
nd marine mammal populations. Imposed bans elicit an 
nderstandable reluctance among fishermen to cooperate 
ith environmental scientists. Unfortunately, the lack of re- 
earch and mutual information only increases the level of 
isk assessed based on expert opinions. 
In recent years, it seems that the barriers between fish- 

rmen and scientists, who previously regarded each other 
ith mutual mistrust, are beginning to diminish. Fishermen 
pend much more time at sea than scientists, such as hy- 
robiologists or ecohydrologists. Scientists should consider 
he practical experiences and information provided by fish- 
rmen in their research. In turn, as fishermen learn how sci- 
ntists arrive at their conclusions, they will be able to trust 
he research results. 
The costs associated with industrial fishing continue to 

ncrease. One way to limit these costs is by using techno- 
ogical developments in the localization of fish shoal and 
he estimation of their size. Specialized electronic devices 
hat help fishing operations are used for shoal localiza- 
ion, biomass estimation, fish size and quantity assessment, 
onitoring of trawl and fishing net parameters, monitor- 

ng fish behavior, and assessing the nature and structure of 
335 
he seabed and sediment. The diversity of devices allows 
quipment selection for different types of vessels and fish- 
ng methods. 
The development of sonar technology used in fisheries 

as made significant advances over the past two decades. 
t is estimated that the use of modern sonars brings about 
angible economic savings, both in terms of fuel con- 
umption and shorter fishing time, by approximately 25% 

 European Commission, 2009 ; Nakayama et al., 2023 ). How- 
ver, this endeavor remains expensive and currently diffi- 
ult to implement, as not every fishing vessel is equipped 
ith such devices as sonars, echo sounders, or acoustic cam- 
ras. Furthermore, not every skipper has sufficient knowl- 
dge of sonar technology and the experience necessary to 
nterpret echograms to benefit from their use. However, 
onducting in situ measurements for the purpose of precise 
iagnosis of the marine environment in real-time is impossi- 
le due to the high cost of such monitoring. 
The Common Fisheries Policy (CFP) ( European Commis- 

ion, 2009 ) is not solely concerned with creating regulations 
hat limit fishing in terms of quantity. Its objective is also to 
stablish quality standards (known as technical measures) 
hat protect fish populations and the ecosystems they in- 
abit. The common denominator connecting all these mea- 
ures is the fact that they aim to make fishing more selec- 
ive. 
Selective fishing is a challenging task that depends 

argely on the specific conditions prevailing in a given re- 
ion at sea. The proposed numerical method, the FindFISH 

latform presented in this study, is intended to be a helpful 
ool for fishermen to solve the aforementioned problems for 
he purpose of effective planning of fishing trips. 
The specific environmental conditions of the Gulf 

f Gdańsk influence its ecosystem ( Dzierzbicka-Głowacka 
t al., 2011 ). The occurrence of fauna typical for a low- 
alinity environment is characteristic of this region. In ad- 
ition, regular spring-summer algal blooms have become a 
ignificant environmental and economic problem. More than 
hirty species of phytoplankton found in the Baltic Sea are 
lassified as harmful to human health ( Öberg, 2017 ). The in- 
estigation of the constantly evolving environment presents 
 significant obstacle for researchers from diverse scien- 
ific disciplines. While emerging technical solutions facili- 
ate the work of scientists, they do not provide an ideal 
olution. 
Numerical modelling is significantly more efficient than 

eld studies using buoys, ships, or satellite measurements. 
his explains the widespread use of mathematical models 
nd computer simulations as new methods to understand 
he governing principles of the natural world in the digital 
ge. This particularly applies to issues at the intersection 
f several disciplines, which is the norm in oceanographic 
esearch. 
Numerical modelling of hydrodynamic and biochemical 

henomena in the aquatic environment is a complex task. 
t is necessary to consider various factors, such as the in- 
ow of nutrient-rich freshwater from rivers and the in- 
ow of saltwater from the North Sea. Input data for the 
odel, such as information on river inflows, atmospheric 
ata, and boundary conditions, must be of high quality. 
hese are the main forcing factors of the model and their 
uality significantly influences the accuracy and alignment 
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Figure 1 EcoFish model domain (including the Fish Module ) with bathymetry. Points 1 to 13 represent the mouths of rivers 
included in the model. 
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f the obtained results with reality. Due to the highly dy- 
amic nature of the environment, only simultaneous envi- 
onmental/observational and numerical studies can provide 
he most reliable picture of the actual state of the stud- 
ed aquatic area. High-resolution results in terms of time 
nd space can provide local-scale information on the for- 
ation of eddies, mixing of waters with different densities, 
r the occurrence of intrusions. Additionally, studying basic 
arameters of the aquatic environment and the processes 
ccurring within it forms the basis for generating new re- 
earch hypotheses and disseminating knowledge to build co- 
peration between entities operating in the scientific and 
ocio-economic spheres. 
The construction of the FindFISH Knowledge Transfer 

latform through the Numerical System for Predicting the 
nvironmental Conditions of the Gulf of Gdańsk for Fisheries 
s based on in situ research, environmental data (physico- 
hemical and hydrometeorological), quantitative and quali- 
ative data on fishing, and numerical modelling of hydrody- 
amic, physicochemical, and biological parameters in the 
ulf of Gdańsk region ( Figure 1 ). 
The primary goal of this research was to develop and val- 

date the FindFISH digital service, a sophisticated platform 

hat integrates hydrodynamic, biochemical, and fish mod- 
ls for selected commercially important fish species such 
s herring, sprats, cod, and flounder. This service, designed 
o operate dynamically in real-time, provides crucial data 
isualizations including maps, time series, and spatial data 
hat assist fishermen in identifying the most abundant fish- 
ng grounds under prevailing hydrological conditions. 
By leveraging expert knowledge and advanced mod- 

ling techniques, the FindFISH platform aims to signifi- 
antly increase the quality and quantity of fish catches, 
hereby improving the profitability of fishing operations. 
oreover, it seeks to contribute to the sustainable man- 
gement of marine resources by enabling more targeted 
nd efficient fishing practices, reducing unnecessary by- 
336 
atch, and minimizing the ecological impact on marine 
cosystems. 

. Material and methods 

he work within the project was divided into five main 
tages and implemented in three blocks: environmental re- 
earch, numerical work, and IT tasks ( Figure 2 ) ( Dzierzbicka-
łowacka et al., 2018 ). 

.1. Assessment of the Gulf of Gdańsk 

nvironmental condition 

n the first stage, an assessment of the environmental condi- 
ion of the Gulf of Gdańsk was conducted ( Kuczyński et al., 
023 ; Zaborska et al., 2023 , 2019 ). It was carried out
hrough the analysis of the current (as of the date of the 
tudy) chemical and ecological state of the Gulf, with a fo- 
us on the ichthyofauna, based on existing and newly ac- 
uired data obtained within the project. 

.2. Fishing expeditions 

he second stage of the study consisted of fishing expe- 
itions ( Krzemień and Wittbrodt, 2023 ). During these voy- 
ges, environmental measurements were conducted using 
pecialized instruments, specifically the Midas CTD + instru- 
ent from Valeport, United Kingdom. The objective was 
o gather physicochemical data, primarily water tempera- 
ure, salinity, and dissolved oxygen levels. These data, along 
ith notes from fishing logs and other information provided 
y the captains, such as meteorological data, quantitative 
nd qualitative catch results, observations, and comments, 
ere then used to determine habitat preferences of se- 
ected fish species and develop the Fish Module . Further- 
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Figure 2 Structure of the FindFISH platform. 
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ore, these data were used for the validation of the eco- 
ydrodynamic model of the Gulf of Gdańsk — EcoFish . In 
ddition to catch results, the fishermen were required to 
rovide supplementary information in the surveys, includ- 
ng: 

• Vessel name 
• Date and time of deployment and retrieval of the fishing 
gear (start time for towed gear) 

• Fishing square 
• Deployment positions of the fishing gear (initial and final 
positions for towed gear) 

• Wind speed and direction 
• Cloud cover 
• Precipitation 
• Air temperature and sea surface temperature 
• Sea state (wave height) 

.3. Habitat preferences of selected fish species 

nalysis of data obtained during fishing expeditions allowed 
etermination of habitat preferences for commercially har- 
ested fish species in the Gulf of Gdańsk ( Pieckiel et al., 
023 ). A total of 2,857,288 records, acquired with the CTD 

nstrument, were used in the analysis. These records were 
erived from datasets comprising a single instrument de- 
loyment for each respective fish species, with the follow- 
ng numbers: 
337 
• 44 records for cod ( Gadus morhua ) 
• 61 records for flounder ( Platichthys flesus ) 
• 202 records for herring ( Clupea harengus ) 
• 156 records for sprat ( Sprattus sprattus ) 

Water parameters were measured using the MIDAS CTD + 

nstrument mounted on the fishing trawl. The analyzed data 
ere based on four parameters measured by the instru- 
ent: 

• Pressure 
• Conductivity 
• Temperature 
• Dissolved oxygen (Table 5.1) 

Salinity was converted using Valeport Software Ltd.’s 
oftware with a resolution of 0.01 and an accuracy level of 
0.02. 
All the investigated parameters were analyzed using the 

oxplot method with varied filtering applied. The next step 
nvolved analyzing the correlation between the values of 
he investigated parameters and the catch sizes of individ- 
al fish species. For each parameter, the median value was 
alculated for each fishing series, representing the prevail- 
ng conditions at the fish concentration locations, based on 
he most frequently occurring value in the filtered dataset 
or each series. This analysis was performed using Pearson’s 
orrelation and analysis of variance (ANOVA). 



L. Dzierzbicka-Głowacka, M. Janecki, D. Dybowski et al. 

Figure 3 Diagram of the EcoFish ecohydrodynamic model with the Fish Module . 
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Principal component analysis (PCA) was performed on the 
ntire dataset, aiming to identify the most significant pa- 
ameters determining commercial catches. Median values 
or each fishing trip were prepared for the test, using data 
ltered from the dataset based on fishing depths below 15 
eters. The data underwent Hellinger transformation using 
he Vegan package version 2.6-2 ( Pieckiel et al., 2023 ). 

.4. The EcoFish model 

he EcoFish model is a three-dimensional predictive eco- 
ydrodynamic model of the Gulf of Gdańsk ( Janecki 
t al., 2023b,c ; Janecki and Dzierzbicka-Głowacka, 2023 ; 
owicki et al., 2023a , b ). It was developed in the third 
tage of the project and consists of three main modules: 
ydrodynamic ( Janecki et al., 2022 , 2021 ), biochemical 
 Janecki et al., 2023a ), and Fish Module ( Janecki et al., 
023a ; Janecki and Dzierzbicka-Głowacka, 2023 ) ( Figure 3 ). 
he EcoFish model, along with the Fish Module , enables the 
onitoring of the marine environment and the tracking and 
rediction of changes occurring within it. It also allows de- 
ermining the most favorable environmental conditions for 
he habitat of specific commercially harvested fish species 
n the study area. 
Additionally, the EcoFish model includes modules for in- 

ut and output data processing, data assimilation from var- 
ous sources, and a coordinating module for operational 
ode ( Janecki et al., 2022 , 2021 ). Satellite data on sea sur-
ace temperature and chlorophyll a concentration, assimi- 
ated in the EcoFish model, are obtained from the SatBałtyk 
atabase ( www.satbaltyk.pl ; Woźniak et al., 2011a , b ). 
Meteorological data with a 72-hour forecast are retrieved 

rom the UM Interdisciplinary Centre for Mathematical and 
omputational Modelling of the University of Warsaw (ICM 

W) weather model and used in the 3D CEMBS and EcoFish 

odels as atmospheric forcing. 
The EcoFish model is based on the source code of 

he Parallel Ocean Program (POP) model, which was also 
338 
sed to develop the 3D CEMBS ecosystem model of the 
altic Sea ( www.cembs.pl ; Dzierzbicka-Głowacka et al., 
013a ,b). Data from the operational 3D CEMBS model are 
sed in real-time to determine the boundary conditions 
t the water-water interface in the EcoFish model. The 
orizontal resolution of the EcoFish model is 575 m; and 
t has 26 vertical layers (levels), each with a thickness 
f 5 m. 

.5. The Fish Module 

mplementation of the Fish Module required the use of fuzzy 
ogic ( Janecki and Dzierzbicka-Głowacka, 2024 ). Fuzzy logic 
s a generalization of classical two-valued logic, where a 
ange of intermediate values exists between the states of 
 (false) and 1 (true), representing the degree of mem- 
ership of an element in a set. Fuzzy systems encompass 
echniques and methods that handle imprecise, uncertain, 
r vague information. They allow for describing phenomena 
ith multiple meanings that cannot be captured by classical 
heory and two-valued logic. These systems process knowl- 
dge symbolically and encode it in the form of fuzzy rules. 
 fuzzy system is applicable here because the presence of 
sh is influenced by many interconnected factors and it is 
ot possible to rely solely on individual environmental pa- 
ameters. 
The programming work for creating the Fish Module 

 Janecki and Dzierzbicka-Głowacka, 2023 ) was carried out 
sing software from the Matlab environment, specifically 
he “Fuzzy Logic Toolbox” extension. Initially, the boundary 
alues of parameters determining optimal conditions for the 
abitat of the investigated fish species (herring, sprat, cod, 
nd flounder) were established. For this purpose, data de- 
cribing the environmental preferences of fish in the study 
rea (Gulf of Gdańsk) were utilized. These data were speci- 
ed within the project ( Pieckiel et al., 2023 ) based on fish-
ng records, literature data, and expert knowledge. They 
nclude information on recorded fishing grounds, the time 

http://www.satbaltyk.pl
http://www.cembs.pl
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f occurrence, catch sizes, and environmental parameter 
alues (temperature, salinity, depth, and dissolved oxygen 
oncentration). 
Next, validation was conducted to verify whether the 

emperature, salinity, and oxygen data derived from the 
coFish model exhibited sufficient agreement with the mea- 
urement data to serve as input for the Fish Module . Details 
egarding the validation of physical variables (temperature 
nd salinity) are presented in the articles ( Janecki et al., 
021 , 2023c ). Details regarding the validation of dissolved 
xygen concentration are provided in the articles ( Janecki 
t al., 2023a,b ). 
Subsequent work focused on the Fish Module itself. 

 rule base was created for reasoning in the fuzzy sys- 
em, and a set of membership functions was developed for 
ach species considered. After parameterization and cal- 
bration of the entire system, the correctness of the re- 
ults provided by the Fish Module needed to be verified. 
or this purpose, the Habitat Suitability Index (HSI) param- 
ter was validated by graphically comparing the values ob- 
ained from the Fish Module with catch performance re- 
ults from oceanographic-fishing voyages conducted on the 
/v Baltica by the National Marine Fisheries Research Insti- 
ute ( Radtke et al., 2017 ; 2018a , b ; 2019a , b ; 2020a , b ; 2021 )
nd fishing expeditions carried out within the FindFISH 

roject. 

.6. The FindFISH Platform 

inally, as part of the fourth stage, the visualization 
f measurement data from sondes and fishing opera- 
ions, quantitative and qualitative data, and results from 

he EcoFish model and the Fish Module was performed. 
hese data were presented in the form of tables, charts, 
nd maps on the FindFISH Platform ( FindFISH project’s 
ebsite, 2023 ), which was developed within the project 

 Biernaczyk et al., 2023 ). The platform provides real- 
ime access to forecasts of hydrodynamic and biochemi- 
al parameters, as well as the locations of the most fa- 
orable environmental conditions for the habitat of spe- 
ific commercially harvested fish species in the Gdańsk 
ay. 

.7. FindFISH testing 

he fifth stage involved testing the functionality of the Find- 
ISH numerical system. The efficiency of the voyages using 
he FindFISH numerical system was compared with those 
ithout it by comparing the results of the Fish Module 
ith actual fishing outcomes. The test results helped de- 
ermine whether the system is a useful source of informa- 
ion for fishermen, scientists, and fisheries administrators, 
nd whether its use leads to improved performance and 
ncreased competitiveness ( Dzierzbicka-Głowacka et al., 
023 ). 
The final step is the implementation of the FindFISH Plat- 

orm for operational use, which includes both the technical 
spects of launching the platform by IT personnel on the 
arget server and its introduction for use by fishermen on 
heir fishing boats. 
w

339 
. Results and discussion 

.1. Assessment of the environmental state of the 

ulf of Gdańsk 

.1.1. Ecological assessment 
ish species in the Gulf of Gdańsk constitute a crucial el- 
ment of the entire Baltic Sea ecosystem. The taxonomic 
omposition of the ichthyofauna in the study area includes 
reshwater, marine, brackish, and migratory species. Each 
f these groups of organisms has specific preferences re- 
arding environmental conditions. The Gulf of Gdańsk does 
ot have a strictly marine or freshwater character, and 
ost fish species occurring in these waters exhibit a wide 
ange of tolerance to prevailing conditions. The spatial dis- 
ribution of specific fish assemblages in the Gulf of Gdańsk 
s also related to the presence of typical habitats formed 
y both abiotic and biotic elements. Abiotic factors in- 
lude, among others, temperature, salinity, dissolved oxy- 
en, and components of non-living habitat. Another impor- 
ant factor influencing the occurrence of certain species is 
he food base. Fish species have specific dietary prefer- 
nces and group themselves in areas where food of suit- 
ble quality and quantity is available, both in the wa- 
er column (zooplankton) and on the seabed (zoobenthos) 
 RDSM, 2012 , as amended). In addition to natural factors, 
nthropogenic factors also influence the ichthyofauna of the 
ulf of Gdańsk, which are consequences of human activi- 
ies. One of the primary factors of this kind is fishing, which 
irectly affects the stocks of commercially harvested fish 
nd indirectly impacts other components of the ecosystem 

hrough trophic interactions. Other anthropogenic factors 
re associated with the input of various substances into ma- 
ine waters, leading to negative changes related to overall 
ater trophic conditions, such as eutrophication. 
Based on the projected trends for selected factors, the 

nvironmental state of the Gulf of Gdańsk was assessed in 
elation to the ichthyofauna ( Table 1 ). 
The Gulf of Gdańsk is one of the most exploited fishing ar- 

as in Polish marine waters ( Pieckiel, 2013 ). The main target
pecies of fishing here are cod, flounder, herring, and sprat. 
n the 1970s and 1980s, significant quantities of freshwa- 
er fish, such as pike and roach, were also caught, mainly 
n the Puck Bay. The bay encompasses both spawning areas 
or many fish species and habitats for fry development and 
eeding. In addition to the commercially exploited marine 
sh species, numerous protected fish species occur here, 
enefiting from the diversity of habitats created by the spe- 
ific biotic and abiotic conditions of this region. Despite the 
oncentration of various sectors related to maritime ports 
n Gdynia and Gdańsk, which are among the most important 
orts in the Baltic Sea, as well as intensive fishing activi- 
ies, the Gulf of Gdańsk stands out among Polish marine ar- 
as for its exceptional natural values. These values are not 
nly due to fish resources, but also due to plant formations, 
aterbird populations, and marine mammals, whose aggre- 
ations are concentrated at the mouth of the Vistula River 
 Grusza, 2009 ). However, despite its high natural values and 
he inclusion of a significant part of the Gulf of Gdańsk in 
he area-based nature protection forms of “Natura 2000”, a 
eak overall ecological state of the waters is observed, and 
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Table 1 Forecasted trends for factors influencing the ichthyofauna in the Gulf of Gdańsk ( Kuczyński et al., 2023 ). 

Factor Trend 

Natural 
Temperature Negative — temperature will increase, affecting the reproductive success of certain fish species, 

facilitating the spread of invasive species that may negatively impact food competition and pose a direct 
threat to native fauna. Seasonal changes will disrupt the development of marine organisms. 

Salinity Neutral — salinity will not change significantly and will not have a negative impact on the overall 
reproductive success of all fish species. 

Dissolved 
oxygen 

Negative — hypoxic and anoxic areas will expand, resulting in increased mortality of eggs and fry and 
prompting fish to migrate from key feeding areas. 

Food base Negative — the food base will change and diminish, becoming insufficient in quantity, and changes in 
quality will affect fish condition. 

Habitats Negative — the habitat area will decrease, and the prevailing conditions in the habitats will change, unable 
to support the development of all fish species and provide sufficient resources for exploitation. 

Anthropogenic 
Pollution Neutral — concentrations of polluting substances will decrease, which may alleviate the effects of their 

impact on fish organisms, but new hazardous substances may emerge. 
Eutrophication Neutral — currently observable effects of increased trophic conditions in the basin will not intensify and 

there will be no degradation of natural habitats for the ichthyofauna. 
Fishing Negative — fishing activities at levels preventing natural recruitment of new fish generations, and the 

capture of undersized individuals of various species negatively affect the populations of other animal 
species. 
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he forecast for the well-being of the ichthyofauna in the 
oming years is not favorable. A detailed description of the 
cological assessment of the Gulf of Gdańsk is presented in 
he paper by Kuczyński et al. (2023) . 

.1.2. Chemical status assessment 
he Gulf of Gdańsk is not a highly polluted area with chem- 
cal substances; on the contrary, the levels of many pollu- 
ants are below the permissible threshold values, indicating 
 good environmental state. Monitoring of the abiotic and 
iotic elements of the ecosystem shows that the concentra- 
ions of PCBs, PAHs, dioxins, and chlorinated pesticides in 
arine waters have been decreasing over the past decade, 
hich is consistent with global trends ( Zaborska et al., 
019 ). However, a decreasing trend is not observed for 
ll investigated compounds. For example, concentrations 
f heavy metals measured in recent years are not lower 
han those measured in the 1970s and 1980s. A decrease 
n the concentrations of selected heavy metals (Cd, Hg, 
b) has been observed in fish tissues, while the concentra- 
ions of other metals (Cu, Zn, As) have increased ( Polak- 
uszczak, 2013 ). Additionally, the concentration of EC may 
ncrease or, at least, remain at a constant level. This is due 
o the wide use of these compounds and the inefficiency 
f current wastewater treatment technologies in their re- 
oval. The most polluted areas in the Gulf of Gdańsk are 
he Vistula River mouth, where large amounts of pollutants 
ransported from the catchment area through the Vistula 
iver accumulate, and the semi-enclosed area of the Puck 
ay (Puck Lagoon), with numerous point sources of pollu- 
ion and limited water exchange. Among the compounds dis- 
ussed ( Zaborska et al., 2023 , 2019 ), the greatest threat to 
he Gulf of Gdańsk appears to be posed by brominated com- 
ounds, tin-organic compounds, and substances from the 
roup of emerging pollutants. 
340 
Although restrictions and bans on the use of most of the 
ollutants discussed have led to a decrease in their con- 
entrations in the Gulf of Gdańsk, future scenarios may 
ary. This is due to the potential re-release of pollutants re- 
ulting from surface runoff, seepage water supply, and/or 
esuspension of previously deposited contaminants in the 
eabed. According to climate models, the Baltic Sea re- 
ion will experience changes in precipitation patterns, pro- 
onged droughts, and an increase in both frequency and 
agnitude of floods ( Bełdowska et al., 2015 ; Helsinki Com- 
ission, 2013 ). Floods, in particular, can serve as signifi- 
ant secondary sources of pollution ( Saniewska et al., 2014 ); 
herefore, additional pollutant loads from land sources can 
e expected in the future. Furthermore, human activi- 
ies (e.g., hydroengineering works) and previously unknown 
ources of pollution (e.g., shipwrecks and chemical ammu- 
ition) may contribute to increased pollutant concentra- 
ions in certain areas of the Gulf of Gdańsk. 
A modern approach to monitoring programs should in- 

lude the assessment of ecological risk using integrated in- 
icators, such as integrated biomarkers and predictive mod- 
ls. Most “emerging” pollutants can affect marine organ- 
sms even at very low concentrations. The impact of pollu- 
ants on the hormonal system can lead to reproductive dis- 
rders, developmental changes, and ultimately long-term 

nfertility and species extinction. In the case of the Gulf of 
dańsk, the first signs of reproductive disorders, such as the 
ccurrence of fish with both male and female gonads, have 
lready been observed ( Guellard et al., 2015 ). Moreover, 
ollutants are never present in the environment as single 
ubstances, but as mixtures of various compounds, which, 
ven in small doses, can have a strong impact on organ- 
sms through synergistic or additive interactions with other 
ubstances and chronic exposure. Therefore, a holistic ap- 
roach to studying the impact of pollutants on organisms is 
ecommended during the assessment of the health status of 
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he ecosystem. This is also crucial for evaluating the actual 
isk posed by the mixture of chemicals present in the envi- 
onment. 
An important element of assessing the ecosystem sta- 

us in the Gulf of Gdańsk would be the identification of ar- 
as particularly vulnerable to pollution, known as hotspots 
e.g., sewage outflows, untreated wastewater, ports, river 
ouths, locations of sunken ammunition and shipwrecks) 
nd the intensified and detailed monitoring of these areas. 
t is also essential to integrate measurements of chemical 
oncentrations with biological effects measurements. 
A detailed analysis of the chemical status of the Gulf 

f Gdańsk in terms of trace metal concentrations, radionu- 
lides, and organic pollutants, based on long-term data, has 
een conducted and presented in the works by Zaborska 
t al. (2019, 2023) . 

.2. Fishing expeditions 

etween the years of 2018 and 2022, as part of the Find- 
ISH initiative, a total of 587 fishing expeditions were con- 
ucted utilizing MIDAS CTD + instruments. During this pe- 
iod, fishing vessels (8-10 m long) carried out 280 trips, 
hile larger trawlers (over 18 m in length) conducted 307 
rips. Trawlers focused their fishing activities on pelagic 
pecies, such as sprat ( Sprattus sprattus ) and herring ( Clu- 
ea harengus ); as well as cod ( Gadus morhua ), until the 
omplete ban on cod fishing in the eastern part of the Baltic 
ea was implemented in July 2019 (Council Regulation (EU) 
019/1838). The fishing boats primarily targeted flounder 
 Platichthys flesus ), and in periods when flounder was not 
vailable on the fishing grounds, they caught herring, sea 
rout, and perch. During fishing expeditions, a total of 4,780 
g of flounder were caught using static gear, and during re- 
earch trawls, 1,440,958 kg of sprat, 850,427 kg of herring, 
nd 22,861 kg of cod (during the period when it was allowed 
o be caught) were harvested. 

.3. Preferences of industrially caught fish in the 

ulf of Gdańsk 

he selected model species were the most intensively ex- 
loited fish species by Polish fishing between 2014 and 2021. 
n order of highest to lowest tonnage of landings, these 
pecies were (according to data from the Fisheries Moni- 
oring Center in Gdynia): 

• sprat ( Sprattus sprattus ), 
• herring ( Clupea harengus ), 
• flounder ( Platichthys flesus ), 
• cod ( Gadus morhua ). 

Salinity, temperature, and dissolved oxygen are crucial 
actors that determine the distribution of fish in the wa- 
er column. In the study area, these relationships are par- 
icularly important for the modeled pelagic species such 
s herring and sprat ( Akimova et al., 2016 ; Saraux et al., 
014 ), while the subsequent modeled species such as cod 
 Gollock et al., 2006 ; Tirsgaard et al., 2015 ) and espe- 
ially the representative of flatfish — flounder ( Cabral et al., 
021 ; Duthie and Houlihan, 1982 ; Fonds et al., 1992 ; 
341 
utchinson and Hawkins, 2004 ; Martinho et al., 2009 ) are 
ess sensitive to these parameters. The Baltic Sea is an atyp- 
cal marine basin with the lowest salinity worldwide, rela- 
ively shallow depths, and high water dynamics ( ICES, 2018 ; 
eier et al., 2022 ), making the results of the conducted 
nalyses unique for the studied species compared to other 
ater bodies around the world. The main objective of the 
roject is to parameterize the analyzed factors for the fish 
hoals, for the adult form, within the size range allowed for 
ommercial fishing. 
The studied parameters (mainly temperature) are cur- 

ently undergoing changes in the Baltic Sea basin associ- 
ted with climate warming ( Meier et al., 2022 ). Many stud- 
es focus on modelling the impact of these changes in the 
altic Sea on major fish resources such as herring and sprat 
 Bauer et al., 2019 ; Harvey et al., 2003 ; Maravelias et al.,
000 ; Tamm et al., 2018 ; Voss et al., 2011 ). The precise
etermination of values for the analyzed parameters, as in 
his study, has not yet been described in the Baltic Sea, 
hich hinders comparative analyses. Currently, in many 
ases worldwide, this knowledge is based on mathematical 
odels mainly relying on temperature and the correlation 
f water column temperature with air temperature, as in 
he case of studies by Freitas et al. (2021) , making the data
sed here innovative. 
In the presented study, the locations of fish shoals mainly 

oncentrated in the water column layer with stabilized tem- 
erature values. For pelagic fish, these were most often the 
hermocline layers, while for other fish species, they were 
epths below the thermocline. In monthly resolution and 
uring seasonal changes throughout the year, this parameter 
xhibited a high repeatability of values, oscillating around 
.8 °C. In the autumn months, this parameter showed the 
ighest variability due to significant water dynamics. 
Salinity increases in the Baltic Sea in deep-water re- 

ions, which was also observed during conducted fishing ex- 
editions, where the halocline was typically exceeded, and 
alinity above 11 was frequently observed. However, fishing 
ctivities primarily revolved around a salinity level of 7.9, 
nd it was not a strategic parameter in the selection of fish- 
ng grounds. 
The most common fishing depth was 48.09 m, but it 

as significantly dependent on the optimal temperature and 
aried throughout the year, reaching 65.7 m. Dissolved oxy- 
en values also changed drastically from full saturation at 
00% to extreme values dropping to 1%. However, the ma- 
ority of fishing expeditions remained within the level of 
8.1%. Both parameters exhibited high dynamic throughout 
he year. These parameters were also not strategic targets 
n the selection of fishing grounds. 
The success of the fishing was mainly dependent on tem- 

erature, where a statistically significant correlation was 
bserved between the decrease in temperature and the in- 
rease in the fish catch, especially for herring and sprat. 
he remaining analyzed parameters did not show such de- 
endencies. 

.4. The EcoFish model 

he numerical model is a tool that can be used to predict
cosystem properties in time and space with satisfactory ac- 
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Figure 4 Locations of in situ data. 
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Table 2 Statistical comparison of modeled temperature 
and salinity with in situ data ( Janecki et al., 2021 , 2023c ). 

Database Pearson’s r RMSE STD Bias 

Temperature 
ICES 0.94 1.33 °C 3.66 °C —0.36 °C 
MIDAS 0.87 1.83 °C 3.57 °C —0.34 °C 
Salinity 
ICES 0.94 0.80 1.27 —0.01 
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uracy. It can also be used to test hypotheses and assump- 
ions and to conduct numerical experiments. 
Hydrodynamic models enable the estimation of major 

hysical parameters describing the marine environment, 
uch as currents, water temperature, salinity, and others, 
uch as mixed layer depth, turbulent diffusion coefficient, 
r sea surface height (SSH). The same applies to biochemi- 
al models, which allow for the determination of the state 
f the ecosystem in the studied area by considering addi- 
ional parameters and their mutual interactions. 
Starting from the global ecosystem model ( Moore et al., 

001 ) and based on a regional model for the Baltic Sea 
 Dzierzbicka-Głowacka et al., 2013b ), the implementation 
f the biochemical component was carried out in the 
coFish model for the Gulf of Gdańsk. Basic parameters of 
he marine ecosystem were defined, including phytoplank- 
on and zooplankton biomass, primary production, living 
nd dead organic matter, chlorophyll a concentration, and 
issolved oxygen (O2 ), as well as chemical parameters such 
s nitrates (NO3 ), phosphates (PO4 ), and silicates (SiO3 ). 
The statistical validation of the EcoFish model was con- 

ucted to verify the accuracy of the results in terms of sea- 
onal and spatial variability. To validate the hydrodynamic 
omponent of the EcoFish model, the results from a 7-year 
imulation from January 1, 2014, to December 31, 2020, 
receded by a 2-year spin-up, were used. The experimental 
ata source, used to validate the temperature and salinity 
f water in the EcoFish model, is the online hydrochemi- 
al database provided by the International Council for the 
xploration of the Sea (ICES) and the data collected dur- 
ng fishing expeditions carried out as part of the FindFISH 

roject ( Figure 4 ). 
The validation revealed that the results obtained from 

he EcoFish for temperature and salinity are in good agree- 
ent with in situ observations ( Table 2 ). 
Analyzing the 7-year simulation run of the EcoFish model 

from January 2014 to December 2020), it is evident that 
342 
he temperature of the Gulf of Gdańsk undergoes significant 
easonal variations, primarily influenced by changes in air 
emperature and solar radiation. These temperature fluc- 
uations are largely shaped by convection and mixing pro- 
esses driven by wind action. The influence of the Vistula 
iver on the water temperature of the Gulf is also appar- 
nt, with its waters raising the temperature during spring 
nd summer and lowering it in autumn. The lowest average 
urface water temperature values throughout the model do- 
ain occur in February. During this month, surface waters 
cross the entire basin exhibit similar temperatures, with 
ifferences not exceeding 2.5 °C. In the following months, 
urface water temperatures increase, most rapidly in the 
oastal zone. The highest spatial variations are observed in 
ay and June, with differences reaching approximately 7 °C. 
he highest average surface water temperatures occur in 
ugust. 
The geographical location of the Gulf of Gdańsk and its 

istinct bathymetry are significant factors in the variation in 
alinity. Significant differences in salinity distribution occur 
etween the shallow coastal area and the deeper parts of 
he Gulf, which exhibit characteristics similar to open sea 
aters with a typical stratified structure of the Baltic Sea 
including the presence of a halocline and thermocline). The 
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Figure 5 Locations of measurement points from the ICES database for the years 2017—2020 used for the validation of biochemical 
variables from the EcoFish model. (Source: Janecki et al., 2023a , Figure 1 ) 
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hallow coastal zone of the Gulf of Gdańsk is influenced by 
reshwater inflows from rivers and other surface runoff. The 
istula River has the greatest impact on salinity changes, as 
ts massive volumes of freshwater (with an average flow ex- 
eeding 1000 m3 s−1 ) cause salinity to decrease below 7. Its 
nfluence is also noticeable in the surface layer of the deep- 
ater part of the Gulf of Gdańsk, primarily during spring, 
hen river waters mix with seawater and are transported 
nto the depths of the Gulf. 
When analyzing the distribution of currents in the study 

omain, a distinctive area can be identified along the Hel 
eninsula, where the strongest surface currents occur, often 
xceeding 20 cm ·s−1 . The prevailing current directions in 
his area depend on the season. Northwest currents are typ- 
cally observed during the summer months, causing water 
o be pushed from the Gdańsk Basin towards the open sea 
nd accompanied by the formation of coastal upwellings. 
n other months, southeast currents prevail in this region, 
ransporting water towards the inner Gulf of Gdańsk. The 
istribution of surface currents near the mouth of the Vis- 
ula River is also peculiar, with the eastern current being 
he most common, dispersing the waters from the Vistula 
long the Gulf coast. The prolonged presence of this current 
estricts the extent of Vistula water dispersion and reduces 
he zone of freshwater mixing with seawater ( Janecki et al., 
021 , 2023c ). 
The accuracy of the results obtained from the biochemi- 

al component of the EcoFish model was verified by compar- 
ng them with in situ data. The ICES database was also used 
or this purpose. The majority of ICES data for the years 
017—2020 came from the shallow-water zone near Puck 
ay and the southern part of the Gulf of Gdańsk. Only a 
mall portion (mainly regarding dissolved oxygen) pertained 
o greater depths in the open sea ( Figure 5 ). 
The most important variable that needed validation was 

issolved oxygen (O2 ), as it is used as an input parameter for 
343 
he Fish Module ( Janecki and Dzierzbicka-Głowacka, 2023 ). 
uthermore, we verified nitrate (NO3 ), phosphate (PO4 ), sil- 
cate (SiO3 ), and chlorophyll a concentration sum of three 
hytoplankton groups implemented in the EcoFish . The 
odel simulation for which the validation was conducted 
overed the period 2017—2020. 
In the EcoFish model, all depth levels have a thickness 

f 5 m. However, the experimental data from ICES had non- 
niform sampling density in the water column (e.g., 0 m, 1 
, 2.5 m, 4 m, 5 m, 10 m, 20 m). As a result, some ICES mea-
urements corresponded to the same EcoFish model value, 
r an ICES measurement was taken at a depth on the bound- 
ry of two adjacent model levels. This led to unnatural dis- 
ortion of the validation results. To eliminate the negative 
mpact of non-uniform sampling density, interpolation (and 
xtrapolation) between the EcoFish model levels with a step 
f 0.1 m was applied. Among the available interpolation 
nd extrapolation methods, the Piecewise Cubic Hermite 
nterpolation (PCHIP) was chosen, which interpolates both 
he function and its first derivative ( Janecki et al., 2023a ). 
able 3 presents the final results of the comparison between 
he EcoFish model (biochemical component) and the exper- 
mental data available from ICES. 
The EcoFish model has a tendency to systematically over- 

stimate (for oxygen, nitrates, and phosphates) and under- 
stimate (for chlorophyll a and silicates) the results. How- 
ver, these values do not deviate significantly from the ex- 
erimental data and are acceptable after careful examina- 
ion of the underlying causes (see: Janecki et al., 2023b ; 
anecki and Dzierzbicka-Głowacka, 2023 ). 
The EcoFish numerical model is a key component of 

he “Knowledge Transfer Platform — FindFISH ” service, 
hich provides information on hydrodynamic and biochem- 
cal variables for the Gulf of Gdańsk region. Through nu- 
erical simulations derived from the EcoFish model and re- 
ults for temperature, salinity, and dissolved oxygen, the 
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Table 3 Statistical comparison of the biochemical variables from the EcoFish model with ICES data for the period 2017—2020. 

Parameter ICES EcoFish Comparison 

N Mean STD Mean STD RMSE r 

O2 [mmol m−3 ] 3329 306.32 102.58 325.17 56.78 70.86 0.75 
NO3 [mmol m−3 ] 2370 2.47 2.80 4.25 4.12 3.77 0.46 
PO4 [mmol m−3 ] 2592 0.69 0.82 1.21 0.48 0.63 0.65 
SiO3 [mmol m−3 ] 2610 17.99 13.07 10.64 7.18 10.32 0.62 
Chlorophyll a [mg m−3 ] 972 3.84 3.01 2.89 2.44 2.77 0.50 
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ish Module ( Janecki and Dzierzbicka-Głowacka, 2023 ) op- 
rates by utilizing these variables and employing fuzzy logic 
ethodology to create maps of the most favorable environ- 
ental conditions for commercially harvested fish species in 
he Gulf of Gdańsk region, namely herring, sprat, cod, and 
ounder. 
Validation of the most important physical variables 

 Janecki et al., 2021 , 2023c ) and biochemical variables 
 Janecki et al., 2023a,b ) of the EcoFish model ensures that 
he results of numerical simulations are consistent with 
he measurement data, thus providing a reliable set of 
nput data for the Fish Module ( Janecki and Dzierzbicka- 
łowacka, 2023 ). 

.5. The Fish Module 

ollowing the stages of implementation, parameterization, 
nd testing, the Fish Module was launched on the project 
erver. In conjunction with the operational EcoFish model, 
his allowed for the creation of forecasts (and reanalyses) 
or the most favorable environmental conditions (HSI) for all 
pecies considered in the project, with certain limitations 
or flounder (only from July to November). 
Due to the lack of access to detailed numerical catch 

ata for herring, sprat, cod, and flounder in the Gulf of 
dańsk region (other than that collected in the project), 
he validation of the Fish Module was conducted through 
 graphical comparison of the HSI results with the fish- 
ng efficiency maps for these four species presented in the 
imonthly journal “Wiadomości Rybackie” by the National 
arine Fisheries Research Institute ( Radtke et al., 2017 , 
018a , b , 2019a , b , 2020a , b ). To assess the alignment of the
esults obtained from the Fish Module with the catch effi- 
iencies recorded during oceanographic-fishing expeditions 
n an accessible manner, the validation results are presented 
n Table 4 . 
Good/very good alignment (green cells) is the category 

ssigned when at least 60% of the locations with observed 
shing efficiencies from oceanographic expeditions align 
ith the HSI values indicated by the FindFISH system. Mod- 
rate alignment (yellow cells) was defined for 40% to 60% 

hile poor/unsatisfactory alignment (red cells) was used 
hen less than 40% of the locations align with the HSI values 
rom FindFISH . 
The cumulative result of the validation conducted for the 

ears 2017—2020 can be considered very good. This implies 
hat in the majority of expeditions, the environmental con- 
itions determined by the Fish Module are in line with the 

atch efficiencies. The best results were achieved for her- a

344 
ing and cod. Due to the lack of data regarding flounder 
references from December to June, it was not possible to 
erify the accuracy of the Fish Module’s performance for 
his species during winter trips. 
The subsequent validation step related to the Fish Mod- 

le involved calculating catch efficiencies obtained during 
shing expeditions conducted within the FindFISH project. 
hese were determined by relating the reported catch com- 
ositions and weights from fishing surveys to the time the 
shing gear was immersed at the depth where effective fish- 
ng occurred. 
The average HSI values for all analyzed fishing expe- 

itions conducted in this manner were compared to the 
atches’ efficiencies ( Figure 6 ). Analyzing this comparison 
eveals that for sprat, herring, and cod, there is a certain 
hreshold HSI value below which successful catches do not 
ccur, except for occasional exceptions. This indicates that 
he system correctly identifies areas with favorable envi- 
onmental conditions for the habitat of these three species, 
nd fishermen should select routes where HSI > 0.5 for her- 
ing and sprat, and HSI > 0.4 for cod. 
In assessing the relationship between the Habitat Suit- 

bility Index (HSI) and catch efficiency, we’ve also per- 
ormed a linear regression analysis based on the data pre- 
ented in Figure 6 . This analysis quantified the increase in 
shing efficiency relative to the mean HSI score for sprat, 
erring and cod. Specifically, for sprat, there was an in- 
rease of 150 kg per hour for every 0.1 increase in HSI score.
or herring, the increase was 180 kg per hour per 0.1 HSI, 
nd for cod, an even more pronounced improvement of 240 
g per hour per 0.1 HSI was observed. It is evident that
hoosing the highest HSI values helps to achieve the most 
avorable catch efficiencies. 
This comprehensive quantitative analysis of information 

ollected during fishing expeditions, juxtaposed with mod- 
led HSI values, demonstrates that the system accurately 
dentifies areas with fishing potential. It also highlights the 
tility of the FindFISH Knowledge Transfer Platform in such 
 way that choosing fishing routes in areas with favorable 
nvironmental conditions for the habitat of the species can 
ositively impact fishing efficiency and reduce the costs as- 
ociated with fishing operations ( Janecki and Dzierzbicka- 
łowacka, 2023 ). 

.6. Web portal 

he results from the ecosystem model of the Gulf of Gdańsk 
coFish , the Fish Module, and data from the instruments 
nd fishing surveys are available on the FindFISH website 
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Table 4 A comparison between results obtained from the Fish Module and oceanographic-fishing 
expeditions. Red cells denote poor or unsatisfactory alignment. Yellow cells represent satisfactory 
alignment. Green cells indicate good or very good alignment. Grey cells signify a lack of data. 

Figure 6 Relationship between the fishing efficiencies of sprat, herring, cod, and flounder and the average HSI values. 
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 www.findfish.pl ) through the “FindFISH Service ” tab on the 
avigation bar after selecting “Model data” or “Measure- 
ent data” ( Figure 7 ). 

.6.1. The “Model data” service 

he time period covered by the FindFISH service starts in 
anuary 2017, up to the latest 48-hour forecast. For all 
odel products ( Figure 8 A) and variables ( Figure 8 B), users 
an generate raster maps ( Figure 8 C) for individual depths 
hat represent the vertical level of the model. In addi- 
ion, it is possible to create time ( Figure 8 D1) and spatial 
 Figure 8 E) series for fixed periods in a selected location (af- 
345 
er determining or indicating the desired latitude and lon- 
itude), as well as model data tables ( Figure 8 D2) for the
elected parameter ( Figure 8 B). 
There are the following ways of presenting model data 

ithin the FindFISH Service : 

) Spatial distribution (map): This is the default form of re- 
sults presentation available in the “Map data” tab. 

) Spatial distribution (vertical section): Option available in 
the “Map data” tab. The “Vertical section” button allows 
you to select two locations on the map. After selection, 
a 2D plot is created with the spatial variation of the pa- 

http://www.findfish.pl
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Figure 7 FindFISH project website and “Model Data” service selection page. 
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rameter between the selected locations from the surface 
to the bottom (This option is available only for 3D vari- 
ables). 

) Point time series (graph): Option available in the “Point 
data” tab. Select the location, depth, start and end date 
and press the “Graph” button. A graph is created showing 
the variability of the parameter at a selected location 
and time period. 

) Point time series (table): Option available in the “Point 
data” tab. Select the location, depth, start and end date, 
and press the “Table” button. A table is created with the 
parameter values at the selected location for consecu- 
tive days in the time period. 

Through the “EcoFish Model — Hydrodynamical Module”
ervice, forecasts of the following parameters are available: 
ater temperature, salinity, sea level, and currents, with 
 48-hour forecast of these parameters. Moreover, through 
he “EcoFish Model — Biochemical Module” service, fore- 
asts of the following parameters are available: chlorophyll 
 concentration, nitrates, ammonia, phosphates and sili- 
ates, dissolved oxygen, dissolved organic carbon, phyto- 
lankton, and microzooplankton biomass. 
Through the “Fish Module” service, presenting under 

hat hydrological conditions fisheries for herring, sprat, 
346 
od, and flounder should be the most abundant in resources, 
he following fields (with a 48-hour forecast) are available: 
aximum HSI in the water column, depth for maximum HSI 
 0.9/0.8/0.7, depth for maximum HSI in the water column 
nd HSI at the selected depth. 
The service also gives the possibility of presenting data 

n a vertical section (limited to 3D variables). This is done 
y selecting two locations on the map. As a result, a 2D plot
s created with spatial variation for the selected parame- 
er between the selected locations from the surface to the 
ottom. 

.7. Fishing expeditions to verify the functionality 

f the FindFISH system 

he FindFISH Platform is expected to be successfully used 
y fishery’s information services and ship captains. It will 
elp reduce the time spent searching for fishing grounds, 
ower the costs incurred by the fleet or investors, maximize 
shing success, and improve the profitability of investments 
n the fisheries sector. 
The gradual implementation agreement of the landing 

bligation, also known as the discard ban, is considered one 
f the most significant and crucial changes introduced un- 
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er the Common Fisheries Policy reform. It is a response 
o the widespread belief across the European Union that 
iscarding caught fish into the sea, where they often per- 
sh, constitutes unacceptable waste from moral, biological- 
cological, and economic perspectives. Although everyone 
grees on the need to avoid wasting caught fish, implement- 
ng the catch ban by fishermen remains a challenging task. 
he FindFISH Platform can potentially reduce the amount of 
iscards by using numerical modeling results, guiding fisher- 
en to areas with environmental conditions favorable for 
he existence of specific fish species. 
igure 8 The FindFISH project website after selecting the “Model 
nd biochemical variables (B). The FindFISH project website after s
C), graphs (D1) and tables (D2), for the selected point on the map (
n the form of vertical section between two selected points (E). 

347 
The application of the FindFISH Platform will improve 
he efficiency of work at sea, not only for fishermen but 
lso for entities in the tourism sector, maritime services, 
cientists, ecologists, and government agencies. Further- 
ore, the FindFISH Platform can contribute to support- 

ng sustainable fisheries and fostering the development of 
 smart economy in marine sectors (the so-called blue 
conomy). 
By combining mathematical modeling with actual fish- 

ng data (qualitative and quantitative assessment - a task 
arried out by the ZRM-OP), the profitability of fishing can 
data” service. Selection of the model list (A) and hydrodynamic 
electing the “Model data” service. Results in the form of maps 
D) and for the selected time period, as well as for 3D variables 
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Figure 8 Continued. 
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e positively affected. With limited fishing quotas, fisher- 
en are interested in qualitative rather than quantitative 
atches. According to the authors, using the platform can 
ncrease fishing efficiency and quality by approximately 40% 

with a pessimistic approach), thus proportionally increas- 
ng expected profits. 
The fifth stage of the project involved tests of the Find- 

ISH numerical system. To verify the functionality of the 
indFISH system, fishing expeditions were conducted, dur- 
ng which individual evaluations were collected from skip- 
348 
ers and vessel managers. The effectiveness of voyages us- 
ng the FindFISH numerical system was compared with voy- 
ges without its use by comparing the results of the Fish 
odule with actual fishing outcomes. Based on the con- 
ucted research and fishing trips, it was established that 
n 50% to 70% of cases (depending on a specie), the fishing 
rounds recorded by the fishermen (using towed gear) in the 
pen waters of the Gulf of Gdańsk coincided with or were 
lose to the locations identified by the FindFISH Platform. 
hese percentages were derived using the Habitat Suitabil- 
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ty Index (HSI) as the primary criterion for identifying po- 
ential fishing locations. Sites with HSI values greater than 
.4 for cod, and 0.5 for sprat and herring, were considered 
avorable. In transitional waters, where set gear was used, 
overage ranging from 40% to 50% was observed. 
The transitional water area in the coastal zone is highly 

hallenging for modeling due to the significant dynamics 
f hydrodynamic and biochemical processes, heavily influ- 
nced by both initial and coastal conditions of the model, 
s well as microscale structures present in such basins. 
The website ( www.findfish.pl ) was used to verify the au- 

omatic creation of maps of the hydrodynamic and biochem- 
cal parameters of the marine environment in the Gulf of 
dańsk, as well as parameters describing the Habitat Suit- 
bility Index (HSI), which is the occurrence of the most fa- 
orable environmental conditions for industrially harvested 
sh species in the studied area. This was done based on the 
coFish numerical model with the Fish Module running in 
perational mode. 

. Conclusions 

he FindFISH Platform is a significant advancement in 
shing technology, offering a comprehensive solution that 
lends historical data, environmental observations, and 
ser feedback to optimize fishing operations. This platform 

romises substantial economic and ecological benefits: 

• Fuel Savings and Operational Cost Reductions : Based on 
operational data, the FindFISH Platform can reduce over- 
all operational costs by 5—15%. This is achieved through 
more efficient fishing routes and strategies, leading to 
considerable fuel savings, especially for vessels under- 
taking longer voyages. 

• Time Efficiency and Enhanced Fish Quality : The plat- 
form can reduce trawling time by an approximate 25%, 
as precise location predictions lead to more efficient fish- 
ing. This also results in about 20% reduction in the time 
from catch to port, significantly improving the freshness 
and quality of the catch. 

• Environmental Benefits : The FindFISH service aids in de- 
creasing the environmental impact of fishing. Reduced 
trawling time means less disturbance to marine ecosys- 
tems and a reduction in bycatch. 

• Profitability and Compliance : By aiding in targeted fish- 
ing, the platform ensures compliance with fishing quotas 
and increases the profitability of catches, as fishermen 
can focus on commercially valuable species. 

These estimates were developed based on the experi- 
nces and feedback of fishermen who have used the plat- 
orm, as well as an analysis of various factors that influence 
he costs of fishing operations. The detailed impact of the 
indFISH Platform on cost reductions will become more ev- 
dent in the upcoming years, as increasing numbers of fish- 
rmen adopt the system and provide feedback on its effec- 
iveness. 
The FindFISH Platform is not only a tool for fishermen but 

lso a conduit for knowledge transfer between scientific in- 
titutions and the fishing industry. Its potential impact spans 

everal sectors: C

349 
• Innovation in Fishing Practices : The platform’s ad- 
vanced modeling techniques and real-time environmen- 
tal data position it as a unique and innovative tool in the 
market, with no direct competition currently in the Gulf 
of Gdańsk region. 

• Competitive Advantage for Users : Fishermen using the 
FindFISH service can expect significant improvements in 
operational efficiency and catch quality, giving them a 
competitive edge in the market. 

• Wider Sectoral Impact : The platform’s benefits extend 
to the fish processing and transportation industries, en- 
vironmental monitoring, and even tourism, by providing 
comprehensive data on marine conditions. 

In summary, the FindFISH Platform is a transformative 
ool, poised to revolutionize the fishing industry in the Gulf 
f Gdańsk. It offers a suite of benefits that include cost sav- 
ngs, enhanced efficiency, improved catch quality, and envi- 
onmental sustainability, all of which contribute to a more 
rofitable and responsible fishing sector. 

. Summary 

he FindFISH Platform, designed for fishermen, aims to en- 
ance fishing efficiency and reduce environmental impact. 
his tool, a first of its kind, uses a numerical method to 
orecast marine conditions in the Gulf of Gdańsk, aiding in 
ocating optimal fishing grounds. Targeting a diverse mar- 
et, FindFISH promises profitability and reduced operational 
osts for the fishing industry, while ensuring sustainability 
nd environmental protection. The platform is developed 
hrough a collaboration between scientific institutes and a 
shermen’s association, integrating real-time data and eco- 
ydrodynamic models. It is expected to benefit not just fish- 
rmen but also various stakeholders, promoting sustainable 
shing practices and aiding in marine environment protec- 
ion. 
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EcoFish. Platforma Transferu Wiedzy FindFISH. Wydawnictwo 
Uniwersytetu Morskiego w Gdyni, Gdynia . 

anecki, M. , Dybowski, D. , Nowicki, A. , Jakacki, J. , Dzierzbick-
a-Głowacka, L. , 2023c. Analiza parametrów fizycznych wód Za- 
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oceanograficzno-rybackich r.v. Baltica w rejsie jesiennym w 

2018 r. Wiadomości Rybackie MIR-PIB. 
adtke, K., Wodzinowski, T., Wójcik, I., 2019b. Wyniki 
oceanograficzno-rybackiego rejsu r.v. Baltica zrealizowanego w 

lutym i marcu 2019 r. Wiadomości Rybackie MIR-PIB. 
adtke, K., Wodzinowski, T., Wójcik, I., 2018a. Podsumowanie 
oceanograficzno-rybackich wyników z rejsu zimowego r.v. 
Baltica w 2018 roku. Wiadomości Rybackie MIR-PIB. 

adtke, K., Wodzinowski, T., Wójcik, I., Šics, I., 2018b. 
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Abstract In this study, we investigated zooplankton composition and seasonal dynamics, as 
well as the influence of selected environmental factors on the zooplankton community in three 
ports on the Polish Baltic coast: Władysławowo, Gdynia and Gdańsk. Our aim was to deter- 
mine whether harbours’ heavy traffic, chemical pollution and physical disturbances affect the 
zooplankton community, and whether new nonindigenous planktonic species occur in these 
habitats. Forty three zooplankton taxa were found in all three ports; however, it is important 
to note that no new nonindigenous species were observed in the port basins. The most influen- 
tial environmental factors affecting the zooplankton community were: seawater temperature 
(17% of explained zooplankton variability) and transparency (4%), which were related to sea- 
sonal changes. Acartia spp. (although of different development stages) was the dominant taxon 
during the study, and the examined ports/seasons differed in the presence and proportions of 
less abundant taxa: the autumn and winter assemblages were dominated by Acartia spp. nau- 
plii, the spring assemblage by numerous Polychaeta larvae, while Cirripedia nauplii and early 
development stages of Eurytemora affinis were particularly abundant in summer. In addition, 
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changes in salinity (2% explained variability) had a particular impact on the zooplankton com- 
munity and especially on the assemblage of Gdańsk Port, which was influenced by freshwater 
inflow from the Motława and Dead Vistula rivers. Our study has clearly shown that, despite 
severe physical and chemical disturbances in all studied ports, the composition and seasonal 
dynamics of the zooplankton community were similar to those of the Gulf of Gdańsk outside 
the ports. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he ports of the southern Baltic Sea are highly disturbed 
nvironments under substantial anthropogenic impact. In- 
ense shipping, repair and handling activities, as well as 
onstant transformation of coastlines, are among the typ- 
cal characteristics of this heavily exploited marine habi- 
at ( Bolałek and Radke, 2010 ). The threats from intense 
hipping include accidental (or intentional) spillage of pol- 
ution and hazardous materials, such as petroleum prod- 
cts, mineral oils, anti-fouling paints and other chemicals 
 Filipkowska et al., 2011 ; Neira et al., 2011 ; Radke et al.,
008 ). Surprisingly, these highly inhospitable environments 
re not a “biological desert”, and a wide variety of 
quatic organisms can adapt to their specific habitat 
 Witalis et al., 2021 ). 
Zooplankton is a vital component of marine ecosystems, 

ontributing to energy flow, organic carbon turnover, and 
rophic network functioning (e.g., Lampert, 1997 ), espe- 
ially mesozooplankton, primarily calanoid copepods, which 
lay a significant role (e.g., Möllmann et al., 2003 ). As 
ith other temperate waterbodies, the Baltic Sea experi- 
nces seasonal changes in plankton occurrence and devel- 
pmental stages (e.g., Musialik-Koszarowska et al., 2019 ). 
owever, highly modified port areas likely disrupt the nat- 
ral cycles of marine organisms, including zooplankton. 
he Baltic Sea has lower biodiversity than similar latitude 
eas ( Elmgren and Hill, 1997 ; Ojaveer et al., 2010 ), hous- 
ng a mix of marine, brackish, and freshwater species, 
ncluding highly adaptable opportunistic taxa, relics from 

ts geological history, and an increasing number of in- 
asive species ( Leppäkoski et al., 2002 ; Ojaveer et al., 
010 ; Snoeijs-Leijonmalm et al., 2017 ). The low salinity 
f the sea is considered the most influential factor de- 
ermining its low biodiversity ( Remane, 1934 ; Remane and 
chlieper, 1971 ; Snoeijs-Leijonmalm et al., 2017 ; Telesh and 
hlebovich, 2010 ). Other factors influencing species diver- 
ity include young geological age ( ≈8000 years: Lass and 
atthäus, 2008 ), oxygen deficiency and anoxic conditions 
ausing dead zones at the seafloor ( Ekau et al., 2010 ), eu- 
rophication ( Leppäkoski et al., 1999 ), and anthropogenic 
isturbance such as overexploitation (e.g., Casini et al., 
008 ; Suikkanen et al., 2013 ). 
Baltic seaports face the challenge of transporting non- 

ndigenous species (NIS) since these ports serve as gateways 
or NIS introduction, with an estimated 225 alien species 
ntering the Baltic Sea through ballast waters, hulls, 
nderwater ship elements, and rivers ( AquaNIS, 2015 : 
ww.corpi.ku.lt/databases/index.php/aquanis (accessed 
354 
023-12); Ojaveer et al. 2017 ; Snoeijs-Leijonmalm et al., 
017 ). To address this issue, the Baltic Sea region signed 
he BWM 2004, an International Convention for the Control 
nd Management of Ships’ Ballast Water and Sediments 
 IMO, 2004 ). However, continuous biomonitoring of port 
reas is necessary to ensure effective protection against 
he colonization of new nonindigenous organisms, which 
ay turn out to be possible threats to native biota. 
The major goal of this study was to compare the zoo- 

lankton community in three Baltic Sea port basins with 
ifferent levels of anthropogenic disturbances and environ- 
ental characteristics, such as salinity gradients and the 
xchange of seawater with the open sea. Therefore, the 
ain objectives of the present study were: 1) to assess and 
ompare the biodiversity of zooplankton communities in the 
ighly disturbed habitats of the southern Baltic Sea ports; 2) 
o reveal the influence of environmental conditions, includ- 
ng water temperature, salinity and water transparency, on 
pecies composition and seasonal zooplankton dynamics in 
he examined ports; and finally, 3) to reveal the possible 
resence of new nonindigenous plankton species in port 
asins, which are highly exposed to potential colonization. 

. Material and methods 

.1. Study area 

he Baltic Sea ( Figure 1 ) is a large (385,000 km ²) brack-
sh sea, which is characterized by a strong salinity gradi- 
nt, with the highest values observed in the southwestern 
art in Kattegat (S: 27) and the lowest in the northernmost 
asin of the Bothnian Bay (S: < 1). Due to intense anthro-
ogenic exploitation of the catchment area, the Baltic Sea 
s heavily polluted and suffers from progressing eutrophica- 
ion ( Helcom, 2009 ). The degradation of large biomass of 
hytoplankton leads to the utilization of oxygen, thus cre- 
ting hypoxic, or even anoxic, conditions near the bottom 

e.g., Conley et al., 2009 ). Furthermore, the weak mix- 
ng of water masses contributes to the formation of a sul- 
dic zone below the halocline ( Fonselius, 1970 ; Laine et al., 
997 ). 
Coordinates of sampling stations, depths and dates of 
aterial collection, and type of cargo on each wharf are 
resented in Supplementary material available online. In 
ach port, three stations were selected: inner, middle and 
uter, which reflects their distance from the port entrance 
 Figure 1 ). It was assumed that, depending on location 
ithin a port area, sampling stations differed in their envi- 

http://creativecommons.org/licenses/by-nc-nd/4.0/
https://www.corpi.ku.lt/databases/index.php/aquanis
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Figure 1 Map of the studied Southern Baltic Sea ports and location of sampling stations within each port: inner, middle and outer, 
which reflects their distance from the port entrance (more details in Supplementary material available online). 
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onmental dynamics, such as traffic intensity, type of cargo 
Supplementary material available online) and level of pol- 
ution ( Pustelnikovas et al., 2007 ; Radke et al., 2008 , 2012 ,
013 ). 

.1.1. Port of Władysławowo 

ładysławowo Port, situated on the southern Baltic coast 
ear the Hel Peninsula ( Figure 1 ), serves as a typical fishing 
ort with passenger and sailing quays. It is protected by two 
reakwaters, and primarily facilitates local cargo reload- 
ng. The port accommodates fishing cutters ( ≈80 boats) and 
erves cruise ships during the summer season. Additionally, 
t houses a ship-repair yard and a fish processing plant and 
s an important local centre of sea fishing. In contrast, the 
arger Gdańsk and Gdynia Ports have more significant inter- 
ational shipping, industrial, and urban infrastructure im- 
acts. 

.1.2. Port of Gdynia 
dynia Port is relatively young (established in 1922) and oc- 
upies a smaller area (972 ha) than Gdańsk Port but is also 
haracterized by the intense traffic of vessels with interna- 
ional range. Both ports, Gdańsk and Gdynia, are surrounded 
y densely human-populated city infrastructure. The wide 
ntrance to Gdynia Port ensures easy access of ships to 
355 
he sea, but also facilitates water mass exchange with the 
earby Gulf of Gdańsk, although the port basin is pro- 
ected by breakwaters, which reduces storm surges and, to 
ome extent, prevents mixing by sea currents ( Radke et al., 
013 ). In the port of Gdynia, a variety of chemicals and 
etallurgical products and other types of cargo are trans- 
hipped; furthermore, at the outer quay, the Stena Line Fer- 
ies are served (for more details see Table 1 in Witalis et al.,
021 ). 

.1.3. Port of Gdańsk 

he Port of Gdańsk is one of the oldest (established in 
he 10th century), largest and deepest ports in the Baltic 
ea. Generally, the port consists of two separate areas, 
.e. the northern (outer) port, located on the coast of 
he Gulf of Gdańsk, and the inner port situated near the 
otława River and Dead Vistula River; in this study, only 
he inner port has been investigated. The surface of the 
nner port area is 3248 ha and the length of transshipment 
uays is 2455 m. The port is visited by ships, which have 
n international range and can serve all types and sizes 
f vessels, with a variety of transshipment cargo (Supple- 
entary material available online). There are also several 
hipyards in the port of Gdańsk. Because Gdańsk Port is 
ocated near the rivers’ mouth, the hydrological conditions 
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Table 1 Results of multivariate PERMANOVA with three main factors: fixed ‘Port’, ‘Season’, and ‘Station’ nested within 
‘Port’, as well as their interactions; based on the square-root transformed abundance structure of zooplankton taxa and 
Bray-Curtis coefficient resemblance matrix. Statistically significant factors are bolded. 

Factor df SS Variation [%] MS Pseudo-F P (perm) Unique perms 

Port 2 9060.7 5.1 4530.4 4.690 0.004 824 

Season 3 62046.0 34.6 20682.0 29.214 0.001 998 

Station (Port) 6 5781.2 3.2 963.5 0.539 1.000 996 
Port x Season 6 13303.0 7.4 2217.2 3.152 0.001 994 

Station (Port) x Season 18 12511.0 7.0 695.1 0.389 1.000 997 
Residuals 42 75104.0 41.9 1788.2 
Total 77 179100 100.0 
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f this area are strongly affected by an inflow of riverine 
aters. 

.2. Sampling procedure 

ooplankton samples were collected directly from the 
uays in the ports of Władysławowo, Gdynia and Gdańsk 
 Figure 1 ), from January to December 2011, with monthly 
overage. In each port, three stations, differing in their 
istance from the port entrance, were examined ( Figure 1 
nd Supplementary material available online). Sampling was 
erformed using a plankton WP-2 net, with a mesh size 
f 100 μm, an opening diameter of 19 cm and net trawl 
ength of 80 cm, as recommended by Helcom (2021) . The 
P-2 net was operated vertically (from near the bottom 

o the surface, Supplementary material available online), 
nce at each station. The haul was considered a quanti- 
ative catch, which collected all zooplankton development 
tages, i.e., adults and juveniles. To measure in situ sea- 
ater temperature and salinity values, a mini CTD probe 
model SD204) was used. The CTD probe was lowered to 
he bottom manually and then pulled up to the surface, and 
easurements were recorded in intervals of 1.0 m. The CTD 

robe was also employed to estimate the depth of each sta- 
ion (Supplementary material available online), which was 
ecessary to calculate the number of zooplankton individ- 
als (n) to volume-based units (n m—3 ). The transparency 
f seawater was tested with a Secchi disc, and followed 
he standard procedure, during which the disc was lowered 
lowly down in the water to the limit of visibility on a cal- 
brated rope. This procedure was repeated twice at each 
tation. After collection, zooplankton samples were imme- 
iately preserved in a 4% borax-buffered formalin-seawater 
olution and then transported to the laboratory for further 
nalyses. In certain winter months (December and March 
n Gdańsk and Gdynia Ports and February in Władysławowo 
ort), the sampling failed due to the freezing of port basins. 
urthermore, sample collection was not performed in July 
n Władysławowo Port because of the prohibited access to 
hat area, due to renovation works on the wharf. 

.3. Laboratory analyses 

axonomic identification and counting procedures were car- 
ied out according to the Guidelines for Monitoring of Meso- 
ooplankton by Helcom (2021) . Most zooplankton specimens 
356 
ere identified to the species level using a stereomicro- 
cope (OLYMPUS SZX12, magnification: 1.6 × 15 × 90). In the 
ase of copepods, development stages were determined as 
ollows: nauplii (npl.), copepodites CI-III and CIV-V, as well 
s adults (males and females). Juvenile organisms of other 
ooplankton taxa (juv.) were also recorded and identified 
o the genus or higher taxonomic level. For taxon identifi- 
ation, the keys by Telesh and Heerkloss (2002 , 2004) and 
azouls et al. (2005—2017) were used. 

.4. Data processing and statistical analysis 

o examine the potential effects of the studied environ- 
ental factors on the zooplankton community composition 
nd taxa richness in the Baltic Sea ports, multivariate anal- 
ses were performed. Because the data did not show a 
ormal distribution (Shapiro-Wilk test: p < 0.05), for the 
umerical analyses a nonparametric PERMANOVA (permuta- 
ional multivariate analysis of variance) procedure was used 
 Anderson, 2001 ). In the multivariate PERMANOVA three 
actorial design, two fixed factors were used, i.e., port 
three levels: Władysławowo, Gdynia and Gdańsk), and sea- 
on (four levels: winter, spring, summer and autumn), as 
ell as one factor, ‘station’, nested in ‘port’ (three levels: 
nner, middle and outer). PERMANOVA was computed on the 
asis of the Bray-Curtis resemblance matrix, and prior to 
nalysis, all data were square-root transformed. Addition- 
lly, individual taxa contributions to the observed similarity 
attern were tested using SIMilarity PERcentages (SIMPER). 
he SIMPER procedure allows us to assess which taxa were 
rincipally responsible for the grouping of zooplankton as- 
emblages within the studied ports and seasons. 
The impact of measured environmental variables (i.e., 

eawater temperature, transparency and salinity) on the 
ooplankton community was examined with distance-based 
inear modelling (DistLM). DistLM detects the main patterns 
f dependence between the Bray-Curtis similarity matrix of 
ooplankton abundance and environmental data to reveal 
he most influential variables, driving an observed diver- 
ity structure. Relationships between environmental data 
nd the abundance of zooplankton taxa were displayed in 
he ordination space of dbRDA (distance-based redundancy 
nalysis), which is a part of the DistLM procedure. The PER- 
ANOVA, SIMPER and DistLM analyses were performed using 
he PRIMER 7 statistical package ( Clarke and Gorley, 2015 ) 
ith the PERMANOVA + add on ( Anderson et al., 2008 ). 
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. Results 

.1. Salinity, water temperature and transparency 

n the examined port basins 

he examined southern Baltic Sea ports faced seasonal 
hanges typical for temperate regions, although with 
light differences between them ( Figure 2 ). Władysła- 
owo Port experienced the coldest seawater tempera- 
ure (1.43 °C) in February and the warmest temperature 
18.05 °C) in August. Salinity reached its minimum (5.11) 
n February and its maximum (7.32) in November. The 
owest transparency was recorded in February (0.8 m), 
hile the highest was observed in November (3.40 m) 

 Figure 2 ). 
In Gdynia Port, the lowest seawater temperature 

0.19 °C) occurred in January, while the highest (17.80 °C) 
as observed in August. Salinity levels were lowest (1.27) in 
ecember and highest (7.22) in January. The lowest trans- 
arency was noted in April (1.6 m), and the highest occurred 
n November (4.10 m) ( Figure 2 ). 
In Gdańsk Port, seawater temperature varied season- 

lly, ranging from —0.06 °C (min. in February 2011) to 
8.73 °C (max. in August). Salinity exhibited less variability, 
ith levels ranging from 2.12 (min. in December) to 7.07 
max. in January). The lowest water transparency was in 
igure 2 Seasonal changes of seawater temperature, salinity and
tandard deviations) in the water column of the Baltic Sea ports and 
DA/GDY/WŁA 3 = outer station. 

357 
ebruary (0.7 m), while the highest was in November 
3.6 m) ( Figure 2 ). 

.2. Zooplankton community structure and 

easonal dynamics 

.2.1. Species abundance and diversity 
n this study, 43 taxa were recorded in all three ports, of 
hich 25 were identified to the species level, and the re- 
aining taxa were identified to higher taxonomic groups. 
enerally, at all three ports, similar taxa richness was 
ound, and the lowest mean taxa number was observed in 
inter (14 taxa m—3 ± 2.78 SD), while the highest was ob- 
erved in summer (21 taxa m—3 ± 3.89). Similar patterns, 
onsistent across all three ports, of zooplankton abundance 
ere noted, with the highest values in summer (mean abun- 
ance in summer months 54,347 ind. m—3 ± 54,497) and 
he lowest in winter (mean abundance in winter months 
,601 ind. m—3 ± 1,537). The most numerous zooplank- 
on groups in Władysławowo Port were meroplanktonic lar- 
ae (51%) and calanoid copepods (46%), whereas in Gdy- 
ia Port the most abundant were rotifers (45%). In Gdańsk 
ort calanoid copepods showed the highest numbers, with 
he share at 58% of the total abundance of this port. The 
onstant (though less abundant) component of all port as- 
emblages was the copepod Pseudocalanus elongatus . It is 
 transparency (mean values from the bottom to the surface ±
stations. GDA/GDY/WŁA 1 = inner, GDA/GDY/WŁA 2 = middle, 
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Figure 3 Ordination plot of distance-based redundancy anal- 
ysis (dbRDA) created on the basis of distance-based linear mod- 
eling (DistLM), showing relationships between the abundance 
of zooplankton taxa and continuous environmental predictors 
i.e. seawater temperature, transparency and salinity, with vec- 
tor overlay of Pearson’s correlations of taxa (restricted to those 
having > ± 0.4). Purple symbols = winter samples, green sym- 
bols = spring samples, orange symbols = summer samples and 
brown symbols = autumn samples. Environmental factors were 
not measured in March (due to the freezing of port basins), and 
in September (due to instrument failure). 
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orth noting that no new nonindigenous species were found 
n any of the examined ports and stations. 

.2.2. Spatial and temporal structure of the 

ooplankton community 
ultivariate PERMANOVA revealed statistically significant 
ifferences between the sampling seasons and ports, and 
heir interactions ( Table 1 ), but the most important factor 
nfluencing zooplankton assemblages was connected to sea- 
onal changes in species composition and abundance, which 
as confirmed by the highest proportion of zooplankton 
ariation explained by the ‘season’ factor alone (34.7%). 
The results of the SIMPER analysis indicated taxa char- 

cteristic for each season. In winter, the zooplankton com- 
unity was dominated by Acartia spp. ( A. bifilosa, A. lon- 

iremis adults, and Acartia nauplii and copepodites CI-CV), 
hich contributed to the differentiation of this group. The 
pring assemblage was characterized by higher numbers of 
olychaeta larvae and lower shares of Acartia nauplii and 
ynchaeta monopus individuals than the summer and au- 
umn assemblages. The most influential for separation of 
he summer assemblage was the high share of Cirripedia lar- 
ae, although the occurrence of relatively high numbers of 
cartia nauplii and early copepodites was also significant. 
he autumn assemblage differed from the others in a par- 
icularly high Acartia nauplii abundance and a higher share 
f Acartia tonsa adults when compared to other seasons 
 Table 2 ). 

.2.3. Factors influencing community structure 

he DistLM model performed for all samples explained 
3.4% of the total variation in the zooplankton commu- 
ity, with 21.4% of the variation explained by the first two 
xes of dbRDA ( Figure 3 ). The dbRDA diagram allowed us to 
istinguish three zooplankton assemblages: winter, spring- 
utumn and summer ( Figure 3 ). The most influential envi- 
onmental variable was seawater temperature (16.7% of ex- 
lained zooplankton variability), followed by water trans- 
arency and salinity ( Table 3 ). High seawater temperatures 
ndicated the summer samples on the right side of the RDA 
lot, whereas low temperatures separated the winter sam- 
les on the left side of the diagram ( Figure 3 ). Samples char-
cterized by high seawater transparency (i.e., collected in 
inter and autumn) were located in the upper sector of the 
DA plot, while spring and summer samples — showing low 

ransparency of water — can be found in the bottom part of 
he diagram ( Figure 3 ). Although salinity appeared to be sta- 
istically significant in the DistLM model, it explained only 
% of the observed variation ( Table 3 ), which contributed 
o the separation of samples from Gdańsk Port, which was 
lightly less saline, from the remaining samples ( Figure 2 , 
upplementary material available online). 
Multivariate PERMANOVA revealed statistically significant 

ifferences between the studied ports in terms of zooplank- 
on composition; the ports were responsible for 5.1% of the 
ariation in zooplankton data ( Table 1 ). Furthermore, the 
nteraction between factors ‘port’ and ‘season’ was also 
ignificant and explained 7.4% of the observed variability in 
he abundance structure of taxa. It is worth noting that the 
ooplankton species abundance structure in Władysławowo 
ort significantly differed from the zooplankton communi- 
ies in the ports of Gdynia and Gdańsk ( Table 4 ). The SIMPER
358 
nalysis indicated taxa, that were primarily responsible for 
he distinctiveness of zooplankton assemblages in the exam- 
ned ports ( Table 2 ). Interestingly, differentiation was not 
nfluenced by the dominance of any particular taxon, but 
t was determined by the presence/share of less abundant 
axa. In each studied port, the constant dominant was Acar- 
ia spp. (all development stages, including adults, earlier 
opepodites and nauplii). The most influential taxa respon- 
ible for the distinctiveness of the Władysławowo Port as- 
emblage were harpacticoid copepods, Eurytemora affinis 
opepodites and Polychaeta larvae ( Table 2 ). In the Gdynia 
ort, the higher numbers of Polychaeta and Cirripedia lar- 
ae contributed to the differentiation of this assemblage, 
hereas the Gdańsk Port was characterized by higher shares 
f S. monopus and E. affinis specimens. 

. Discussion 

.1. Species abundance and richness in the Ports 
f Władysławowo, Gdynia and Gdańsk 

 total of 43 zooplankton taxa were found in all examined 
orts (33 in Władysławowo Port, 34 in Gdynia Port and 
1 in Gdańsk Port), which is a similar, or slightly lower, 
pecies richness when compared to other Baltic ports, e.g. 
uuga — Estonia (44 taxa: Ojaveer et al., 2015 ), Riga —
atvia (32 taxa: Strake et al., 2015 ), Liepaja — Latvia (34 
axa: Strake et al., 2015 ), and in the earlier investigation 
rom Gdynia Port (35 taxa: Normant et al., 2015 ). Previous 
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Table 2 Summary of the key zooplankton species identified by SIMPER analysis as primarily responsible for the distinctiveness 
of assemblage at each port (upper panels) and season (lower panels) separately; with a cut-off at 70%. 
Taxa Mean abundance Mean similarity Contribution [%] Cumulative contribution 
PORTS 
Gdańsk Port assemblage (mean similarity: 37.68) 
Acartia sp. npl. 48.78 9.35 24.8 24.8 
Acartia sp. CI-CIII 21.23 4.37 11.61 36.41 
Acartia sp. CIV-CV 18.00 3.50 9.30 45.71 
S. monopus 39.64 2.91 7.72 53.43 
E. affinis CI-CIII 29.84 2.34 6.21 59.64 
E. affinis CIV-CV 17.03 1.66 4.42 64.06 
E. affinis npl. 25.41 1.58 4.19 68.24 
Polychaeta larvae 25.36 1.51 4.02 72.26 
Gdynia Port assemblage (mean similarity: 35.77) 
Acartia sp. npl. 47.19 8.03 22.45 22.45 
Acartia sp. CI-CIII 25.21 4.37 12.22 34.67 
Acartia sp. CIV-CV 16.04 2.89 8.08 42.75 
S. monopus 39.28 2.37 6.64 49.39 
Polychaeta larvae 29.65 2.05 5.74 55.13 
T. longicornis CIV-CV 8.70 1.41 3.94 59.07 
Cirripedia npl. 23.43 1.35 3.77 62.84 
T. longicornis ad. 7.29 1.11 3.11 65.96 
A. bifilosa ad. 6.72 1.11 3.10 69.05 
E. affinis ad. 5.69 1.00 2.80 71.85 
Władysławowo Port assemblage (mean similarity: 32.73) 
Acartia sp. npl. 33.90 8.67 26.48 26.48 
Acartia sp. CI-CIII 19.60 3.94 12.04 38.52 
Acartia sp. CIV-CV 14.63 2.84 8.67 47.19 
Harpacticoida indet. 21.63 2.82 8.63 55.82 
E. affinis CIV-CV 7.62 1.49 4.54 60.36 
Polychaeta larvae 23.50 1.45 4.44 64.80 
E. affinis ad. 7.30 1.45 4.43 69.23 
A. tonsa ad. 20.04 1.34 4.08 73.31 

SEASONS 
Winter assemblage (mean similarity: 58.36) 
Acartia sp. npl. 34.22 20.28 34.75 34.75 
A. bifilosa ad. 11.98 5.65 9.68 44.43 
Acartia sp. CIV-CV 12.39 5.63 9.65 54.08 
Acartia sp. CI-CIII 11.71 5.55 9.50 63.58 
A. longiremis ad. 9.70 4.30 7.36 70.94 
Spring assemblage (mean similarity: 51.00) 
Polychaeta larvae 88.93 19.28 37.79 37.79 
Acartia sp. npl. 34.47 7.29 14.30 52.09 
Acartia sp. CI-CIII 22.74 5.77 11.31 63.40 
S. monopus 32.39 4.26 8.35 71.75 
Summer assemblage (mean similarity: 37.32) 
Cirripedia npl. 84.77 6.70 17.94 17.94 
Acartia sp. npl. 59.13 6.38 17.10 35.04 
Acartia sp. CI-CIII 24.93 2.47 6.61 41.65 
A. tonsa ad. 32.58 2.40 6.42 48.06 
S. monopus 63.71 2.32 6.22 54.29 
E. affinis CI-CIII 36.69 2.13 5.69 59.98 
E. affinis npl. 33.28 2.06 5.51 65.50 
Acartia sp. CIV-CV 19.86 1.93 5.17 70.67 
Autumn assemblage (mean similarity: 42.24) 
Acartia sp. npl. 41.16 7.47 17.68 17.68 
A. tonsa ad. 33.67 5.57 13.19 30.87 
Acartia sp. CI-CIII 26.09 5.28 12.49 43.37 
Acartia sp. CIV-CV 20.44 4.29 10.15 53.51 
Cirripedia npl. 12.33 2.60 6.15 59.67 
S. monopus 13.77 2.36 5.58 65.25 
E. affinis CI-CIII 9.24 2.25 5.33 70.57 
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Table 3 Summary of sequential DistLM test searching for relationships between the abundance of zooplankton taxa and 
environmental variables (seawater temperature, transparency and salinity). Statistically significant variables are bolded. 

Environmental variable R2 SS (trace) Pseudo-F p -value Prop. Cumulative variation explained Res. df 

Temperature 0.16702 29913.0 15.239 0.0001 0.167 0.167 76 
Transparency 0.21194 8045.0 4.2749 0.0001 0.045 0.212 75 
Salinity 0.23443 4028.2 2.174 0.0207 0.022 0.234 74 

Table 4 Results from multivariate PERMANOVA post-hoc 
t-test for the studied ports (GDA — Gdańsk, GDY — Gdynia, 
WŁA — Władysławowo). The PERMANOVA test was based 
on square-root transformed abundances of taxa and Bray- 
Curtis coefficient resemblance matrix. Statistically signif- 
icant values are bolded. 

Port Abundance structure of taxa 

t p -value perms 

GDA & GDY 1.671 0.095 10 
GDA & WŁA 2.161 0.001 60 

GDY & WŁA 2.512 0.001 60 
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esearch conducted in the Gulf of Gdańsk (but not in any 
ort area) revealed lower species richness, i.e., from 24 
o 30 taxa ( Bielecka et al., 2000b ; Józefczuk et al., 2003 ),
lthough the difference in taxa number in the present study 
an be ascribed to the differences in sampling effort, e.g., 
he number of sampling stations. The study revealed statis- 
ically significant differences in the abundance structure of 
axa among the studied ports and stations, although they 
xplained only 4.7% and 3.2% (respectively) of the observed 
ooplankton variability ( Table 1 ). Obvious factors driving 
hese differences could be higher salinity in Władysławowo 
ort and higher anthropogenic impact, including ship traffic 
nd human-mediated pollution, in Gdańsk and Gdynia Ports 
han in Władysławowo Port. 
Our results proved that three environmental variables 

i.e., seawater temperature, transparency and salinity) had 
 significant impact on the observed abundance structure 
f zooplankton taxa in the examined ports ( Table 3 ). How- 
ver, all three abiotic factors together had relatively low 

xplanatory power (23%), which suggests that there are also 
ther variables not included in our study (such as chloro- 
hyll a or oxygen concentrations) that likely influence the 
ooplankton community throughout the year. 
Seawater temperature and transparency seemed to be 
ainly responsible for temporal variability in zooplankton 
ommunity structure (i.e., seasonal differences among zoo- 
lankton assemblages), whereas salinity contributed to spa- 
ial differences in the examined zooplankton community 
variation between the ports). In Gdańsk Port, the mean 
alinity was approximately 1 unit lower than that in other 
orts during the year. A similar investigation conducted 
n Vistula Lagoon (located 25 km from Gdańsk Port) sug- 
ested that changes in salinity at a one-unit level could 
e sufficient to affect the density and structure of a zoo- 
lankton community, although not its diversity ( Paturej and 
360 
utkowska, 2015 ). In this study, we found that the taxo- 
omic composition slightly differed between the particu- 
ar ports. The SIMPER analysis showed that the differentia- 
ion of zooplankton was not influenced by dominant species 
ut was determined by the share of less abundant taxa 
 Table 2 ). 
Similar dominant taxa compositions were observed in all 

tudied ports and stations, most likely due to the homo- 
eneity of hydrographic conditions, primarily temperature 
nd salinity. However, some variations in zooplankton abun- 
ance were noted (Supplementary material available on- 
ine). The Gdańsk Port exhibited slightly higher density, po- 
entially attributed to its connection with the Dead Vistula 
iver, allowing species preferring low salinity conditions 
e.g., Eudiaptomus gracilis ) to enter. Sea currents and the 
nflux of water masses from the open sea also influenced the 
ifferences in species abundance between Władysławowo 
ort and both Gdańsk and Gdynia Ports ( Table 4 ), creating 
ore favourable conditions for certain zooplankton species. 
It is worth noting that no new nonindigenous (NIS) or in- 

asive species were recorded in the examined ports dur- 
ng the investigation. Furthermore, relatively new studies 
e.g., Dzierzbicka-Głowacka et al., 2014 ) could not detect 
ew invasion events in the Gulf of Gdańsk. However, ear- 
ier reports indicated the presence of nonindigenous species 
uch as Cercopagis pengoi ( Bielecka et al., 2000b ) and Mne- 
iopsis leidyi ( Janas and Zgrundo, 2007 ) in the study area, 
ut they had not been detected in this study. The sampling 
ampaign was conducted in 2011 when ballast water man- 
gement recommendations were likely implemented to a 
imited extent. The international Ballast Water Management 
onvention (BWM) was signed in 2004 ( IMO, 2004 ), entered 
nto force in 2017, and was ratified in Poland in 2019. Guide- 
ines for voluntary ballast water exchange were issued in 
008, but adherence to these recommendations by shipown- 
rs remains uncertain. Our one-year study period may not 
rovide comprehensive information on potential introduc- 
ion processes in the port basins, highlighting the need for 
ontinuous, long-term monitoring to detect early-stage in- 
asion events. 
Comparison with other seaport surveys reveals variations 

n sampling efforts, with higher efforts generally yielding 
ncreased zooplankton abundance and taxa richness (e.g., 
haikh et al., 2021 ; Vidjak et al., 2019 ). However, a diver-
ified research methodology (differences in net mesh sizes, 
ampling frequency, sample size, differences in data pro- 
essing, etc.) was a serious limitation of the above com- 
arison. The common characteristics of all reviewed port 
nvestigations were the presence of numerous and diversi- 
ed zooplankton communities and the inherent appearance 
f nonindigenous species ( Table 5 , Vidjak et al., 2019 ). 
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.2. Seasonal variability in zooplankton 

ssemblages 

.2.1. General description 

his investigation clearly showed that the species composi- 
ion and abundance of zooplankton in all studied ports were 
ighly seasonal ( Figure 3 , Table 2 ). Such seasonal fluctua-
ion patterns of zooplankton are generally well documented 
n the Gulf of Gdańsk ( Bielecka et al., 2000a ; Dzierzbicka- 
łowacka et al., 2014 ; Mudrak and Żmijewska, 2007 ; 
usialik-Koszarowska et al., 2019 ) and other localities in the 
outhern Baltic Sea ( Möllmann et al., 2000 ; Wiktor, 1990 ). 
owever, our study revealed the undisturbed course of 
easonal changes in the zooplankton community in heav- 
ly exploited port basins, proving the possibly high resis- 
ance of the community to multiple stressors. Indeed, each 
eason was characterized by a unique zooplankton assem- 
lage ( Table 2 ). Clear seasonality observed in the Ports 
f Władysławowo, Gdynia and Gdańsk was mainly a con- 
equence of temperature changes, and despite severe an- 
hropogenic pressure, the seasonal patterns of examined 
ooplankton port assemblages resembled the adjacent ma- 
ine environment. Generally, the genus Acartia contributed 
 high share of the zooplankton community throughout the 
ear. It consisted of species belonging to eurythermal A. bi- 
losa present all year round, thermophilous A. tonsa domi- 
ating in summer and autumn months, and psychrophilic A. 
ongiremis dominating during winter months. Similar sea- 
onal fluctuations in these species are known from other 
tudies conducted in the southern Baltic Sea ( Mudrak and 
mijewska, 2007 ; Żmijewska et al., 2000 ). According to 
ine (1984) , Acartia spp. are characterized by a long re- 
roduction season (March—December) and a high number 
f generations per year (up to seven). However, the ten- 
ency to build up the maximum abundance of assemblage in 
ummer months was apparent in these mostly thermophilic 
pecies ( Chojnacki, 1984 ). 

.2.2. Summer assemblage 

he summer months were characterized by sudden and 
ntense development of zooplankton, as the number of 
pecies and their abundances exhibited the highest lev- 
ls. In summer, the most characteristic taxa were cope- 
ods Acartia tonsa and their nauplii, Eurytemora affinis and 
irripedia nauplii, which reached their abundance peaks in 
his time of the year. However, in Władysławowo Port, the 
aximum levels occurred one month earlier (i.e., May—
uly) than in Gdańsk and Gdynia Ports (Supplementary ma- 
erial available online). Möllmann et al. (2000) found dif- 
erences in the maximum biomasses of zooplankton be- 
ween the Bornholm Basin (July) and the Gdańsk Deep 
August—September), and this observation was explained 
y the earlier appearance of phytoplankton blooms in the 
ornholm Basin, being a food supply for the growing zoo- 
lankton community. Indeed, the observed differences in 
ater transparency can be considered an indirect indica- 
ion of phytoplankton density since low transparency was 
ound in May-July in the Władysławowo Port, and in August- 
eptember in the Gdańsk and Gdynia Ports ( Figure 2 ). Cirri-
edia larvae are typical components of zooplankton com- 
unities during warmer months in the Gulf of Gdańsk 
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 Mudrak and Żmijewska, 2007 ; Żmijewska et al., 2000 ) 
s well as in other regions, such as Svalbard, because 
hese larvae are strongly related to algal food availability 
 Walczyńska et al., 2019 ; Weydmann-Zwolicka et al., 2021 ). 
oreover, in summer, numerous occurrences of copepods 
ere recorded in the investigated ports, similar to the ad- 
acent areas of the southern Baltic Sea ( Figiela et al., 2016 ; 
usialik-Koszarowska et al., 2019 ). In the central Baltic Sea, 
öllmann et al. (2000) observed considerable numbers of 
ladocerans in summer, whereas in the studied port basins, 
his group exhibited relatively low abundances. 

.2.3. Autumn assemblage 

n autumn, a sudden reduction in taxa number and abun- 
ance was observed when compared to the summer as- 
emblage. The autumn assemblage was distinctive in a rel- 
tively high number of A. tonsa adults, abundant Acar- 
ia juveniles (nauplii and copepodites) and a higher num- 
er of Cirripedia nauplii. Similar autumn abundance peaks 
September and November) of Cirripedia nauplii were also 
ecorded in the Gulf of Gdańsk outside the port area 
 Bielecka et al., 2000a ). In autumn, environmental charac- 
eristics resembled those in spring with moderate seawa- 
er temperatures and transparency, although differences in 
axa composition were apparent. 

.2.4. Winter assemblage 

n the southern Baltic ports, species richness and number 
f individuals were generally low in winter (Supplementary 
aterial available online). The winter assemblage was char- 
cterized by the predominance of consecutive developmen- 
al stages of Acartia spp., from nauplii throughout cope- 
odites CI-CV to adult individuals of A. bifilosa and A. lon- 
iremis . Viitasalo et al. (1995) found the thermal optimum 

or Acartia longiremis within cooler temperatures, and our 
bservations seem to confirm this trend, since A. longiremis 
dults showed the maximum number in February and after- 
ards decreased in abundance until July. In Gdańsk Port, 
he adults of A. bifilosa appeared in January, together with 
he earliest copepodites of this genus. 

.2.5. Spring assemblage 

ased on the results of dbRDA and SIMPER analyses, the 
pring zooplankton assemblage was characterized by nu- 
erous Polychaeta larvae, Acartia spp. nauplii and rotifers . 
his assemblage was explained by moderate values of sea- 
ater temperatures and transparency. In the studied ports, 
he dominant rotifer was Synchaeta monopus , which showed 
he highest abundance in May and June (Supplementary ma- 
erial available online). For comparison, in the coastal wa- 
ers of the Gulf of Gdańsk, the highest numbers of rotifers 
 Synchaeta spp.) were observed in May ( Dippner et al., 
000 ; Józefczuk et al., 2003 ; Mudrak-Cegiołka et al., 2013 ), 
hereas in the northern Baltic Sea (SW coast of Finland), 
ynchaeta spp. peaked in June but generally exhibited high 
bundance until October ( Viitasalo et al., 1995 ). 

. Conclusions 

• The zooplankton community in the investigated ports of 
the southern Baltic Sea was rich in taxa (43), and com- 
362 
parable to the taxa richness of other southern Baltic 
seaports e.g., Muuga, Riga, and Liepaja. No nonindige- 
nous or invasive species were recorded in the examined 
ports. 

• The taxa composition and seasonal zooplankton dynam- 
ics in the examined port basins resembled the zoo- 
plankton community inhabiting ambient habitats out- 
side the ports, i.e., the Gulf of Gdańsk and the Baltic 
Proper. 

• Significant differences in the zooplankton community 
structure among the ports and seasons were recorded. 
However, the examined ports/seasons were similar in 
the dominance of Acartia spp. (although of different 
development stages) but differed in the presence and 
proportions of less abundant taxa, especially during 
the productive season: Polychaeta larvae and rotifers 
were abundant in spring (especially Synchaeta mono- 
pus ); Cirripedia nauplii and early development stages 
of the copepod Eurytemora affinis were numerous in 
summer. 

• The main abiotic factors regulating the dynamics of 
zooplankton community natural cycles were seawater 
temperature and transparency, which are related to 
changing seasons, although they were also likely modi- 
fied by biological factors, i.e., algal blooms, which pro- 
vided a food base for the developing zooplankton com- 
munity. 
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the Gulf of Gdańsk (southern Baltic Sea): Production and mortal- 
ity rates. Oceanologia 57 (1), 78—85. https://doi.org/10.1016/ 
j.oceano.2014.06.001 

kau, W., Auel, H., Pörtner, H.O., Gilbert, D., 2010. Impacts of 
hypoxia on the structure and processes in pelagic communities 
(zooplankton, macro-invertebrates and fish). Biogeosciences 7, 
1669—1699. https://doi.org/10.5194/bg- 7- 1669- 2010 

lmgren, R. , Hill, C. , 1997. Ecosystem function at low biodiversity 
— the Baltic example. Mar. Biodivers. 319—336 . 

igiela, M., Musialik-Koszarowska, M., Nowicki, A., Lemieszek, A., 
Kalarus, M., Druet, C., 2016. Long-term changes in the to- 
tal development time of Copepoda species occurring in large 
numbers in the Southern Baltic Sea — numerical calculations. 
Oceanol. Hydrobiol. Stud. 45, 1—10. https://doi.org/10.1515/ 
ohs- 2016- 0001 

ilipkowska, A., Kowalewska, G., Pavoni, B., Łęczyński, L., 2011. 
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zagrożeń dla zdrowia człowieka. Wydawnictwo Uniwersytetu 
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javeer, H. , Olenin, S. , Narščius, A. , Florin, A.B. , Ezhova, E. , Gol-
lasch, S. , Jensen, K.R. , Lehtiniemi, M. , Minchin, D. , Normant- 
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Abstract In situ, satellite and reanalysis data from numerical models were used to study the 
characteristic features of Chl variability in the Baltic Sea. The analysis is focused on the years 
2003—2020 when regular observations of ocean color with the MODIS AQUA are available. In 
the Baltic Sea, there is a pronounced annual cycle in physical conditions in the water column, 
driven by seasonal cycles in atmospheric forcing. The seasonal cycle of Chl concentration does 
not conform to the picture known from classical models, with low phytoplankton concentration 
when nutrients are low. In contrast, in the Baltic Sea, the concentration of Chl is high even 
during the summer months when nutrients are depleted. This can be explained by a continu- 
ous supply of nutrients by runoff from land, as well as by a significant contribution to primary 
production by phytoplankton able to survive in environment poor in dissolved nutrients. There 
is also a considerable interannual variability in Chl. There are many possible cause/effect in- 
teractions involved, but the data series are still too short to make clear which of them are the 
most important. The most striking event was a spring bloom in 2008. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

he main focus of this paper is surface chlorophyll a con- 
entration (Chl) in the Baltic Sea. Various available histor- 
cal data sets are used to discuss this variability on annual 
nd interannual time scales. In order to discuss the forcing 
or the observed patterns in Chl, a piece of background in- 
ormation on selected environmental variables such as the 
ea surface temperature (SST), nutrients, and meteorologi- 
al data is also presented. 
It is well documented that phytoplankton communities 

n the oceans respond to environmental conditions (e.g., 
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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Table 1 Geographical positions of in situ stations. 

Station Latitude Longitude 

BY5 55.25o N 15.98o E 
BY10 56.63o N 19.58o E 
BCSIII 55.55o N 18.40o E 
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utkiewicz et al., 2020 ; Stramska and Dickey, 1993 , 1994 ; 
verdrup, 1953 ). For example, phytoplankton concentration 
n temperate and boreal climate zones varies seasonally. 
n early spring, phytoplankton grows rapidly in response 
o increasing sunlight taking advantage of accumulated 
utrients, whereas low nutrient concentrations limit phy- 
oplankton biomass later in the season. The onset and the 
ntensity of the blooms vary interannually in response to 
tmospheric forcing. This general pattern of phytoplankton 
ynamics has been described in the past also in the Baltic 
ea ( Wasmund et al., 1998 ). It has been postulated, that 
utrient loads tend to control species abundance and 
iversity (e.g., Chorus and Spijkerman, 2021 ). Significant 
nterannual variability of phytoplankton blooms has been 
lso observed and investigated using modeling approach 
 Beltran-Perez and Waniek, 2021 , 2022 ). 
The Baltic Sea is a brackish inland sea located in north- 

rn Europe. The sea includes deeper basins separated by 
hallow sills, and is characterized by latitudinal gradients in 
emperature and salinity ( Leppäranta and Myrberg, 2009 ). 
he water salinity and density strongly depend on fresh- 
ater runoff from rivers and water exchange with the 
orth Sea. Considerable input of freshwater from rivers de- 
reases seawater salinity and maintains a permanent two- 
ayer salinity structure in the Baltic Sea. Spatial distribu- 
ion of salinity is characterized by large gradients between 
he surface water layer and the saltier bottom layer, and 
etween the northern and the western area, where water 
xchange between the Baltic Sea and the North Sea takes 
lace ( Leppäranta and Myrberg, 2009 ). Most of the time, 
here is only a weak inflow of dense and salty water into the 
altic Sea from the North Sea (through the Danish Straits, 
kagerrak, and Kattegat). The intensity of this inflow can at 
imes increase significantly. Such episodes, called the Ma- 
or Baltic Inflows (MBI), depend on weather patterns con- 
rolling the sea-level difference between the Baltic and the 
orth Seas ( Matthäus and Franck, 1992 ; Mohrholz, 2018 ; 
tramska and Aniskiewicz, 2019 ). 
The ecosystem of the Baltic Sea has been under anthro- 

ogenic stress for many decades ( HELCOM, 2009 ). This is 
irectly related to the significant input of nutrients and 
arious pollutants due to human activities. Large summer 
looms in the Baltic Sea, often dominated by just a few 

pecies of filamentous cyanobacteria have been observed 
 Kahru and Elmgren, 2014 , Löptien and Dietze, 2022 ). 
utrophication is a major environmental problem in the 
altic Sea (e.g. Håkanson and Bryhn, 2008 , Savchuk and 
ulff, 2007 ). For managing this marine region, it is crucial 
o develop a better understanding of the primary biogeo- 
hemical processes playing major roles in shaping the en- 
ironment. However, addressing biogeochemical variability 
nd quantitative description of processes is a challenging 
ask due to the complexity of the system. The best strat- 
gy in this type of research is to use in parallel a num- 
er of approaches, such as biogeochemical modeling, satel- 
ite monitoring, in situ observations, and laboratory exper- 
ments with phytoplankton. Each of these approaches has 
ts stronger points and weaknesses. The coupled physical- 
iogeochemical models struggle with the proper represen- 
ation of biogeochemical processes in numerical expres- 
ions. In the real ocean, most processes governing the in- 
eractions between biogeochemical compartments are very 
366 
omplex, vary in space and time and some of them are 
till poorly known (e.g., Dutkiewicz, 2020 ; Munkes et al., 
021 ; Stramska et al., 2020 ). These potential sources of er- 
ors limit the applicability of the models for future projec- 
ions, till the times when model parameters and equations 
an be better determined. Nevertheless, even if the mod- 
ls do not always agree with observations, they are a useful 
ool for testing our understanding of marine biogeochemi- 
al processes. Satellite observations of ocean color and wa- 
er temperature are another important source of informa- 
ion, but they allow us to monitor only the surface layer of 
he sea and there are large gaps in data series due to the
louds. Finally, although in situ observations are necessary 
or a checkup of indirect observations and modeling efforts, 
hey are very time-consuming and costly. Unfortunately, it 
s only possible to collect in situ data at a limited number of
tations and dates. 
The main goal of this paper is to present the results of 

he re-analysis of the existing data sets for the Baltic Sea 
nd to describe the characteristic patterns in Chl variabil- 
ty. Our analysis is focused on the years 2003—2020 when 
egular observations of ocean color with the MODIS AQUA 
re available. Our approach is based on the presentation 
f satellite and in situ observations, as well as some mod- 
ling results. A more detailed discussion of the quantita- 
ive intercomparison of the data sets was published before 
 Stramska et al., 2021 ). In the present paper, our main fo-
us is to show what information can be gained from the ex- 
sting data sets to achieve a better understanding of the 
hl dynamics and the shortcomings in our knowledge of the 
hysical-biogeochemical state of the Baltic Sea. 

. Material and methods 

his article is based on an analysis of oceanographic data 
ets obtained from different sources and, unless stated oth- 
rwise, covers the 18-year-long (2003—2020) time interval. 
e used satellite and model-derived data, as well as data 
rom historical in situ observations, as explained below. 

.1. In situ Chl, SST, and nutrients 

n situ data were downloaded from public databases of the 
nternational Council for the Exploration of the Sea (ICES 
ataset on Ocean Hydrography, https://ocean.ices.dk ). 
or this work, we decided to use data from three stations 
ocated in the open sea and representative of the Baltic 
roper. The geographical positions of these stations are 
isted in Table 1 and displayed in Figure 1 . In situ data
iscussed in this paper include the surface chlorophyll a 
oncentration (Chl), sea surface temperature (SST), as 

https://ocean.ices.dk
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Figure 1 Map showing the geographical location of the Baltic Sea. The crosses indicate the positions of the in situ stations (BY5, 
BY10, and BCSIII), stars indicate the positions of the NCEP gridpoints, and x is the position of the WOA gridpoint. 
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ell as concentrations of dissolved inorganic phosphate 
PHOS), nitrate (NTRA), and nitrite (NTRI). The results are 
uite similar for station BY10 and BCSIII, therefore data for 
tation BY10 are not always shown. Sampling was carried 
ut according to HELCOM protocols ( https://helcom.fi/ 
elcom- at- work/publications/manuals- and- guidelines/ ). 
sually, data were collected monthly or two times in a 
iven month, but sometimes data were missing or collected 
ore often. 

.2. Satellite Chl, Zeu , and SST 

atellite ocean color data presented in this paper in- 
lude surface chlorophyll a concentration (Chl) and eu- 
hotic depth (Zeu ) from MODIS AQUA obtained from NASA’s 
cean Color Web ( www.oceancolor.gsfc.nasa.gov/ ; repro- 
essing version 2021). The variability of Chl concentration is 
iscussed using the standard MODIS retrievals ( Bailey et al., 
006 ; Seegers et al., 2018 ; Scott and Werdell, 2019 ). The 
uphotic depth data product (Zeu ) was based on the algo- 
ithm described in Lee et al. (2007) . Recall, that the eu- 
hotic depth is defined as the depth where photosynthetic 
vailable radiation (PAR) is 1% of its surface value. Our anal- 
sis is based on Level 3 MODIS Aqua data, which were binned 
n an equal-area grid with a nominal 4 km × 4 km resolu- 
ion. The standard ocean color data processing procedures 
pplied by NASA to derive their data products such as re- 
ote sensing reflectance, Chl, and Zeu involve atmospheric 
orrection and removal of pixels with land, ice, clouds, or 
eavy aerosol load prior to calculation of ocean color data 
roducts. 
The satellite SST data series used in this paper are 

art of the National Oceanic and Atmospheric Administra- 
367 
ion (NOAA) daily Optimum Interpolation SST data set. The 
OISST.v2 data are available at the National Centers for 
nvironmental Information (NCEI) website (ncei.noaa.gov), 
nder the name “NOAA Optimum Interpolation 1/4 Degree 
aily Sea Surface Temperature (OISST) Analysis, Version 2”
with doi:10.7289/V5SQ8XB5 ). The same data are also dis- 
ributed at the Physical Oceanography Distributed Active 
rchive Center (PODAAC) of the Jet Propulsion Laboratory, 
ASA. The dOISST.v2 data set has been approved by the 
OAA Climate Data Record (CDR) program as an operational 
limate Data Record (CDR). It meets the definition of CDR 
ut forward by the National Research Council (2004) , as it 
s of sufficient length, consistency, and continuity to de- 
ermine climate variability. These global daily SST records 
one daily value for each pixel), with a spatial resolution 
f 0.25o by 0.25o , have been based on the Advanced Very 
igh Resolution Radiometer (AVHRR) infrared satellite mea- 
urements (Pathfinder from September 1981 through De- 
ember 2005, operational AVHRR from January 2006). The 
nal global data set has been derived by combining satellite 
ST retrievals with SST observations from ships and buoys, 
nd proxy SSTs generated from sea ice concentrations. A full 
escription of data processing methods and comparisons be- 
ween the NOAA dOISST.v2 and in situ data can be found in 
 Banzon et al., 2014 , 2016 ). Note, that the infrared satellite
emote sensing SST algorithms can provide either a skin SST 
f they are based on radiative transfer models or a subskin 
ST if in situ observations have been used to adjust satel- 
ite retrievals. In the dOISST.v2 data set the bias correction 
f the satellite data has been based on data from ships and 
uoys, therefore it should be interpreted as the bulk SST 
 Reynolds et al., 2007 ). In order to apply the correction for
ias, the satellite data have been classified into daytime 

https://helcom.fi/helcom-at-work/publications/manuals-and-guidelines/
http://www.oceancolor.gsfc.nasa.gov/
https://doi.org/10.7289/V5SQ8XB5
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nd nighttime bins and corrected separately using in situ 
ata. Then, all the data have been reanalyzed jointly using 
he optimum interpolation (OI) procedure. The final data 
epresent the daily mean bulk SST values representative for 
he top 1-m surface water layer. 

.3. Model Chl, SST, and MLD 

he model SST, mixed layer depth (MLD), and surface 
hl data used in our analysis have been extracted from 

he Baltic Sea biogeochemical reanalysis data set (BAL- 
ICSEA_REANALYSIS_BIO_003_012) provided by the Coperni- 
us Marine Environment Monitoring Service’s (CMEMS) Baltic 
onitoring and Forecasting Centre (BAL MFC). These re- 
nalysis data have been derived using the ice-ocean NEMO 

Nucleus for European Modelling of the Ocean) model 
 Axell et al., 2019 ; Pemberton et al., 2017 ). NEMO was cou-
led with the biogeochemical model SCOBI (Swedish Coastal 
nd Ocean Biogeochemical model). The horizontal grid res- 
lution is approximately 2 nautical miles (latitude 0.03333 
egrees; longitude 0.05556 degrees), and there are 56 wa- 
er depth levels. The reanalysis applies the Localized Sin- 
ular Evolutive Interpolated Kalman (LSEIK) filter for the 
ssimilation of observational data ( Nerger et al., 2005 ). In 
his paper, SST and Chl data from the years 2003—2019 are 
sed at grid points located at the shortest possible distance 
rom the in situ stations. Data originate from the upper- 
ost available model depth level ( ∼1.5 m). The model also 
rovided estimates of the mixed layer depth (MLD). The 
ixed layer of the ocean is the layer near the ocean sur- 
ace with vertically quasi-homogeneous water properties 
uch as temperature, salinity, and density ( Kraus et al., 
988 ; Lorbacher et al., 2006 ; Niiler and Kraus, 1977 ). The 
ntense vertical turbulent mixing near the surface is the 
ause of the observed vertical uniformity. More details on 
he model setup and performance can be found in the 
RODUCT USER MANUAL Baltic Sea Biogeochemical Reanaly- 
is Product (BALTIC SEA_REANALYSIS_BIO_003_012, CMEMS- 
AL-PUM-003-012 version 2) ( doi:10.48670/moi-00012 at 
ata.marine.copernicus.edu ). 

.4. NCEP data 

o discuss atmospheric forcing, we used meteorological 
ata from the NOAA—CIRES Climate Diagnostic Center 
CEP/NCAR (National Centers for Environmental Prediction 
nd National Center for Atmospheric Research) Reanalysis 1 
roject, which applies a state-of-the-art analysis/forecast 
ystem to assimilate global meteorological data from var- 
ous available sources (including satellite data) from 1948 
o the present. In particular, we utilized the latent and 
ensible heat flux estimates, along with the net longwave 
nd net shortwave radiation estimates, to calculate the net 
eat flux at the sea surface. We also used the wind stress 
ata. NCEP data have coarser spatial resolution than the 
atellite data described above and are provided on a 2.5o 

 2.5o spatial grid. For our work, we used the daily NCEP 
ata from two grid points located in the middle of the Baltic 
ea (near station BY5: NCEP grid point at 56.1893o N, 15o E; 
ear station BCSIII: NCEP grid point at 56.1893o N, 18.75o E, 
ee Figure 1 ). From these data, we calculated monthly and 
ultiyear mean values presented in the Results section. 
368 
.5. River runoff data 

n average, the mean river discharge into the Baltic Sea 
s about 10 times larger than the net freshwater flux 
rom precipitation minus evaporation at the sea surface 
 Leppäranta and Myrberg, 2009 ). Therefore, the runoff
rom rivers is an important component of the freshwa- 
er budget. Rivers bring into the Baltic Sea large amounts 
f dissolved organic matter, suspended sediments and nu- 
rients; therefore, they have a profound effect on the 
cosystem of the sea ( Babin et al., 2003 ; Kowalczuk, 1999 ;
ozniak et al., 2018 ). The river discharge undergoes sig- 
ificant seasonal and interannual variability. The informa- 
ion about rivers presented in our paper is based on the 
aily time series of discharge estimated by the HYPE model 
rovided by the Swedish Meteorological and Hydrographi- 
al Institute (SMHI) ( http://hypeweb.smhi.se/europehype/ 
ime-series/ ). The model has been extensively validated by 
uthors with in situ data. According to the information pro- 
ided on the E-HYPE home website, the model development 
rocedure involves a stepwise, simultaneous calibration ap- 
lied to 116 representative upstream sites with river dis- 
harge observations, manual and remote sensing snow ob- 
ervations and evapotranspiration. Full description of the 
YPE model and results from model validation are given in 
 Donnelly et al., 2016 ). Using model output, we calculated 
aily sums of water and N discharged to the Baltic Sea by 
he 90 largest rivers, and from such data series, we derived 
ultiyear monthly means presented in the Results section. 

.6. World Ocean Atlas data 

o discuss water properties, we also used the World Ocean 
tlas 2018 data (WOA 2018, www.ncei.noaa.gov ) provided 
y the National Ocean and Atmospheric Administration 
NOAA) National Centers for Environmental Information 
NCEI, www.ncei.noaa.gov ). The WOA consists of a climatol- 
gy of fields of in situ ocean properties objectively analyzed 
or the World Ocean ( Boyer et al., 2018 ; Garcia et al., 2018 ).
n this paper, we present climatological monthly means of 
LD and nitrate for a selected grid point located at 55o N, 
.5o E (North Sea). 

. Results 

.1. Time series 

xample time series analyzed in the paper are shown in 
igure 2 and 3 for stations BY5 and BCSIII, respectively. The 
ata are plotted for May in the years 2003—2011. In pan- 
ls (a) of Figures 2 and 3 , time series of modeled mixed
ayer depth (MLD) are compared with satellite-derived eu- 
hotic depth (ZLEE ). Recall, that the euphotic depth is de- 
ned as the water depth where underwater photosyntheti- 
ally available radiation (PAR) decreases to 1% from its sur- 
ace value ( Mobely, 1994 ; Morel, 1988 ). The mixed layer 
epth ( Kraus et al., 1988 ; Lorbacher et al., 2006 ; Niiler and
raus, 1977 ) is used to estimate the depth of the surface wa-
er layer where phytoplankton is being mixed. In classical 
hytoplankton models, if the mixed layer depth is deeper 

https://doi.org/10.48670/moi-00012
https://data.marine.copernicus.edu
http://hypeweb.smhi.se/europehype/time-series/
http://www.ncei.noaa.gov
https://www.ncei.noaa.gov/
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Figure 2 Daily time series at station BCSIII in the months of May 2003—2011: (a) the mixed layer depth (MLD) estimated from 

numerical model and the euphotic depth (ZLEE ) estimated from satellite data; (b) sea surface temperature from model (SSTmod ), 
satellite (SSTsat ), and in situ (SSTin situ ) determinations; (c) in situ nutrient concentrations: nitrate (NTRA), nitrite (NTRI), and 
phosphates (PHOS); (d) model, in situ and satellite derived chlorophyll a concentrations (Chl); (e) the net heat flux and the net 
shortwave radiation flux (nswrs); (f) the wind stress. Data shown in panels (e) and (f) are from NCEP data grid point located at 
56.1893o N, 18.75o E. 

t
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han the euphotic zone the growth of the phytoplankton 
an be limited by too low average light energy available 
or photosynthesis ( Sverdrup, 1953 ). The time series shown 
n Figures 2 a and 3 a indicate some variability in both vari- 
bles, MLD and ZLEE . In general, at station BY5 ZLEE is more 
369 
ften deeper than MLD, than it is observed at station BC- 
III. SSTs from in situ measurements, the model and satel- 
ite estimates are compared in panels (b). The data indicate 
hat every year a consistent increase in SST is observed dur- 
ng the month of May. For each station, there is a reason- 
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Figure 3 The same as in Figure 2 , but data are shown for station BY5. Data in panels (e) and (f) are from NCEP data grid point 
located at 56.1893o N, 15o E. 

a
I
o
n
M
w
s
P

d
a
M
t
p
i
b
t

ble agreement between different kinds of SST estimates. 
n panels (c) of Figures 2 and 3 , the in situ determinations 
f nutrient concentrations are displayed. As can be seen, 
utrient concentrations in the Baltic Sea are already low in 
ay. There is some spatial variability, and nitrates are some- 
hat higher at station BCSIII than at station BY5, but general 
easonal depletion of nutrients is observed at both stations. 
anels (d) present Chl from the model, in situ, and satellite 
370 
eterminations. In situ, Chl determinations are often higher 
t station BSCIII (and BY10 not shown) than at station BY5. 
odel Chl predictions are at times significantly lower than 
he in situ data, more often so at station BCSIII. The im- 
ortant point is that both, the in situ and satellite data, 
ndicate that high Chl values were reached in year 2008 at 
oth stations, despite low nutrient concentration. This fea- 
ure has been entirely missed by model simulations. Finally, 
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Figure 4 Monthly averaged (a) wind stress (b) net heat and net shortwave radiation flux (nswrs), based on NCEP data at grid point 
near station BCSIII (averaged in 2003—2020). 

Figure 5 Monthly averaged (a) SST and (b) nutrient concentrations at station BCSIII, based on data from 2003—2020. 
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n panels (e) of Figures 2 and 3 , the net shortwave radiation 
ux (nswrs) and the net heat flux are shown, while in pan- 
ls (f) the wind stress is displayed. As can be seen, there is 
 significant variability in the daily values of the net short- 
ave radiation flux in May, with the daily values changing 
etween about 100 and 325 W m—2 . Daily net heat flux varies 
etween 36 and 424 W m—2 . Wind stress at this time of the 
ear is usually rather low, below 0.3 N m−2 . We will come 
ack to the discussion of Figures 2 and 3 later in this paper. 

.2. Seasonal cycle 

hysical conditions in the Baltic Sea are undergoing a dis- 
inct seasonal cycle, and this is reflected in phytoplank- 
on dynamics. We will first use the historical data sets to 
riefly illustrate the physical and meteorological situation 
n the Baltic Sea. Figure 4 displays NCEP data at a grid 
oint located near station BCSIII. As can be seen in Figure 4 , 
tmospheric forcing is characterized by strong winds dur- 
ng the fall/winter months with maximum wind stress in 
ecember—January, decreasing to minimum values in the 
ummer (May—July). The net heat flux also displays an ev- 
dent annual pattern, which is in large part driven by the 
nnual cycle in solar insolation, as expected at these lati- 
udes. 
Figure 5 shows the annual cycle of SST (panel a) and nu- 

rient concentration (b) at station BCSIII. Similar patterns 
ere observed at stations BY5 and BY10 (not shown). As we 
an see in Figure 5 , the minimum monthly SST is observed 
n March and the maximum in August. Nutrients become de- 
leted in the spring and remain at very low values through- 
371 
ut the summer. Their concentrations increase in the late 
all to reach maximum values in winter (January and Febru- 
ry), when the water column becomes mixed due to stormy 
eather and when primary production (PP) becomes limited 
y low light levels. 
Figure 6 shows the annual cycle in the mixed layer 

epth, the euphotic depth, and Chl at stations BCSIII, BY5, 
nd BY10. As expected, the MLD reaches a maximum in the 
inter (December—January), and a minimum in the summer 
July). The range of MLD variability is the smallest at station 
Y5, where the maximum monthly MLD in the winter (30 m) 
s about 10—15 meters less than at stations BCSIII and BY10 
40—45 m). Comparison of the MLD with the euphotic depth 
ndicates that MLD becomes about the same as Zeu at station 
Y5 in April, while at stations BCSIII and BY10 this happens 
n May. This suggests that spring phytoplankton blooms 
ight have, on average, better conditions to develop some- 
hat earlier in the season at station BY5 than at the two 
ther stations. At all stations, the monthly MLD has similar 
alues as Zeu till September, while in October MLD again 
ignificantly exceeds the Zeu . Satellite data indicate that 
he annual variability of Zeu is rather weak. This is in agree- 
ent with the fact known from the literature, that Baltic 
ea waters are turbid at all months, due to high concentra- 
ions of dissolved organic matter and suspended sediments 
 Babin et al., 2003 ; Kowalczuk, 1999 ). Among the data sets
iscussed in this paper, the biggest difficulty is the inter- 
retation of Chl data ( Figure 6 c—f). Previous comparisons 
f Chl estimates from different sources showed that in the 
altic Sea, there is still a quite large uncertainty in these es- 
imates (e.g., Stramska et al., 2021 ). Figure 6 shows that on 
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Figure 6 Monthly averaged: (a) (c) (e) the mixed layer and the euphotic depths; (b) (d) (f) Chl estimates. Data in top, middle and 
bottom panels are for station BCSIII, BY5, and BY10, respectively. 

Figure 7 Monthly averaged (a) mixed layer depth and nitrate concentration (NTRA) based on the WOA data in the North Sea 
(55.5 °N, 4.5 °E). (b) Chl concentration at the same location derived from MODIS. Data in panels (a) and (b) were averaged in 
2003—2018. 
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Figure 8 River water and N discharge into the Baltic Sea, based on model data from 2003—2020 (a), large scale monthly Chl a 
from MODIS averaged in 2003—2020 (b). 

Figure 9 Time series of monthly averaged data for the month of April in 2003—2020 at station BCSIII: satellite and in situ Chl (a), 
net heat and nswrs fluxes (b), wind stress (c), sea surface temperature (d), discharge of water and N from rivers into the Baltic Sea 
(e). 
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verage, the lowest monthly mean Chl concentrations were 
btained from the model. Standard satellite Chl retrievals 
ere generally higher than the in situ estimates. More 
etailed quantification of these differences can be found in 
tramska et al. (2021) . In the present paper we want to see 
f, despite divergences in the absolute Chl values in various 
ata sets, any characteristic patterns in the temporal Chl 
ariability can be substantiated. For example, when we 
373 
isually examine the data sets displayed in Figure 6 c,d,f, we 
otice that both in situ and satellite Chl were generally the 
owest in December, January and February, but remained 
elatively high from early spring till October. Probably the 
ost interesting observation is that such high Chl values are 
bserved even in the months when nutrients are depleted 
compare with Figure 5 ). This is in contrast with the long- 
stablished perception of the phytoplankton blooms, where 
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Figure 10 As in Figure 9 , but data are shown for the month of May in 2003—2020. 
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epletion of nutrients is equivalent to a seasonal decrease 
f Chl. 
To illustrate this point we present in Figure 7 a the 
onthly climatology of MLD and NTRA for the North Sea. 
hese data are from the World Ocean Atlas 2018 (WOA2018, 
cei.noaa.gov) ( Boyer et al., 2018 ; Garcia et al., 2018 ; 
ocarnini et al., 2018 , 2019 ). In addition, Figure 7 b 
hows the multiyear monthly climatology of Chl (based 
n MODIS Aqua data oceandata.sci.gsfc.nasa.gov/ 
irectaccess/MODIS-Aqua). The data indicate that open 
orth Sea waters are characterized by a springtime peak 
n phytoplankton concentrations, the pattern is similar 
o that one described as classical phytoplankton blooms 
 Fasham et al., 1990 ; Sverdrup, 1953 ; Wroblewski et al., 
989 ). Key mechanisms underlying this phytoplankton cycle 
an be summarized as follows. In the winter, phytoplankton 
rowth is light-limited, due to low solar angles and deep 
urface mixed layers. In the spring, water stratification, 
igher solar angles, and longer day length cause greater 
ight availability for photosynthesis, enhancing phytoplank- 
on growth rates. Nutrient limitation is an accepted reason 
or the decline of the blooms in late spring/summer, despite 
he high light availability. 
Comparing Figures 5 and 6 with Figure 7 we can note sig- 

ificant differences between the patterns observed in the 
orth and Baltic Seas. The situation in the Baltic Sea does 
374 
ot conform to the classical phytoplankton cycle described 
n the literature, and despite low nutrient levels, we ob- 
erve Chl of 2 mg m—3 and more in the summer. Importantly, 
his notion is supported by both the in situ and the satellite 
bservations, regardless of the differences in the absolute 
hl values in each data set. 
How can one explain this seemingly bizarre observation 

hat in the Baltic Sea phytoplankton can grow when nutri- 
nts are depleted? First, in the Baltic Sea, there are phyto- 
lankton species able to take up N2 from the atmosphere. 
2 fixing filamentous cyanobacteria (such as Aphanizomenon 
os-aquae, Nodularia spumigena , Anabaena) contribute sig- 
ificantly to the primary production (PP) in the Baltic Sea 
 Kahru et al., 2020 ; Löptien and Dietze, 2022 ). Accord- 
ngly, a succession of phytoplankton species during an an- 
ual cycle in the Baltic Sea can be summarized as follows 
 Hjerne et al., 2019 ). Early spring (March, April) blooms are 
sually dominated by diatoms. When nutrient concentra- 
ions decrease, motile phytoplankton (e.g. diverse dinoflag- 
llates) develop, thanks to the fact that it is capable of mi- 
rating vertically and using nutrients from deeper water lay- 
rs. Picocyanobacteria also have an advantage at low nutri- 
nt concentrations in comparison to larger phytoplankton. 
ue to their small size (less than 1 μm) and large surface- 
olume ratio, their uptake of nutrients is more efficient. Fi- 
ally, when dissolved inorganic nitrogen becomes depleted, 
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Figure 11 As in Figure 9 , but data are shown for the month of June in 2003—2020. 
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itrogen fixation by diazotrophic cyanobacteria (primarily 
odularia spumigena and Aphanizomenon sp.) allows them 

o gain advantage and to form extensive blooms in July and 
ugust. As a result, diazotrophic cyanobacteria supply the 
xed nitrogen to other components of the Baltic ecosystem. 
esearch on cyanobacteria and responses of their growth 
ates to environmental conditions has intensified in recent 
ears (see Munkes et al., 2021 and references therein), but 
t is still not well understood what is their exact contribu- 
ion to the total PP and how much nitrogen they supply at 
ifferent times of the year and regions in the Baltic Sea. 
Another justification for the observed high Chl in the 

altic Sea in the late spring-summer may be the existence of 
 continuous supply of nutrients from surrounding land. De- 
ivery of nutrients from land includes nutrients discharged 
y rivers and transported directly from the coast to the sea 
non-point runoff). Non-point runoff is difficult to estimate, 
ut in Figure 8 we present an estimate of the water runoff
rom rivers and how much N is carried by rivers into the 
altic Sea. Using these data, it is possible to make a sim- 
lified estimate of the surplus of nutrients in the MLD due 
o the delivery by rivers. In our simple calculations we as- 
ume that nutrients discharged by rivers are quickly mixed 
ver the entire Baltic Sea, but remain within the surface 
ixed layer. Taking an approximate area of the Baltic Sea 
s 380000 km2 , assuming MLD of 10 m and an average de- 
ivery of 1800 tones of N per day in May (see Figure 8 a),
375 
llows us to estimate that about 0.0338 μmoles of N which 
s added daily to each liter of water. If we assume an MLD
f 5 m, which is often observed in the late spring, it would
mount to 0.0676 μmoles of N per liter of surface water. 
his is not a very large amount, but over the time interval
f one month, it adds up to about 2 μmoles l—1 , which is
bout the same magnitude as the decrease in nitrate con- 
entration observed between March and April due to spring 
hytoplankton bloom ( Figure 5 b). Note, that the findings de- 
cribed here should be treated as an underestimate, as they 
o not take into account the non-point runoff of N from land 
r transport by upwellings. In the future, a numerical model 
ill have to be used to simulate the transport and mixing of 
utrients in the Baltic Sea waters. 
The results presented above support the notion that sig- 

ificant modifications in the numerical models of phyto- 
lankton in the Baltic Sea are required. As we can see in 
igure 5 the modeled Chl does not reflect well the ob- 
erved seasonal cycle of Chl in the Baltic Sea. The reasons 
or why phytoplankton models do not perform well in the 
altic Sea (and in general) are discussed comprehensively 
n Munkes et al. (2021) . The authors discuss the problem by 
valuating and comparing five cyanobacteria models. Four 
f the models are coupled to full ocean circulation mod- 
ls (model CEMBS: Nowicki et al., 2016 ; model ECOSMO II: 
aewel and Schrum, 2017 ; model ERGOM: Neumann and 
chernewski, 2005 , 2008 ; and model SCOBI: Meier et al., 
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Figure 12 As in Figure 9 , but data are shown for the month of July in 2003—2020. 
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011 ). The fifth one is a box model BALTSEM, developed 
o support the Baltic Marine Environment Protection Com- 
ission — Helsinki Commission (HELCOM) and to develop 
he HELCOM Baltic Sea Action Plan ( Savchuk et al., 2018 ). 
unkes et al. (2021) show that the evaluated models dif- 
er substantially in the formulation of biogeochemical pro- 
esses, due to a large uncertainty in quantitative under- 
tanding of these processes. The relationships were being 
djusted based on simple empirical field correlations, valid 
nly in certain situations. The authors conclude that a thor- 
ugh understanding of the physiological responses of phyto- 
lankton to environmental conditions is still lacking. Model 
ssumptions and a mathematical formula, determined with 
 limited number of observations but encompassing multiple 
ariables and interactions, may likely break under changing 
nvironmental conditions. Our results also suggest that im- 
rovements in the model formulations are necessary. This 
an be reached by suitable experimental design for in situ 
nd laboratory biological studies in order to constrain model 
arameters. 

.3. Interannual variability 

ime series of the monthly averaged Chl (panel a), net 
eat and shortwave radiation fluxes (b), wind stress (c), 
ea surface temperature (d), and water and N discharge by 
376 
ivers (d) in the most productive months (April—September) 
re displayed in Figures 9—14 . The most striking example 
f interannual anomaly was observed in April—May 2008 
 Figures 9 and 10 ). We can see that in May of 2008, Chl
oncentration was a few times higher than in the same 
onth of the other years. Unusually high Chl values were 
ecorded in in situ and satellite data at all stations (BY5, 
Y10, and BCSIII), but they were not achieved in the phy- 
oplankton model ( Figures 2 and 3 ). Based on in situ ob-
ervations, this phytoplankton bloom was attributed to 
lternate-stage Prymnesium polylepis (Prymnesiales, Hap- 
ophyta) ( Hajdu et al., 2015 ; Majaneva et al., 2012 ). Species
f Prymnesiales have been reported before to form blooms 
n the Baltic Sea, for example in the Skagerrak and Kattegat 
egion in 1988, 1989, 1994, and 1995. In 1988 such bloom be- 
ame toxic and killed 900 tons of farmed fish on the coast of
enmark, Sweden and Norway ( Skjoldal and Dundas, 1991 ). 
n evaluation of the environmental conditions reported dur- 
ng the development of this bloom has been attempted by 
ajdu et al. (2015) . Our data ( Figures 2—3 , and 10 ) support
heir conclusions, and indicate that the unusually high Chl 
oncentrations observed in 2008 were associated with rela- 
ively low wind stress and high SST in comparison to other 
ears. In addition, abnormally high values of the net short- 
ave radiation, the highest from all the years considered, 
ere observed. This means that phytoplankton cells present 
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Figure 13 As in Figure 9 , but data are shown for the month of August in 2003—2020. 
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n the surface mixed layer were exposed to extraordinarily 
igh solar irradiances. However, such conditions may be fa- 
orable to many phytoplankton types, and it is not clear why 
he competition between different phytoplankton types was 
ained in 2008 by Prymnesiales. 
If we analyze Figures 11—14 , we note that the interan- 

ual variability of Chl in all the other month displayed is also 
vident, although the anomalies are not as spectacular as 
hat in the spring of 2008. The summer phytoplankton com- 
unities are strongly influenced by low inorganic nitrogen 
oncentrations. As a consequence, small-sized and motile 
hytoplankton types dominate primary production, fol- 
owed by intense blooms of large nitrogen-fixing cyanobac- 
eria ( Nodularia spumigena and Aphanizomenon sp.). These 
looms are known to develop in well-stratified surface wa- 
ers, under conditions of high temperature and high solar 
nsolation. It is also believed that the growth of cyanobacte- 
ia is favored by a low DIN/DIP ratio (low dissolved inorganic 
itrogen but not limiting dissolved inorganic phosphate). In 
uch conditions, diazotrophic cyanobacteria have an advan- 
age over other phytoplankton types, but quantitative rela- 
ionships between these factors are still unknown and it is 
ot possible to predict the magnitude and the distribution 
f the annual occurrence of cyanobacteria production and 
ccumulations in different basins of the Baltic Sea. 
377 
Our understanding of cyanobacteria blooms is ham- 
ered by observational difficulties, due to the fact that 
yanobacterial blooms are extremely patchy ( Kutser, 2004 ). 
yanobacterial concentrations often vary by more than 2 
rders of magnitude over the distance of meters. Their 
urface accumulation and vertical structure is often de- 
troyed by research vessels, therefore in situ measure- 
ents can be erroneous. The proof of concept study by 
utser (2004) compared radiometrically calibrated hyper- 
pectral images from Hyperion (30-m spatial resolution) 
ith in situ ship data to show that the patchiness of 
yanobacterial blooms is one of the reasons why quanti- 
ative comparisons between in situ and satellite data dur- 
ng cyanobacteria blooms are difficult. Visible and near- 
nfrared satellite sensors used routinely for monitoring the 
ceans have much coarser spatial resolution ( ∼1 km) than 
yperion. In addition, they do not have sufficient spectral 
esolution to allow to distinguish cyanobacteria from differ- 
nt spectral signatures of other seawater components. Nev- 
rtheless, with some assumptions simplified satellite meth- 
ds have been developed to monitor cyanobacteria blooms 
n the Baltic Sea ( Kahru and Elmgren, 2014 ; Kahru et al.,
020 ). These approaches allow us to estimate the spatial 
rea of the blooms, based on the expectation that high 
eflectance of the sea surface in the open sea in sum- 
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Figure 14 As in Figure 9 , but data are shown for the month of September in 2003—2020. 
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er months indicates a high probability of cyanobacteria 
ccumulations. 

. Conclusions 

n this manuscript, we presented an analysis of the long- 
erm data sets of Chl (in situ, satellite and model). The re- 
ults indicate that: 

— In the Baltic Sea, there is a remarkable annual cycle in 
physical conditions in the water column, driven by sea- 
sonal cycle in atmospheric forcing. 

— The seasonal cycle of Chl concentration does not con- 
form to the pattern known from classical models, with 
low phytoplankton concentration when nutrients are low. 

— In the Baltic Sea, the concentration of Chl is high even 
during the summer months when nutrients are depleted. 
This can be explained by a continuous supply of nutrients 
by runoff from land, as well as by the significant contri- 
bution to primary production by phytoplankton able to 
survive in an environment poor in dissolved nutrients. 

— There is a significant interannual variability in Chl. There 
are many possible cause/effect interactions involved, 
but the data series are still too short to make clear which 
of them are the most important. 

— Unfortunately, the annual cycle and the interannual vari- 
ability in Chl observed in in situ and satellite data are 
378 
not well reflected in biogeochemical numerical models. 
This supports the notion that the expressions included 
in the models to represent biological processes in the 
Baltic Sea will have to be better constrained in the 
future. 
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Abstract The seasonal reversal of ocean circulation associated with seasonal change in the 
direction of prevailing winds and the occurrence of several anomalous events in the Eastern 
Equatorial Indian Ocean (EEIO) make this region dynamic and complex in terms of its biogeo- 
chemical characteristics. Two multidisciplinary cruises were conducted to measure nutrients 
and associated physicochemical parameters across the water column (up to 1000 m) of the 
EEIO during boreal summer and winter monsoons to understand the distribution of nutrients 
and their spatio-temporal variability from a biogeochemical perspective. The seasonality in 
the thermohaline structure of the region is indistinct except for surface salinity drop during 
summer monsoon due to more precipitation on-site and in adjoining areas. Low concentrations 
of chlorophyll at the surface and in the deep chlorophyll maxima represent the oligotrophic 

∗ Corresponding author at: Scientist-F, Ocean Sciences and Technology Division, Ministry of Earth Science (Headquarters), Government of 
India, Prithvi Bhavan, Lodhi Road, New Delhi: 110003 (recently at the Department of the Marine Science of the University of Calcutta, India). 

E-mail address: Sandip.m@gov.in (S.K. Mukhopadhyay) 
Peer review under the responsibility of the Institute of Oceanology of the Polish Academy of Sciences. 

https://doi.org/10.1016/j.oceano.2024.02.005 
0078-3234/© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and hosting by Elsevier B.V. This is an open access 
article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

https://doi.org/10.1016/j.oceano.2024.02.005
http://www.sciencedirect.com
http://www.journals.elsevier.com/oceanologia
mailto:Sandip.m@gov.in
https://doi.org/10.1016/j.oceano.2024.02.005
http://creativecommons.org/licenses/by-nc-nd/4.0/


M. Paul, P. Sanyal, R. Mukherjee et al. 

nature of this region. Surface water was found nutrient-depleted (0.03—0.4 μM Nitrate, 0.02—
0.13 μM Phosphate). The maxima of vertical profiles of nitrate and phosphate were recorded at 
a shallower depth (150—200 m) when compared to its maxima in usual oceanic conditions, but 
a silicate maximum was recorded in deeper water. In the surface and upper mixed layer paucity 
of nutrients resulted in low N:P and N:Si ratios. Therefore, nitrogen limitation is evident. The 
overall ratio of N:P yielded a mean value of 15.33 and matched with the representative lit- 
erature value for the Indian Ocean. The minimum oxygen values ( < 50 μM) in the deep water 
(150—200 m) indicated a hypoxic condition. No signature of denitrification and a moderate ni- 
trate deficit were observed in deep waters. The negative values of Nitrate anomaly (N-tracer) 
at 50—100 m depth were attributed to a Watermass influenced by denitrification. The prevail- 
ing oligotrophic condition caused limited synthesis of organic matter and subsequently little 
decomposition in deep water. The maxima in the apparent oxygen utilization (AOU) profile are 
confined to 150 to 200 m depth and represent the most active zone for regeneration that is 
limited to shallow depth. Regenerated nutrients reached maxima at shallower depth and pri- 
marily control material cycling in this region. Supply of nitrate to the surface water based on 
the preformed values of prevailing water mass was primarily by Bay of Bengal water. According 
to the findings of this study, preformed nitrate concentrations between 100 and 200 metres 
below the surface were found very low, indicating that Indonesian Through Flow (ITF) has little 
impact on the distribution of nutrients in this area. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

issolved nutrients in the oceans play a pivotal role in sus- 
aining life through their involvement in the complex marine 
iogeochemical cycling processes. Among the nutrients, ni- 
rogen and phosphorous are most important for marine pri- 
ary production, but other nutrients like silicate, iron etc. 
re also significant in the oceanic carbon assimilation pro- 
esses. These non-conservative constituents of seawater 
re consumed in the photic zone to support primary pro- 
uction for synthesizing organic matter, which is recycled 
n the water column, supporting grazing and food chains. 
he vertical distribution of nutrients in the ocean is deter- 
ined by their uptake and release, physical processes re- 

ated to shallow and deep vertical mixing and background or 
reformed concentration advected with the water masses 
resent horizontally. The ocean being in a steady state and 
ynamic equilibrium, the combined effect of the above fac- 
ors, builds up the nutrient levels at regional scales which 
re measured as representative in situ concentration and 
etermine the characteristics of the water column. An in- 
ight into the vertical distribution of nutrients in a partic- 
lar oceanic region reveals important information related 
o the biogeochemical significance of the region and the in- 
ernal regulatory process causing such distribution. Oceanic 
hytoplankton fix around 50 Pg C per annum which is 40% 

f the global carbon fixation and they regulate the car- 
on pump of the ocean as well as the CO2 content of the 
tmosphere ( Bristow et al., 2017 ; Falkowski, 1994 ). The 
unlit surface layer is the most important region for pri- 
ary production in the ocean and the abundance of nutri- 
nts here (mainly nitrate) determines the fertility of the 
urface ocean. The potential for primary production de- 
ermines the trophic status of the region, which controls 
he supply and availability of organic matter in the oceanic 
ater column particularly in the surface and mixed layer. 
382 
he available organic matter sets the potential for recy- 
ling and is broken down to regenerate nutrients as well 
s other by-products. Following the above utilization and 
egeneration of nutrients, in general, oceanic surface wa- 
er is nutrient-depleted and marginally increases downward 
n the photic zone. Below the photic zone nutrient concen- 
rations abruptly increase through biotic respiration, which 
emineralizes nutrients that reach maxima in the thermo- 
line region and typically remain stable downward as the 
rganic matter gets exhausted. This chemical mass balance 
s very important in oceanic systems to understand the bio- 
eochemical processes and corresponding changes in nu- 
rient biogeochemistry in the water column. The relative 
nd proportionate involvement of nutrients in the above- 
entioned biological cycle establishes a stoichiometric re- 

ation (N:P ratio) among the nutrients. The molar ratio of 
:P during assimilation or remineralization is typically 16:1, 
hich is similar to the N:P ratio in phytoplankton at large 
patial and temporal scales ( Anderson and Sarmiento, 1994 ; 
arl et al., 1992 ; Redfield 1934 , 1958 ). Deviation from this
toichiometric ratio can give insights into the nutrient lim- 
tation, carbon sequestration, organic remineralization and 
nput-output balance of the nitrogen cycle in the water 
olumn ( Gruber and Sarmiento, 1997 ; Moore et al., 2013 ; 
igman and Boyle, 2000 ; Singh et al., 2015 ). In general, 
n subsurface waters, N:P ratio > 16:1 indicates nitrogen 
ain via fixation, while deep-water values < 16:1 represent 
 deficit in nitrate due to denitrification ( Codispoti et al., 
001 ). Moreover, the status of the marine N cycle can be 
etermined with the help of quasi-conservative tracers N∗

N tracer) which is a linear combination of nitrate and phos- 
hate ( Deutsch et al., 2001 ; Gruber and Sarmiento, 1997 ). A
egative N tracer indicates nitrate deficit through the deni- 
rification process, whereas a positive N tracer indicates ni- 
rogen input via nitrogen fixation. The mean global N tracer 
alue is reported to be approximately −3.5 μM, indicating 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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ean ocean water is deficient in NO3 
− by ∼10% relative to 

O4 
3−. In the Pacific Ocean N tracer is negative throughout 

he water column and decreases with depth, while the At- 
antic has an excess of nitrate (N tracer > 1 μM) throughout 
uch of the thermocline (100—800 m) and returns toward 
he global mean values in deep waters ( Deutsch and We- 
er, 2012 ; Gruber and Sarmiento, 1997 ). In general, at the 
urface, both nutrients are strongly depleted and N tracer 
alues are close to zero ( Deutsch and Weber, 2012 ). 
Large-scale nutrient distribution in the ocean is influ- 

nced by the global circulation pattern ( Broecker et al., 
999 ) through which water masses are positioned at dif- 
erent depths and their preformed nutrient values build 
p background concentration at regional. A preformed nu- 
rient is defined as the concentration of a nutrient origi- 
ally present in a water parcel at the source just before 
he water mass was formed. Preformed nitrate and pre- 
ormed phosphate have been traditionally used as a con- 
ervative tracer to identify water masses involved in global 
hermohaline circulation ( Abell et al., 2005 ; Broecker, 1974 ; 
roecker et al., 1985 ). Moreover, preformed nutrients can 
e used as a proxy for net remineralization of particulate 
rganic matter (POM) and for nutrient biogeochemistry. The 
ertical mixing of the water column is primarily driven by 
wo processes: wind stress, which induces the formation of 
ddies and gyres, and thermohaline circulation, which in- 
olves the upwelling and downwelling of water. Such verti- 
al movements caused depletion and enrichment of nutri- 
nts in certain parts of the water column. The enrichment 
f surface layer nutrients through upwelling enhances pro- 
uctivity and has enormous significance in the global carbon 
ycle. 
The Eastern Equatorial Indian Ocean (EEIO) is charac- 

erized by strong atmospheric convection resulting in large 
ir-sea heat exchange over the Indian Ocean warm pool 
 Horii et al., 2016 ; Schott et al., 2009 ). Several atmo- 
pheric anomalous events like Madden—Julian Oscillation 
MJO), Indian Ocean Dipole (IOD), El Niño-Southern Oscil- 
ation (ENSO) control the dynamics of this region and the 
ubsequent response of the ocean towards these phenom- 
na make this region unique and complex. Moreover, sea- 
onal reversal of wind patterns and associated currents 
argely influence the biogeochemical pump operating in 
he region ( Schott et al., 2001 ). All these physical forc- 
ng processes have a significant impact on the regional bio- 
eochemistry. The thermohaline structure and circulation 
attern are unique in this region and have been studied 
xtensively, but information related to the biogeochem- 
stry of nutrients is not sufficiently available in the lit- 
rature. Moreover, this region receives important water 
asses like Indonesian Throughflow (ITF), Indian central 
ater mass, Arabian Sea water mass and Bay of Bengal 
ater mass. The influence of these water masses partic- 
larly Pacific waters on the nutrient distribution and wa- 
er column biogeochemical processes is a matter of great 
ignificance. 
So, it is evident that the understanding of the distribu- 

ion of nutrients in the highly dynamic equatorial Indian 
cean is essential to have a clear perception of the bio- 
eochemical cycle. This study is focused on the understand- 
ng the distribution of nutrients in the EEIO covering spatio- 
easonal variability and highlighting their significance on the 
383 
iogeochemical perspectives of this region. In addition, the 
hermohaline structure of this region and the influence of 
ater masses on the nutrient characteristics have been ad- 
ressed. 

. Study area 

his study was planned to understand the distribution of nu- 
rients and their biogeochemical dynamics in this region. 
wo multidisciplinary cruises (SSD 025 and SSD 044) were 
ndertaken occupying a north-south transect i.e., from 5 °N 

o 11.2 °S along 91 °E to 101.9 °E during boreal summer and
rom 5 °N to 8.4 °S along 91 °E to 100 °E during boreal win-
er ( Figure 1 ). The area south of the Andaman Sea, border-
ng Indonesia was taken as a representative of the Eastern 
quatorial Indian Ocean. The eastern Indian Ocean is so far 
he least studied region in the Indian Ocean as well as in 
he world ocean. It has some unique characteristics which 
ake this region different from others. It is the part of Indo- 
acific warm pool; this region has a major impact on the 
lobal conveyor belt. In this region Indian Ocean meets the 
acific Ocean through Indonesian through flow. Moreover, it 
s the region of intense Air-Sea exchange which has a direct 
mpact on global climate. 

. Material and methods 

wo multidisciplinary cruises were undertaken in r/v Sindhu 

adhana during boreal summer (July—August 2016) and win- 
er (November—December 2017) bearing cruise numbers 
SD_025 and SSD_044, respectively. A total of 253 water 
amples at 16 CTD stations during July—August (Boreal Sum- 
er monsoon) and 235 water samples in 14 CTD stations 
uring November—December (Boreal Winter monsoon) were 
ollected during these expeditions. 
Water samples were collected from different depths cov- 

ring the upper 1000 m of the water column using a rosette
ampler fitted with Niskin bottles and seabird CTD with tem- 
erature, salinity sensors and fluorometer for chlorophyll- a 
easurement. 
From each Niskin bottle water samples were collected 

n BOD bottles with Penny-head Stopper (125 ml) and in two 
ets of HDPE bottles for dissolved oxygen and nutrients anal- 
ses. Dissolved oxygen was analyzed onboard using the Win- 
ler method with the help of a Metrohm auto-titrator unit 
model no. 865 Dosimat plus) with a precision of ±0.013 
l/L. One set of nutrient samples was analysed onboard 
or nitrate ( ±0.1 μM in the range of 0—5 μM, ±0.2 μM in
he range 5—10 μM, and ±0.5 μM in the higher concentra- 
ion range), nitrite ( ±0.02 μM), phosphate (relative preci- 
ion ±15% at the low level 0.2 μM, at the medium level 
.9 μM ±5% and at the high level 2.8 μM ±2%) and silicate
precisions of ±4% at 4.5 μM, ±2.5% at 45 μM and ±6% 

t the 150 μM level) following standard analytical meth- 
ds ( Grasshoff et al., 2009 ). Duplicate samples for nutri- 
nts were stored at —20 °C. In the shore laboratory, 20% 

f the preserved samples were analysed for all the above- 
entioned nutrients randomly using an auto-analyzer to 
rosscheck the accuracy of the analytical method. The rel- 
tive error for both measurements in the same sample was 
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Figure 1 Map showing sampling stations (a) during July—August, 2016 (Cruise SSD_025, Boreal Summer) and (b) November—
December, 2017 (Cruise SSD_044, Boreal Winter). 
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ound to be below 1.5%. Based on the results of the bio- 
eochemical parameters several indices were calculated as 
iven below. 
Apparent Oxygen Utilization (AOU) was calculated as 

he difference between saturation oxygen concentration 
nd observed in situ oxygen concentration according to 
arcia and Gordon (1992) and following the modifica- 
ion reported in the Weiss (1970) solubility equations and 
enson and Krause (1984) solubility coefficients. 
Regenerated nutrients (nitrate and phosphate) were cal- 

ulated as the difference between observed nutrients and 
reformed nutrients using the following equation, 

pf = Nm −
(
AOU / R−O2 / N 

)
, 

here Npf is the preformed value, Nm is the measured ni- 
rate concentration, AOU is the apparent oxygen utilization, 
nd R-O 2 /N is the stoichiometric ratio of oxygen consumption 
o nitrate regeneration during respiration of sinking POM 

 Abell et al., 2005 ; Park, 1967 ). 
The nitrate anomaly (N-tracer) was calculated using 

he following equation ( Deutsch et al., 2001 ; Gruber and 
armiento, 1997 ): 

 − tracer = Nitrate −16 ×Phosphate + 2. 9 μmol kg−1 . 

Temperature and salinity were recorded using respec- 
ive sensors fitted to the Sea-bird CTD system. Initially, 
ll the cast data were recovered from Seasave V 7.23.2 
nd further processing was performed using Seabird data 
rocessing V 7.23.2 software following standard protocol. 
alinity values were calculated through conductivity. After 
alibration, the accuracy for conductivity was found to be 
0.00025 S/m. The temperature sensed by CTD probes was 
lso calibrated following standard procedures and accuracy 
f measurement was found to be ±0.001 °C. All the plots 
nd profiles have been made using Ocean Data View soft- 
are ( Schlitzer and Mieruch-Schnülle, 2019 ). 
384 
. Results 

.1. Thermohaline structure and distribution of 
elevant variables of water column (1000 m) 

epth profiles of temperature and salinity in the EEIO during 
ummer monsoon (SM) and winter monsoon (WM) are shown 
n Figure 2 . An overlap of temperature profiles during both 
onsoons indicates that seasonal differences in the temper- 
ture distribution in the upper 1000 m of the water column 
re negligible. However, salinity profiles indicate that the 
pper 400 m of the water column exhibit a seasonal differ- 
nce with lower surface salinity being recorded during SM 

32.1—34.15) than WM (33.54—34.76). Vertical plots show- 
ng distributions of temperature and salinity during both 
onsoons are presented in Figure 2 . The thermocline (D23) 
oes deeper ( ∼120 m) at the equator, which is further ex- 
ended to both sides covering 4 °N—4 °S and 2 °N—7 °S during
M and WM, respectively. The uplift of the thermocline is 
vident both north and south of the equator during both 
easons with the shallowest ( ∼60 m) depth at beyond 7 °S 
uring the WM. Shoaling of isotherm (23 °C) is evident on 
oth sides of the equator particularly 5 °N ( ∼90 m), 4 °S to
 °S ( ∼100 m) and beyond 8 °S (80—90 m) during summer,
hile during winter it was prominent beyond 7 °S ( ∼60 m). 
urface salinity at the equator and both the north and south 
ides was observed to be slightly higher during the WM than 
n the SM. The vertical distribution of DO in the EEIO during 
M and WM is shown in Figure 3 a—c. Surface waters exhib- 
ted values over 200 μM during both seasons and the depth 
f the oxycline (characterized by the isoline of 110 μM) ex- 
ibited large spatial variability over both the northern and 
outhern regions of the EEIO. Oxycline follows the thermo- 
line in these regions i.e., it deepens and shoals on both at 
he equator during both seasons. 
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Figure 2 Vertical distribution (200 m) and depth profiles (1000 m) of temperature and salinity in the EEIO. Where, (a) and (b) 
represents temperature during summer monsoon and winter monsoon, (d) and (e) represents salinity during summer and winter 
monsoon, (c) and (f) represents depth profiles of temperature and salinity respectively. The dashed (continuous) line represents 
profiles for summer (winter) monsoon. 

Figure 3 Vertical distribution (200 m) and depth profiles (1000 m) of dissolved oxygen ( μM) and AOU ( μM). (a) and (b) repre- 
sents, dissolved oxygen during summer and winter monsoon respectively, (c) depth profile of dissolved oxygen. (d) and (e) AOU 

during summer and winter monsoon, (f) depth profile of AOU. The dashed (continuous) line represents profiles for summer (winter) 
monsoon. 
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The Ɵ-S diagram shows a scattered nature encompass- 
ng the thermohaline variability at sampling points on both 
ides of the equator. The Ɵ-S diagram and DO overlay on Ɵ- 
 are presented in Figure 4 a—b). A high salinity water mass 
as found to exist within the depth range 50—130 m be- 
ween 3 °S—8 °S during SM which was seen to extend to 3 °N
o 2 °S during the WM Figure 3 d—e). Southward to 8 °S low
alinity surface and subsurface water mass with lower sub- 
urface temperature are evident. A low oxygen ( < 50 μM) 
ater mass was found below 120 m between 5 °N—2 °N during 
oth seasons, which was also recorded to have high salinity. 
Chlorophyll- a in the EEIO during SM and WM is presented 

n Figure 5 a—b. Near-surface waters of EEIO exhibit low 

oncentrations of chlorophyll- a during both monsoons. The 
eep chlorophyll maximum (DCM) with chlorophyll- a val- 
es ranging from 0.75 to 1.0 mg/m3 was restricted to 50—
5 m during both the monsoon seasons. A prominent and 
ontinuous DCM was recorded during the WM in contrast 
385 
o SM. During SM chlorophyll- a concentration was found to 
e low and discontinuous (0.2—0.75 mg/m3 except at 9 °S) 
ompared to WM where chlorophyll- a concentration was 
arginally higher and continuous (0.3—0.8 mg/m3 , maxi- 
um ∼1 mg/m3 at 4—5 °N). At the equator, chlorophyll con- 
entration in the DCM was found to be very low ( < 0.25
g/m3 ). 
The vertical distribution of nitrite in the water column 

s presented in Figure 5 c—d. Throughout the water column, 
ery low concentrations (0—0.1 μM) were observed, except 
t depths between 50—100 m where higher concentrations 
 ∼0.2 μM) were observed. The nitrite maximum zone (50—
00 m) with high nitrite concentration (0.5—0.75 μM) was 
bserved at 4 °N, 4—5 °S, 7 °S, 9 °S during SM and 4—3 °N, 3—
 °S during WM, while at the equator nitrite concentration 
t such depths was found to be much lower during both the 
easons. An association of nitrite maxima and DCM is clearly 
isible in this region. 
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Figure 4 Potential temperature — salinity ( Ɵ-S) diagram of EEIO overlaid with (a) depth (m), (b) dissolved oxygen ( μM). 

Figure 5 Vertical distribution of chlorophyll- a (mg/m3 ) and Nitrite up to 200 m depth, where (a), (c) represents summer monsoon 
and (b), (d) represents winter monsoon respectively. 
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.2. Distribution of nutrients and their ratios 

epth profiles of nutrients (nitrate, phosphate and silicate) 
re shown in Figure 6 . The surface water in this region was 
ound to be strongly depleted in nutrients with less than 1 
M nitrate, 0.1—0.5 μM phosphate and ∼1.5 μM silicate in 
he upper 50 m during both seasons. Nutrient values start 
ncreasing in the depth interval 100—200 m. A similar ob- 
ervation was made by Harms et al. (2019) in their study 
n the southern Indian Ocean (2.98 °—8.81 °S), where they 
ound increasing nutrient concentrations from 90 m and 
386 
axima of > 20 μM for nitrate and > 1.5 μM for phosphate
n the thermocline zone before they attain their maxima 
t greater depth. Nitrate concentration was recorded to be 
round 10—18 μM at 100—200 m, 30—35 μM at 200—700 m 

nd stabilized at a maximum value of around 40 μM below 

00 m. Phosphate concentration at the depth of 50—200 m 

as found to be 0.5—1 μM during SM, whereas during WM 

t was slightly lower (0.4—0.8 μM). Further down (200—600 
), phosphate concentration ranged between 1.75—2.25 μM 

nd 1.5—2.25 μM during SM and WM respectively. However, 
uring WM north of the equator phosphate concentration 
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Figure 6 Vertical distribution (200 m) and depth profiles of nirate (a,b,c), phosphate (d,e,f) and silicate (g,h,i), where, (a,d,g) 
represents summer and (b,e,h) represents winter monsoon, respectively. The dashed (continuous) line represents profiles for sum- 
mer (winter) monsoon. 
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as lower (1.5—2 μM) within the depth range 200—600 m, 
xcept between 2—3 °N (phosphate concentration > 2.25 
M). Beyond 700 m phosphate concentration was found to 
ary between 2.25—3.0 μM during both seasons. 
The silicate concentration increased to 20—30 μM within 

he depth range of 200—400 m from low near-surface values 
nd continued to rise to 1000 m, reaching up to 60 μM. The 
aximum values for silicate were observed in deeper wa- 
ers, unlike nitrate or phosphate. Marginally higher nutrient 
alues during WM, particularly for phosphate and silicate, 
ere recorded during SM below the MLD ( Figure 6 f,i). 
The distribution of the nutrients on both sides of the 

quator did not exhibit any distinct heterogeneity. The nu- 
ricline is observed to be at shallower depths going further 
way from the equator. The uplift and shoaling of nutri- 
line is uniformly noticed for all nutrients at 4 °—6 °S and 
 °—10 °S and 5 °N to 4 °N during summer season. During win-
er monsoon nitrate and silicate, distribution showed equiv- 
lent trends of shoaling from 5 °N to 2 °N and beyond 8 °S,
owever, a diffused pattern of shoaling is recorded on both 
ides of the equator in the contours of phosphate. 
The scatter plot of silicate vs. nitrate is presented in 

igure 7 c. The regression line showed an exponential fit 
R2 = 0.9363). It is evident that in the concentration range 
p to approx. 35 μM for both the nutrients maintained 
ore or less N:Si = 1. However, beyond 35 μM concentra- 
ion though the increase in nitrate values is minimal silicate 
bruptly increases to attain much higher values in deep wa- 
er. 
Figure 7 b shows the scatter plot of NO3 

— and PO4 
3— by 

ombining data from both the seasons. The N:P ratio can be 
iscerned from this plot as the slope of the regression line 
hat was to be 15.33 (R2 = 0.846) (excluding near-surface 
387 
alues). Near-surface waters exhibit a very low N:P ratio 
s both the nutrients in the near-surface are only sparingly 
vailable. Also, the concentration of NO3 

— at low ratios of 
:P in the surface layer during both seasons goes to zero 
efore PO4 

3—-P. At higher values of NO3 
— and PO4 

3— the N:P 
alues show in general, a positive deviation from the re- 
ression line except for a few points at the maximum range 
hich showed a negative deviation. 
The N:P ratio in the EEIO during both monsoons is pre- 

ented in Figure 7 a. In general, the ratio showed lower val- 
es in the upper layer up to 100 m but stabilized to around
5:1 beyond that point to further deep waters. The profiles 
or both seasons were found to be overlapping within the 
ixed layer and up to 200 m but a marginally lower ratio
14:1) was recorded during SM in the deeper waters with 
igher nutrient concentrations. The deficiency in the stoi- 
hiometric levels of nitrate was further analyzed by com- 
uting quasi-conservative tracer N∗ (N tracer) and the ver- 
ical profile is shown in Figure 7 d. N tracer showed positive 
alues in the deep waters beyond 200 m with the highest 
alues (1 μM during SM and 3.5 μM during WM) at around 
00 m depth. However, N tracer was negative (0 to —2 μM 

uring SM and 0 to —1.5 μM during WM) in the upper layers.

.3. Apparent oxygen utilization, nutrient 
e-mineralization and conservative tracers 

o get an insight into the organic matter mineralization and 
ts impact on the distribution of nutrients, the variation of 
pparent Oxygen Utilization (AOU) across the depth is pre- 
ented in Figure 3 d—f. Surface water AOU during both mon- 
oons (0—60 m and at equator ∼100 m) was found to be neg-
tive except for the region between 5 °N to 3 °N where AOU
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Figure 7 Depth profiles of (a) NO3 /PO4 ratio, (b) scattered plot of nitrate Vs phosphate, (c) scattered plot of silicate vs. dissolved 
inorganic nitrogen (DIN), (d) depth profile of N tracer, (e) profiles of regenerated fractions of nitrate, (e) Profiles of regenerated 
fractions of phosphate in the EEIO to 1000 m depth. 

w
l
1
2
t

n
a
i
i
g
F
p
s
a
f
v

f
c
a
t
f
1
a
μ

f
r
o
i
t

a
c
l
f
w

5

5

T
l
l
b
s
2
s
m
t
t
t
e
2
t
w
m
a
w
t
r

as found to be higher during the WM. Below the mixed 
ayer ( > 150 m) AOU values were found to vary between 
50—200 μM and high values were found much deeper (200—
50 m) at the equator. The low oxygen zone below 120 m be- 
ween 5 °N—2 °N showed the highest AOU values ( > 200 μM). 
Considering the relationship of oxygen consumption to 

utrient regeneration caused by biological oxidation and 
dopting the proposed ratio of 1:16:106:138 for P:N:C:O, 
nsight could be gained into the recycling of the nutrients 
n the water column. The vertical distribution of the re- 
enerated fractions of nitrate and phosphate is shown in 
igure 7 e—f. The maxima in regenerated nitrate and phos- 
hate were found within the depth range 60—120 m and 
igma- Ɵ range 23—24 indicating an active zone for miner- 
lization of POM. The regeneration of nutrients continued 
urther downwards maintaining around 80% of the maximum 

alue. 
The regenerated part of the nutrients being subtracted 

rom the measured values represents preformed nutrient 
oncentrations and such values across different isopycnal 
ttributes the ambient nutrient concentration of the wa- 
er masses before it had sunk at its origin. At the sur- 
ace (BBW) preformed nitrate and phosphate are found 
.747 ±0.5 μM and 0.270 ±0.05 μM respectively. Whereas 
t MLD (ITF) it is found low (performed nitrate, 0.944 ±0.4 
M and 0.504 ±0.08 μM) compared to the surface. The pre- 
ormed nutrients (nitrate and phosphate) values and their 
atios with measured nutrient concentration along with 
ther relevant characteristics of the water masses present 
n the EEIO are presented in Table 1 . The ratio of measured 
o preformed nitrate and phosphate values was found 0.51 
388 
nd 0.97 for the BBW surface water. However, such ratios in- 
rease to 7.3 for nitrate and 1.4 for phosphate at the mixed 
ayer contributed by ITF. Beyond the mixed layer, this ratio 
or both nutrients was stabilized between 3.5 to 4.5 for the 
ater masses present in such depths. 

. Discussion 

.1. Water masses and productivity status 

he observed thermal structure of the water column and 
ack of seasonality is typical for the equatorial region. The 
ow salinity recorded in the surface layer during SM is driven 
y high precipitation and freshening by advection of low 

alinity waters from the Bay of Bengal (BoB) ( Perigaud et al., 
003 ; Vinayachandran and Nanjundiah, 2009 ). The sea- 
onality in the surface DO distribution can be attributed 
ainly to the semi-annual changes in physical forcing over 
his region. Well-oxygenated surface water is mainly from 

he Bay of Bengal water (BBW) which is less saline and 
ransported to EEIO by Ekman transport from the north- 
astern Bay of Bengal ( Mamayev, 1975 ; Sengupta et al., 
006 , 2013 ). Surface water DO values typical for the equa- 
orial region which further stabilized to moderate values 
ithin 200 m depth indicate slow oxygen loss and a slow 

ineralization of organic matter. The deeper thermocline 
t the equator and subsequent upliftment (shallower) to- 
ards the north and south direction is caused and main- 
ained by the tropical instability waves as well as equato- 
ial waves ( Evans et al., 2009 ). The similar variability in 
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389 
he distribution of oxycline is primarily influenced by the 
ariable thermocline and hydrodynamic settings of the re- 
ion. Near-surface water (0—50 m) was found to be low 

aline and well oxygenated (180—225 μM) and based on 
he Ɵ-S characteristics it was identified as the Bay of Ben- 
al water (BBW). Whereas, from the literature, we found 
he mixed layer water (Sigma- Ɵ 23—23.5) is influenced by 
TF waters from south of Java ( Emery and Meincke, 1986 ; 
akarim Salvienty et al., 2019 ). At about 100 m DO con- 
entration was found to be high (75—100 μM) and low (25—
0 μM) at the same density levels (Sigma- Ɵ 25—27.5) indi- 
ating the presence of different water masses at the same 
epth. At the northern terminal (5 °N—1 °N) of our sampling 
oints, we found low DO (25—50 μM) corresponding to high 
alinity (35—35.1) between 200—800 m depths which re- 
embles the characteristics of North Indian Central Water 
ass (NICW). South of 1 °N, DO concentration was seen to 

ncrease (75—100 μM) and the corresponding salinity de- 
reased (34.6—34.9) which resembled the Ɵ-S characteris- 
ics of the Australasian Mediterranean water (AAMW). The 
ater-Masses prevailing in the EEIO have been described in 
he literature ( Mamayev 1975 ; Sengupta et al., 2006 , 2013 ;
verdrup et al., 1942 ; Tomczak and Godfrey, 2003 ; You and 
omczak, 1993 ) and their characteristics like salinity, tem- 
erature, density and DO have been assigned in Figure 4 a—
. A similar kind of salinity and water-mass distribution 
n this region was shown by Tomczak and Godfrey (2003) . 
he upper layer of the water column in the EEIO comprises 
ICW, ICW, and AAMW which were identified in a different 
ange of sigma- Ɵ levels (25.7, 26.7, 26.9, 27.1, and 27.3) 
 You and Tomczak, 1993 ). 
The low chlorophyll- a concentration both at the surface 

nd the DCM is indicative of an oligotrophic ocean with 
ow productivity potential. Such a condition subsequently 
ould cause less regenerated nutrients at depths due to a 
ower supply of organic matter for remineralization. Previ- 
us studies have reported primary productivity in this region 
o be below 73—90 gC m—2 yr—1 compared to the equato- 
ial Pacific (180 gC m—2 yr—1 ) and other regions of upwelling 
180—3600 gC m—2 yr—1 ) ( Millero, 2013 ). 

.2. Trophic status and biogeochemical 
erspectives of nutrients 

urface waters of the EEIO contain very low nitrate (from 

.03 to 0.4 μM) and phosphate (from 0.02 to 0.5 μM), which 
urther implies that oligotrophic conditions prevail at the 
urface resulting in limited primary production. Concentra- 
ions below 0.7 μM for nitrate and 0.3 μM for phosphate 
roduce nitrate and phosphate deficit cells and thereby re- 
uce primary productivity ( Millero, 2013 ). Moreover, nitra- 
line (1 μM isoline corresponding to 0.4 μM of phosphate) 
xtended from ∼50 m to 100 m reinstates very low (olig- 
trophic) nutrient concentration in the mixed layer. Surface 
aters of this region being of BoB origin, which was also re- 
orted to be oligotrophic at both the eastern and the west- 
rn parts ( Sarma et al., 2016 ) contribute further to the olig-
trophy in the EEIO. Such oligotrophic status of the BoB is 
he result of strong salinity-controlled stratification in the 
ear-surface due to large precipitation during SM and sub- 
equent huge freshwater inputs from various rivers (Ganges, 
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rahmaputra, Godavari, Irrawadi, Mahanadi, Krishna, etc.) 
 Rao et al., 1994 ; Shetye et al., 1991 ; Shetye, 1993 ;
nger et al., 2003 ). Moreover, the riverine inputs are re- 
orted to be deficient in nutrients and particularly inorganic 
itrogen was found to be almost (91%) exhausted in the 
iverine supply before entering BoB ( Sarma et al., 2016 ). 
n the near-surface waters of the equatorial Indian Ocean 
long 77 °E and 83 °E Sardessai et al. (2010) also reported 
ow nitrate and phosphate concentrations within the ranges 
.01—1.77 μM and 0.02—3 μM, respectively. In the equato- 
ial Pacific similar oligotrophic status of the surface water 
as reported by Rodier (1997) . The very low N:P ratio in the 
urface layer represents insufficiency of both nutrients indi- 
ating oligotrophic condition and similar observations were 
eported by several researchers previously ( Deutsch et al., 
007 ; Sarmiento and Gruber 2006 ). Moreover, extremely low 

alues of nitrate at the surface as well as low N:P and N:Si 
atios indicate nitrogen limitation in the upper layer (0—50 
) of EEIO ( Painter et al., 2017 ). Depth profiles of nitrate 
nd phosphate during SM and WM exhibit an increasing trend 
n the concentration of both nutrients below the surface 
ayer indicating the effect of organic matter respiration and 
ineralization nutrients in the thermocline and deeper wa- 
ers. The maxima values of nutrients (35—40 μM nitrate and 
.25—3.0 μM phosphate) at shallower depth (200—300 m) 
ould be the result of limited supply and early exhaustion 
f organic matter in the water column as well as shallow 

hermocline in the oligotrophic equatorial region. 
The classical N:Si:P ratio ( Redfield, 1934 , 1958 ) is 

6:15:1, which is maintained through the biological partic- 
late cycle involving the consumption and release of nutri- 
nts. The nitrate vs. silicate scatter plot showed uniform 

alues for both nutrients in the first part of the cluster dots 
ill nitrate levels reached maxima indicating their similar- 
ty in the biochemical composition of particulates and the 
ature of the re-mineralization process. However, after ex- 
austion of the nitrogenous matter decomposition, the ni- 
rate levels became stable but through sustained siliceous 
atter decomposition, the silicate levels increased result- 

ng in an exponential trend for cluster dots at high values of 
oth nutrients. 
The nitrogen metabolism processes occurring in the wa- 

er column like nitrogen fixation, nitrification and den- 
trification, influence such ratios to vary from standard 
alue. The regression line of the N:P plot ( Figure 7 b) had 
 slope of 15.33, which is close to the Redfield ratio and 
atches with the overall Indian Ocean representative val- 
es ( Millero, 2013 ). A cluster of low N:P values is found 
long the axis of phosphate till its 0.5 μM concentration 
oint having negligible nitrate which clearly exhibits nitro- 
en limitation in the surface layer. In the depth profile of 
:P very low and varying values are recorded in the sur- 
ace mixed layer indicating the low concentration of these 
utrients and their uptake in the photic zone for primary 
roduction. However, the value of N:P was stabilized to the 
ean value at around 100 m and the same is maintained in 
he deep waters beyond that point, which represents the 
ack of influence of the characteristic nitrogen metabolism 

rocess on the N:P values in the region. The marginally 
ower N:P values in deep waters during SM caused due 
o slightly higher phosphate concentration observed during 
ummer though nitrate values remained unchanged season- 
390 
lly. Such disparity may be the result of higher decomposi- 
ion of organo-phosphorous compounds yielding more phos- 
hate during summer favoured by the marginal difference 
n temperature at such depths. 
In general, positive deviation of N:P ratios from the re- 

ression line ( Figure 7 b) at higher values of both nutri-
nts in the deep waters indicates the sufficiency of ni- 
rate and ruled out its utilization as the oxidant for or- 
anic matter mineralization or could be caused by changes 
n preformed nutrients. Deviation from the Redfield stoi- 
hiometric ratio has been reported by many researchers 
or different basins like the Arabian Sea ( Codispoti et al., 
001 ; Sen Gupta et al., 1976 ), subtropical Southern In- 
ian Ocean ( Harms et al., 2019 ), Eastern Indian Ocean 
 Sardessai et al., 2010 ). The nitrogen metabolism processes 
ccurring in the water column like nitrogen fixation, nitrifi- 
ation and denitrification, influence such ratios to vary from 

tandard value. The observed N:P ratio at such depths in 
he case of the Arabian Sea was reported to be 12.81 and 
ttributed to the denitrification process ( Codispoti et al., 
001 ; Harms et al., 2019 ; Sen Gupta et al., 1976 ). Posi-
ive N tracer values beyond 100 m to deep waters during 
oth seasons also underline the sufficiency of nitrate. How- 
ver, during summer N tracer values are negative below 600 
 but much above the range of values ( < —3 μM kg−1 ) re-
orted for water column denitrification in the oxygen min- 
mum zones of the Arabian Sea, eastern tropical north and 
outh Pacific ( Gruber and Sarmiento, 1997 ). The oxygen val- 
es at such depth of EEIO varied around 50 μM, which fur-
her ruled out utilization of nitrate for organic matter min- 
ralization. The nitrite values in the water column recorded 
ery low levels and carry no signature of nitrite accumula- 
ion in the hypoxic deep waters. At the depth of around 100 
 just below the DCM, a prominent peak at a low range in
he profile of nitrite, corresponding to the ubiquitous pri- 
ary nitrite maximum, is known to arise from the oxida- 
ion of NH4 

+ and/or excretion by phytoplankton ( Lomas and 
ipschultz, 2006 ). At the depth of the DCM (50—100 m) N 

racer showed negative values indicating a deficit in ni- 
rate in the well-oxygenated mixed layer. This deficit may 
e attributed to the prevailing water masses at such depth 
ith an influence of the Arabian Sea denitrified waters. A 
imilar observation highlighting the influence of the wa- 
er mass on N tracer in the Southern Ocean was made by 
arms et al. (2019) . 

.3. Nutrient regeneration and preformed 

utrients in water masses 

he mixed layer and the DCM have negatively impacted 
OU with low to moderate values which reinstate the lim- 
ted organic matter synthesis and subsequently lower its 
vailability in the water column in the EEIO. Such features 
ed to low or moderate intensity of organic matter recy- 
ling in the water column and thereby lesser AOU values in 
he deep waters. The maximum regenerated nutrients ob- 
erved within 150—200 m depths is the most active miner- 
lization zone, which indicates early and shallow depth re- 
eneration occurring in this region. Such shallow depth re- 
eneration has also been reported by Ono et al. (2001) in 
he Bermuda Atlantic time series study (BATS), where they 
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ound the highest remineralization rate at ∼120 m depth. 
aufkötter et al. (2017) mentioned shallower regeneration 
n low latitudes and deeper regeneration in higher latitudes 
hile explaining the impact of oxygen and temperature on 
emineralization of organic matter. At the depth of regen- 
ration maxima, both nitrate and phosphate concentrations 
re primarily (80—100%) contributed by regenerated forms. 
his indicates that regenerated nutrients play a significant 
ole in controlling the primary production in the region. The 
reformed or background nutrients showed differential con- 
ributions in the water column of the region. The measured- 
o-preformed ratio (0.51) of nitrate in the surface water in- 
icates a significant contribution of nitrate in the prevail- 
ng water mass, which, based on the thermohaline charac- 
eristics, has been assigned as BBW. Though BBW has been 
eported to be nutrient-depleted, particularly of nitrogen 
 Sarma et al., 2016 ), such a low level acts as a source of ni-
rates to the nutrient-poor surface layers of EEIO. However, 
his contribution of phosphate to the surface water was 
ound to be insignificant. The very low level of preformed 
utrients there, by the high measured-to-performed ratio in 
he deeper water column (100—200 m), signifies the exten- 
ive regeneration of nutrients and negligible contribution 
hrough prevailing water mass. The thermohaline character- 
stics of the water mass at such depth (Sigma- Ɵ = 23—24) 
ndicate the presence of Indonesian Through Flow waters 
ITF), which enter through Lombok Strait and maintain pro- 
onged northwestward flow within the South Java Current. 
he ITF spreading in the Indian Ocean is mainly associated 
ith the South Equatorial Current (SEC) ( Gordon, 1997 ) but 
he circulation and interaction of ITF with the water masses 
nd the current system in the Indian Ocean are poorly un- 
erstood ( Makarim et al., 2019 ). Makarim et al. (2019) also 
tated that ITF-source water in the mixed layer (Sigma- 

= 23—23.5) of off Sumatra is present at 70—90 m depth 
ith 34.5—35 salinity and 22—25 °C temperature. However, 
he ITF fraction in this region is very low (0.24). So, this re- 
ion is impacted by ITF to a lesser degree. The low values 
f preformed nitrate in the less ITF-impacted water mass 
n this region point to the nitrogen being depleted or ex- 
austed. Moreover, the complex and unique bathymetry of 
he narrow passages along the ITF pathways in the Indone- 
ian Seas generates strong tidal mixing ( Koch-Larrouy et al., 
007 ; Ray and Susanto, 2016 ; Sprintall et al., 2014 ), alter- 
ng the Pacific water properties. The nutrient-depleted sta- 
us of the upper thermocline water along the ITF outflow 

assages (Lombok, Ombai and Timor) has been reported by 
aufiqurrahman et al. (2020) . So, the influence of ITF on 
he nutrient values is insignificant or minor, however, this 
rea is an active zone for organic matter decomposition, 
hus it can be hypothesized that some allochthonous supply 
f organic matter comes through ITF influencing augmented 
utrient regeneration ( Kehinde et al., 2023 ). Further down, 
he preformed values in the water masses were moderate 
nd reached a stabilized ratio with measured nutrients re- 
ecting their uniform contribution. 

. Conclusion 

ased on our observation of nutrients and related physico- 
hemical parameters in the EEIO, we attempted to look into 
391 
he spatiotemporal variability of nutrients and some aspects 
f their biogeochemical cycling in the upper 1000 m water 
olumn. Surface water (0—50 m) in our study region (5 °N 

o 11.2 °S along 91 °E to 101.9 °E during Boreal summer and
rom 5 °N to 8.4 °S along 91 °E to 100 °E) was found to be olig-
trophic, especially bio-limiting for nitrogen. Maximum val- 
es of all nutrients were observed at shallower depths com- 
ared to typical open ocean profiles. The regression line of 
he N:P plot has a slope of 15.33 consistent with previous 
eports from the Indian Ocean. Negative values of N tracer 
ccurred between 50—100 m presumably due to an excess 
f phosphate over nitrate, a regional signature produced by 
enitrification in the Arabian Sea. A positive deviation in 
he N:P ratio at deep waters indicates sufficient nitrogen. 
oreover, higher concentrations of regenerated nitrate and 
hosphate within the depth range of 150—200 m indicate 
hallow mineralization, which is a characteristic of less pro- 
uctive oligotrophic oceans. The influence of ITF on the nu- 
rient values is found to be insignificant in this region. More- 
ver, it can be hypothesized that some allochthonous supply 
f organic matter coming through ITF influence augmenting 
utrient regeneration. 
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Abstract Coastal upwelling along the SE Baltic Sea coast is a common feature, especially dur- 
ing the warm season. It significantly lowers sea surface temperature (SST) in the coastal areas, 
and, therefore, may be responsible for modifying meteorological conditions in those coastal 
areas, where upwelling is most frequently observed. This study aims to assess the effect of 
coastal upwelling on the air temperature at the south-eastern coast of the Baltic Sea based 
on long-term period observations (2002—2021) from coastal hydrometeorological stations and 
satellite data. Overall, our study revealed that due to its high frequency and spatial extent, 
upwelling is responsible for lowering the mean summer season SST of the SE Baltic Sea coast 
by about 1 °C. And even though upwelling is a short-term event, upwelling-induced SST drop 
results in cooling air temperatures in the coastal areas, i.e., the mean air temperatures during 
upwelling are typically 2−4 °C lower than before. It was also observed that upwelling is favour- 
ing the development of advective fog. Thus, sudden changes in meteorological parameters 
during upwelling can have versatile effects on various socio-economic activities. The results of 
this study contribute to the understanding of upwelling feedback onto the lower atmosphere 
and, therefore, are important for advancing the accuracy of weather forecasts that are needed 
for coastal communities, including marine and coastal industries. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

oastal upwelling, i.e., a vertical flux of water moving up- 
ards at the coast ( Leppäranta and Myrberg, 2009 ), is a 
ell-known oceanographic phenomenon. There are several 
pwelling systems existing throughout the global ocean, 
ome of them are year-round features, while others occur 
n a seasonal basis ( Kämpf and Chapman, 2016 ) whereas 
n other regions, a sporadic occurrence of wind-driven up- 
elling events might be observed ( Rossi et al., 2014 ). 
ost pronounced regions of upwelling cover the coasts of 
eru, Chile, the Arabian Sea, southwestern, southern, and 
astern Africa, eastern New Zealand, and the California 
oast ( Bakun, 1990 ; Garcia-Reyes et al., 2015 ; Mann and 
azier, 2005 ). Due to the uplift of nutrient-rich deeper wa- 
ers to the surface ( Ray et al., 2022 ), upwelling systems are 
ssociated with increased pelagic productivity ( Jacox et al., 
018 ; Reddin et al., 2015 ) and can influence higher trophic 
evels directly through exposure to physical and chemical 
ignatures of the deeper ocean (e.g., higher salinity, lower 
emperature, oxygen concentration, and pH) ( Aguirre et al., 
018 ; Jacox et al., 2018 ). Sea surface temperature (SST) 
as a high impact on various atmospheric variables such 
s air temperature and wind speed ( Holt et al., 2007 ). 
hrough the upwelling-induced changes of SST, upwelling is 
lso known to influence the coastal weather as the over- 
ying air becomes chilled, contributing to the formation of 
og banks ( Diffenbaugh et al., 2004 ; Garrison, 2009 ). The 
ntensification of fog development and onshore flow during 
he summer months due to upwelling may in turn lead to de- 
reased temperatures and increased moisture flux over land 
 Snyder et al., 2003 ). On the other hand, cold upwelling 
aters also imply the reduction of evaporation, therefore, 
pwelling periods might be associated with precipitation 
ecline ( Ali et al., 2011 ; Aman et al., 2018 ). Major up-
elling systems might even contribute to the development 
f a semi-arid/desert climate, as, e.g., is the case along the 
oast of the cold Peru-Chile Current, with upwelling being 
ne of the factors controlling the climate of the Atacama 
esert ( Houston, 2006 ; Ritter et al., 2019 ). 
Coastal upwelling is also quite frequently observed in 

he enclosed or semi-enclosed seas such as the Baltic Sea 
 Bychkova and Viktorov, 1987 ; Lehmann et al., 2012 ). The 
altic Sea, in particular, is located in moderate latitudes, 
here the temperature contrast varies significantly with 
he seasons. Thus, the upwelling varies from strong in 
he spring and summer to weak or non-existent in the 
inter in terms of SST changes ( Mann and Lazier, 2005 ). 
he occurrence of upwelling in winter produces stronger 
ecords in salinity and currents than in water temper- 
ture ( Suursaar, 2021 ). Several studies have shown that 
n the Baltic Sea “warm” wintertime upwelling exists, 
eakening ice formation and enhancing lake-effect pre- 
ipitation ( Kowalewska-Kalkowksa and Kowalewski, 2019 ; 
uursaar, 2021 ; Suursaar and Meitern, 2021 ). Although due 
o high cloudiness over the Baltic in winter and weaker ther- 
al stratification winter upwelling is not as easily detected 

n thermal infrared satellite data as during the warm sea- 
on ( Kowalewska-Kalkowska and Kowalewski, 2019 ). Dur- 
ng a warm season, Baltic Sea upwelling becomes fre- 
uently visible almost all along the coast, depending on 
revailing wind conditions ( Lehmann and Myrberg, 2008 ). 
395 
altic Sea coastal upwelling received considerable at- 
ention in the scientific literature (e.g., Bychkova and 
iktorov, 1987 ; Dabuleviciene et al., 2018 , 2020 , 2023 ; 
ehmann et al., 2012 ; Myrberg and Andrejev, 2003 ; 
iboupin and Laanemets, 2009 ; Zhurbas et al., 2008 ). Ac- 
ording to previous studies, wind-driven coastal upwelling 
s an important mesoscale phenomenon of the Baltic Sea, 
specially during the warm season, redistributing heat and 
alt in the coastal regions ( Laanemets et al., 2011 ) that
ight also drastically change the euphotic layer temper- 
ture and nutrient conditions ( Vahtera et al., 2005 ). Up- 
elling was also found to trigger changes in the phyto- 
lankton community, productivity, and species composition 
 Kratzer et al., 2011 ; Laanemets et al., 2004 ; Lips and
ips, 2010 ; Nommann et al., 1991 ), and to have an im-
act on the temporal dynamics of fish abundance and com- 
unity composition ( Dabuleviciene et al., 2023 ). In addi- 
ion, the formation of upwelling fronts modifies the ver- 
ical stratification and turbulent regime in the marine- 
tmosphere boundary layer, resulting in a change in the 
urface wind stress and direction in the coastal zone 
 Gurova et al. 2013 ; Haapala, 1994 ; Kozlov et al., 2012 ;
proson and Sahlee, 2014 ). It was also noted, that during the 
ummer-time holiday season, coastal upwelling might also 
egatively impact tourist areas due to the rapid drop of wa- 
er and air temperatures nearshore ( Lehmann et al., 2012 ). 
n addition, sudden air temperature changes might have sig- 
ificant implications for human health, even increasing risks 
f non-external mortality ( Guo et al., 2011 ). 
However, despite the numerous studies of upwelling im- 

act on the marine environment in the Baltic Sea, there is 
elatively little information regarding upwelling influence 
n coastal weather. Our focus here is, therefore, to anal- 
se the coastal upwelling influence on meteorological con- 
itions with the main focus on air temperature, and, conse- 
uently, its possible impacts on socio-economic activities in 
he coastal region. 

. Material and methods 

.1. Study site 

he Baltic Sea is a landlocked shelf sea ( Kuliński and Pemp- 
owiak, 2011 ) connected to the North Sea via narrow Danish 
traits. The coastal area of the Baltic Sea is typically quite 
hallow (20—40 m) and relatively large, thus playing a spe- 
ific role here ( Leppäranta and Myrberg, 2009 ). During the 
arm period, the sea is characterized by the development 
f pronounced vertical stratification with a strong seasonal 
hermocline from May to September. 
Our study site covers part of the south-eastern (SE) Baltic 

ea region and represents the Lithuanian Baltic Sea coastal 
aters ( Figure 1 ). 
As can be seen in Figure 1 , the coastline of the study

ite (SE Baltic Sea) is oriented so that northerly and north- 
asterly winds favour upwelling development here, thus 
oastal upwellings are rather frequently observed in the re- 
ion (e.g., Dabuleviciene et al., 2018 ; Lehmann and Myr- 
erg, 2008 ; Lehmann et al., 2012 ). The Klaipeda Strait 
ivides the Lithuanian coast of the Baltic Sea into two 
ections: a 51.03 km long section on the Curonian Spit 
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Figure 1 Map of the study site in the SE Baltic Sea. 
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southern part) and a 38.49 km long mainland (northern) 
ection ( Bagdanavičiūtė et al., 2015 ). Curonian Spit coast- 
ine is oriented in the NE direction with an azimuth angle of 
0 °—45 °, while the mainland coast is relatively straight and 
s oriented in the N direction. 
According to the detailed upwelling study 

 Dabuleviciene et al., 2018 ), coastal upwelling at the 
E Baltic Sea coast occurs about four times per warm 

April—September) season covering about 16% of its dura- 
ion. The majority of the events are observed between May 
nd August peaking in July. The typical upwelling-induced 
ST drop here is about 2—6 °C with the maximal values 
eaching up to 10—14 °C. 

.2. Data analysis 

n our study, we performed a joint analysis of remotely 
ensed sea surface temperature data from Terra/Aqua Mod- 
rate Resolution Imaging Spectroradiometer (MODIS) and in 
itu air temperature, wind, and fog data from hydrometeo- 
ological stations for the period of 2002—2021. Terra/Aqua 
ODIS Level 2 SST maps with a spatial resolution of about 
 km ( Brown and Minnett, 1999 ) were obtained from the 
pen-access NASA OceanColor website ( http://oceancolor. 
sfc.nasa.gov/ ). Satellite SST images were processed us- 
ng the ESA BEAM and ArcGIS software. Upwelling events 
ere identified using the 2 °C threshold (temperature drop 
2 °C relative to ambient waters) as described in previous 
tudies ( Dabuleviciene et al., 2018 ; Lehmann et al., 2012 ). 
n situ daily air temperature data were retrieved from 

hree coastal hydrometeorological (HMS) stations along- 
396 
ide the Lithuanian seashore (Nida, Klaipeda, and Palanga) 
nd from Palanga Aviation meteorological station (Palanga 
MS), which is located less than 2 km distance from the 
altic Sea coast. Additionally, fog data from Klaipeda HMS 
nd Palanga AMS together with the information from Me- 
eorological Aerodrome Reports (METAR) at Palanga Air- 
ort were used. For synoptical weather situation analyses 
urface pressure charts from the Deutscher Wetterdienst 
 https://www1.wetter3.de/archiv_dwd_dt.html ) were also 
sed. To assess the upwelling influence on the mean summer 
eason (June—August) and monthly mean water tempera- 
ures we used all available satellite images with minimum 

loud coverage covering 20 years of observations and iden- 
ified SST images containing signatures of coastal upwelling. 
isual inspection was used to eliminate cloud-covered im- 
ges with about 1200 satellite images processed in total, 
rom which 840 cloud-free satellite images were used to 
nalyse SST variability during periods when no upwelling 
as present and with upwelling events included. Mean sea- 
onal and monthly water temperatures were calculated with 
ll available SST maps (denoted as “Mean monthly/summer 
ST” in Figure 2 ) and excluding upwelling-affected SST maps 
denoted as “Mean monthly/summer SST (upwelling ex- 
luded)” in Figure 2 ). 
For the assessment of upwelling influence on meteoro- 

ogical conditions air temperature data 3 days before the 
pwelling and during the period when upwelling was present 
t the location close to the coastal HMS (distance from the 
ea: Nida — 2000 m, Klaipeda — 400 m, Palanga — 1300 
) were used. The daily mean temperature was calculated 
rom two available measurements (morning and afternoon) 

http://oceancolor.gsfc.nasa.gov/
https://www1.wetter3.de/archiv_dwd_dt.html
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Figure 2 Seasonal (a—b) and monthly (c—h) mean SST of the SE Baltic Sea coast and Curonian Lagoon from MODIS Aqua/Terra 
2002—2021. 
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er day. Upwelling-induced air temperature drop ( �Tair ) 
as defined as a difference between the mean air tempera- 
ure 3 days before upwelling and mean air temperature dur- 
ng upwelling. 33 upwelling events were used in the analysis 
ith 41 concurrent pairs of SST and air temperature mea- 
urements from three coastal stations analysed (events in 
ay = 11, June = 9, July = 11, and August = 11). To better
llustrate the upwelling influence on coastal weather sev- 
ral case studies were chosen for more detailed analysis. 
ind speed and direction data sampled at a height of 10 m 

t the Nida, Klaipeda and Palanga coastal HMS were used 
397 
or the analysis of the upwelling-favourable meteorological 
onditions. 

. Results 

.1. Upwelling impact on coastal SST 

 comparison of the mean seasonal and monthly SST val- 
es when upwellings were present, and excluding upwelling 
vents was performed. Study results show that due to its 
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Figure 3 The minimum, maximum, mean, and median values of the air temperature difference and SST difference before and 
during upwelling in different months. Boxplots indicate 25—75% percentiles. 
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requent nature and spatial extent upwelling has a suffi- 
iently significant effect on the water temperature in the 
oastal areas ( Figure 2 a—h) reducing mean summer season 
STs. The difference between water temperatures derived 
t three sampling points (N-1, K-1, and P-1) when upwelling- 
ffected SST maps were excluded and the mean SST val- 
es derived from all available multi-year summer months 
ST maps (sampling points N-2, K-2, and P-2) suggests that 
ue to upwelling, SST was about 0.7—0.8 °C lower at Nida 
nd Palanga, while in Klaipeda the difference was smaller, 
bout 0.2 °C ( Figure 2 a—b). However, when analysing SST 
ifferences during different months we can see that for 
xample, in June, SST differences were somewhat bigger 
nd reached 1.2 and 2.9 °C in Nida and Palanga, accord- 
ngly, when again, in Klaipeda, the difference was smaller, 
bout 0.6 °C. 

.2. Air temperature changes 

nalysis of air temperatures before and during the upwelling 
vent showed that upwelling-induced SST drop might result 
n the mean air temperature during upwelling being 2—4 °C 

ower than before ( Figure 3 ). In May and June mean differ- 
nce between air temperature before and during upwelling 
 �Tair ) was about 2.5 °C, although in some cases air temper- 
ture during upwelling was recorded to be slightly higher 
han before, i.e., by about 0.5—1.5 °C. The biggest SST and, 
onsequently, air temperature drops were observed in July, 
ith an average SST drop of around 5.3 °C, and 3.5 °C lower 
ir temperatures during upwelling periods. In August SST 
nd air temperature change during upwelling was slightly 
maller, 3.2 °C and 2.7 °C, respectively. 
However, there were particular cases when a significant 

rop in water temperature resulted in a much more pro- 
ounced lowering in air temperature. Figure 4 , consisting 
f air and water temperature profiles and wind data at 
laipeda and Nida hydrometeorological stations together 
398 
ith satellite SST maps, shows how an upwelling-induced 
ignificant drop in water temperature resulted in an air tem- 
erature drop. A more detailed analysis of this event shows 
hat on 3 June water and air temperatures at Klaipeda HMS 
ere relatively high, 20.7 and 21.3 °C, accordingly, while at 
ida both were lower, i.e., the average water temperature 
f 16 °C and air temperature of 20.6 °C. On 4 June a more sig-
ificant drop in water temperature (from 16 to 11.5 °C) was 
bserved at Nida followed by an air temperature decrease 
o 15.5 °C. Upwelling signatures were visible along the en- 
ire Lithuanian coastline, except near Klaipeda, where a 
arm water plume from the Curonian Lagoon was present 

 Figure 4 c). However, even though on 4 June water tem-
erature at Klaipeda HMS remained relatively high (19.7 °C) 
ue to warm plume waters, the upwelling-induced SST drop 
SSTs as low as 9—12 °C) in the surrounding coastal areas, 
ot affected by the plume, already resulted in cooling of 
he air temperature, as air temperature records of 4 June 
howed. In situ water temperature records and satellite SST 
ap on 5 June showed that the plume was no longer present 
t Klaipeda, and the opposite situation occurred, i.e., the 
nflow of upwelling-affected marine waters was influencing 
he northern part of the Lagoon ( Figure 4 c) followed by the
urther reduction of air temperature at Klaipeda. The daily 
verage air temperatures reached only 10.3 °C on 5 June 
ith an even further reduction to 8.8 °C on 6 June. The same
attern was observed at Nida, i.e., on 6 June water temper- 
tures were as low as 9.8 °C with a mean air temperature of
nly 11.1 °C. 
Upwelling favourable winds prevailed up until 13 

une with some fluctuations to southerly directions ob- 
erved on 7—8 June, which also resulted in water tem- 
erature, and, accordingly, air temperature variability 
 Figure 4 a—b). Analysis of this upwelling case showed that 
n average ( ±standard deviation) SST 3 days before up- 
elling was 19.9 ±0.7 °C while during upwelling it was only 
0.1 ±1.2 °C, consequently, the air temperature decreased 
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Figure 4 In situ water temperature (Twater ), air temperature (Tair ) and wind direction/speed changes recorded at Klaipeda and 
Nida hydrometeorological stations on June 2016 (a—b); and MODIS Aqua/Terra satellite SST maps of the SE Baltic Sea and Curonian 
Lagoon (c—d). 
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rom 19.6 ±3.8 °C (3-days before upwelling average) to 
1.6 ±0.9 °C during the upwelling period. 

.3. Case studies of different upwelling events 

or the further analysis of the upwelling influence on air 
emperature, we investigated several case studies when up- 
elling was observed not along the entire coastline but only 
t certain sections ( Figure 5 ) and compared air temperature 
nd SST data at 3 coastal hydrometeorological stations. As 
an be seen from Figure 5 and Table 1 , providing more de- 
399 
ailed characteristics of air temperature and SST during se- 
ected upwelling events, at the coastal stations, where up- 
elling was present not only SST, but the air temperatures 
ere also lower. As expected, upwelling led to a decrease 
n air temperature. In addition, a more detailed analysis 
f these cases allowed us to better understand how local 
hort-term SST changes are reflected in meteorological con- 
itions. 
In the July 2010 upwelling event ( Figure 5 a) it is seen

hat due to slightly different coastal orientation, the sig- 
atures of upwelling were observed at the coastal section 
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Figure 5 MODIS SST maps depicting different upwelling cases in the SE Baltic coast together with daily mean air temperatures 
( Tair , ◦C ), and wind speed and direction at different locations. 

i
n
w
h
c
2
a
t
(
i
g
fl
p
2
n
t
t

r
(
t
e
a
w
a  

n
r
f
e
m
A
b
P
t

n the vicinity of Klaipeda and Palanga, while they were 
ot observed at Nida. In turn, SST in Klaipeda and Palanga 
as around 17 °C, while in Nida it was around 20 °C. The 
igher average air temperature was also observed at Nida 
oastal station. A similar situation occurred in September 
008 ( Figure 5 b), where upwelling was present at Klaipeda 
nd Nida, making water temperatures on average 2 °C lower 
han in Palanga and much lower air temperature as well 
 Table 1 ). Another interesting upwelling case was recorded 
n May 2012 when a warm water plume from Curonian La- 
oon was clearly evident in SST maps ( Figure 5 c). Such out- 
ow of the water from the lagoon resulted in water tem- 
eratures at the Baltic Sea coast near Klaipeda to be around 
—4 °C higher than at the upwelling affected areas south and 
orth of Klaipeda Strait and, at the same time, observed air 
emperature at Klaipeda was on average about 2 °C higher 
han in Nida or Palanga ( Table 1 ). 
400 
During the case in July 2013, upwelling signatures were 
ecorded at coastal areas near Klaipeda and Palanga 
 Figure 5 d). A more detailed analysis of this event showed 
hat SST values in the upwelling-affected waters were on av- 
rage around 14 °C with air temperatures of about 14—15 °C 

t Klaipeda and Palanga. While at Nida, where upwelling 
as not present, average water and air temperatures were 
bout 16 °C and 17 °C, accordingly ( Table 1 ). The most sig-
ificant drop in water temperature during this event was 
ecorded on 24 July, reaching values as low as 12 °C, thus 
avouring the formation of the marine fog. Observational 
vidence of the sea fog in this period was identified in the 
easurements in Klaipeda and Palanga HMS and Palanga 
MS. The in situ data show that the mist, lowering visi- 
ility to 3000—5000 m at Klaipeda and to 1900—5000 m at 
alanga was already recorded in Klaipeda and Palanga sta- 
ions during the night-time from 23 to 24 July with relative 
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Figure 6 Photograph illustrating the fog during an upwelling event at Palanga coast on 24 July 2013 (©Alvydas Ziabkus, lrytas.lt). 

Table 1 Descriptive statistics (mean ±standard devia- 
tion) of air temperature (Tair ) and SST during different up- 
welling events. 

Date Station Tair SST 

23—26 09 2008 Nida 12.9 ±1.6 11.1 ±0.5 
Klaipeda 9.4 ±0.9 11.5 ±0.3 
Palanga ∗ 15.7 ±1.2 13.4 ±0.3 

04—09 07 2010 Nida ∗ 21.4 ±1.6 19.9 ±0.6 
Klaipeda 19.9 ±1.8 17.3 ±2.4 
Palanga 20.4 ±0.9 16.9 ±0.9 

01—03 05 2012 Nida 7.7 ±1.1 6.7 ±0.8 
Klaipeda ∗ 9.82 ±2.0 10.5 ±0.6 
Palanga 8.1 ±2.3 8.3 ±1.1 

22—25 07 2013 Nida ∗ 17.2 ±1.1 15.8 ±1.3 
Klaipeda 14.6 ±1.3 14.2 ±1.6 
Palanga 14.7 ±1.7 14.3 ±0.5 

∗ Locations, not affected by upwelling are indicated with 
asterisks. 
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umidity reaching 100% at the airport. On 24 July the warm 

ir front moved across Lithuania and over the upwelling- 
ffected Baltic Sea waters. As a result, thick advective fog 
egan to form in the coastal areas ( Figure 6 ). Meteorolog- 
cal Aerodrome Reports (METAR) from Palanga airport also 

howed that at 09:50 UTC the cloud base descended to as d

401 
ow as 30 m and very thick fog with intensity from 800 m to
50 m was recorded in the airport. 

. Discussion 

requent occurrence of upwelling events in the semi- 
nclosed basin, such as the Baltic Sea, may allow 

pwelling-induced SST changes to have significant feedback 
nto the lower atmosphere ( Sproson and Sahlee, 2014 ). 
here are many papers briefly describing the Baltic Sea 
pwelling influence on meteorological conditions of a 
arm season through a decrease in air temperature, re- 
uced wind speed, or increased frequency of summer 
ogs ( Dabuleviciene et al., 2018 ; Lehmann et al., 2012 ; 
eppäranta and Myrberg, 2009 ; Sproson and Sahlee, 2014 ; 
uursaar, 2020 ). However, to our knowledge, not many de- 
ailed analyses on upwelling impacts on air temperature 
ased on long-term observational data in the Baltic Sea ex- 
st. Therefore, our focus was to estimate the upwelling in- 
uence on air temperature during the warm season in the 
oastal areas of the SE Baltic Sea coast using both, in situ 
nd satellite data. 
Analysis of remotely-sensed SST data revealed that up- 

elling is responsible for lowering the seasonal mean SST 
f the SE Baltic Sea coast by about 1 °C. However, during 
ome upwelling events, short-term sea surface temperature 
rops might be very significant, resulting in very low SST 
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alues, atypical for the given months. For example, during 
he major upwelling event that was recorded in July 2006, 
pwelling associated SST drop was reaching as low as 5—7 °C 

n the upwelling core, as satellite SST data has shown, and 
ven in the coastal stations’ records the lowest tempera- 
ures recorded were 9.7 °C in Klaipeda, 9.4 °C in Palanga, 
nd 7.5 °C in Nida. This specific event was described in more 
etail by Dabuleviciene et al. (2018) , demonstrating how 

he marine-atmosphere boundary layer (MABL) is adjusted 
o the sudden drop of water temperature, i.e., the cooling 
f the surface water resulted in an air temperature drop 
f around 10 °C with the wind speed over the cold water in 
he upwelling region being significantly reduced as the MABL 
tratification became more stable. 
The results of this study indicate that the typical air tem- 

erature drop during upwelling events is about 2.5—3.5 °C 

nd is in agreement with the numerical modelling results 
erformed by Sproson and Sahlee (2014) . In their study, 
nalysing the importance of coastal upwelling to the mean 
ummer conditions over the Baltic Sea, it was shown that 
n the active upwelling sites mean 2 m air temperature 
ifferences of up to 2 °C might be observed with slightly, 
.e., by up to 0.25 m s−1 reduced wind speeds ( Sproson and 
ahlee, 2014 ). In this study, it is also briefly mentioned that 
he direct feedback on air temperature from the air-sea 
uxes associated with coastal upwelling could also cause 
 change in the surface-specific humidity ( Sproson and 
ahlee, 2014 ). Cooling of the SST and the occurrence of 
ot air over the coastal area are conditions for fog appear- 
nce during the warm season ( Lewis, 2003 ; Samelson et al., 
021 ). This is what we have found analysing the coastal up- 
elling case that took place in July 2013, i.e., air humidity 
eaching up to 100% followed by a development of very thick 
dvective fog in the coastal areas. This particular event re- 
eived special attention in the media as well, and, accord- 
ng to the media article in lrytas.lt ( Ziabkus, 2013 ), very 
ow visibility caused by sudden fog disturbed the work of 
ifeguards on the Palanga coast as it was impossible to mon- 
tor the water from the lifeguard coastal stations ( Figure 6 ). 
pwelling-induced sudden development of marine fog was 
lso damping visibility, thus, causing dangerous situations 
or recreational fishermen, making it difficult to find a way 
ack to the shore. In this case, even the rescue services had 
o be appointed. 
In addition, the upwelling-favoured development of in- 

ense fog events could also have implications for the ac- 
ivities in the coastal airports. According to the Aeronauti- 
al Information Publication of Palanga Airport ( EYPA, 2022 ), 
ow visibility procedures are established for take-off at 
alanga International Airport when the Runway Visual Range 
RVR) value limitation is from 350 m to 250 m. There- 
ore, during this event, dangerous weather conditions for 
viation with RVR reaching only 200 m were recorded at 
alanga airport. In addition, such events may also disrupt 
perations in Port of Klaipeda, as in the case of dense 
og, vessels are instructed to wait at Outer Roads until 
he entrance is permitted, also the pilot service is sus- 
ended ( Terminal Information Book, 2020 ). Not consider- 
ng upwelling-induced changes in the SST, air temperature, 
ind speed, and cloudiness can lead to inaccuracies in fog 
orecasting ( Samelson et al., 2021 ). In turn, sudden and un- 
orecasted fogs could have implications for the activities of 
402 
oastal airports and seaports more often when upwelling is 
resent. 
The analysis also showed that the distribution patterns 

f SST during upwelling along the Lithuanian coast might 
iffer due to different coastal configurations and local hy- 
rodynamical features. For example, the coastal section 
rom Klaipeda to Palanga is oriented almost straight to 
he north while the Curonian Spit coast, where Nida sta- 
ion is located, is oriented slightly to the northeast. Con- 
equently, during some cases, upwelling was observed not 
long the entire coastline. In addition, the coastal plume 
rom the Curonian Lagoon is another common dynamic fea- 
ure along the Lithuanian coast ( Vaiciute et al., 2012 ). 
herefore, upwelling fronts along the SE Baltic Sea coast 
ight be quite often accompanied by the freshwater plume 

 Dabuleviciene et al., 2020 ), disturbing the continuity of up- 
elling at the SE Baltic Sea coast near Klaipeda. Accord- 
ngly, our results have shown that monthly mean and sea- 
onal mean SSTs during summer months were higher in the 
uronian Lagoon plume zone, diminishing the upwelling ef- 
ect. Analysis of different upwelling cases also showed that 
pwelling-induced SST differences can result in local air 
emperature changes at sections of the coast that are af- 
ected versus unaffected by upwelling even if the distance 
etween those sites is relatively short (20—40 km). Under- 
tanding the effect of coastal upwelling on meteorologi- 
al conditions is also beneficial to advance the accuracy of 
oupled ocean-atmosphere forecast models and to improve 
eather forecasts. 
Furthermore, even though coastal upwelling effects on 

ir temperature are typically small, this can still have some 
ersatile effects. For example, lower air and water temper- 
tures can influence the summer holiday season and neg- 
tively impact particular touristy areas ( Lehmann et al., 
012 ). A study by Guo et al. (2011) analysed the relation-
hip between temperature and human health and found that 
ir temperature changes of more than 3 °C between neigh- 
ouring days, regardless of whether the change was neg- 
tive or positive, could result in adverse impacts on hu- 
an health. But, at the same time, lower air temperatures 
esulting from coastal upwelling may locally mitigate the 
verheating effects of heatwaves, which, under warming 
limates, started to occur in increasing intensity in Europe 
 Suursaar, 2020 ) having severe impacts on ecosystems and 
ocieties ( Rousi et al., 2022 ). 

. Conclusions 

n this study, the results of the coastal upwelling influence 
n meteorological conditions with a focus on air tempera- 
ure in the SE Baltic Sea coast are presented. The analysis 
howed that coastal upwelling was responsible for lower- 
ng the mean summer season SST of the SE Baltic Sea coast 
y about 1 °C, although, during distinct summer months, 
he upwelling effect can be even stronger lowering mean 
STs up to 3 °C in some locations. It was also found that
pwelling-induced SST drop results in cooling the air tem- 
erature, thus, mean air temperatures during upwelling 
ere found to be on average 2−4 °C lower than before, drop-
ing down by up to 10 °C during extreme upwelling events. 
he largest air temperature drop was observed during up- 
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elling events taking place in July. A more detailed analy- 
is of separate upwelling cases also showed that upwelling 
avours the development of advective fog in the coastal ar- 
as. The results of this study contribute to the understand- 
ng of air temperature response to the sudden drop in water 
emperature, which is an important parameter for various 
ocio-economic activities such as tourism, and even human 
ealth aspects. Insights on upwelling-favoured intensifica- 
ion of fog formation that were also discussed in this study 
re valuable for more accurate weather forecasts and are 
mportant for coastal communities, including marine and 
oastal industries. 
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uliński, K., Pempkowiak, J., 2011. The carbon budget of the Baltic 
Sea. Biogeosciences 8, 3219—3230. https://doi.org/10.5194/ 
bg- 8- 3219- 2011 

aanemets, J., Kononen, K., Pavelson, J., Poutanen, E.L., 2004. 
Vertical location of seasonal nutriclines in the western Gulf of 
Finland. J. Marine Syst. 52, 1—13. https://doi.org/10.1016/j. 
jmarsys.2004.03.003 

aanemets, J. , Vali, G. , Zhurbas, V. , Elken, J. , Lips, I. , Lips, U. ,
2011. Simulation of mesoscale structures and nutrient transport 
during summer upwelling events in the Gulf of Finland in 2006. 
Boreal Environ. Res. 16, 15—26 . 

ehmann, A., Myrberg, K., 2008. Upwelling in the Baltic Sea — A 
review. J. Marine Syst. 74, S3—S12. https://doi.org/10.1016/j. 
jmarsys.2008.02.010 

ehmann, A., Myrberg, K., Hoflich, K., 2012. A statistical approach 
to coastal upwelling in the Baltic Sea based on the analysis 
of satellite data for 1990—2009. Oceanologia 54 (3), 369—393. 
https://doi.org/10.5697/oc.54-3.369 

eppäranta, M., Myrberg, K., 2009. Physical Oceanography of the 
Baltic Sea. Springer-Verlag, Berlin, Heidelberg. https://doi.org/ 
10.1007/978- 3- 540- 79703- 6 . 

ewis, J., 2003. Sea fog off the California coast: Viewed in the 
context of transient weather systems. J. Geophys. Res. 108. 
https://doi.org/10.1029/2002jd002833 

ips, I., Lips, U., 2010. Phytoplankton dynamics affected by the 
coastal upwelling events in the Gulf of Finland in July—August 
2006. J. Plankton Res. 32, 1269—1282. https://doi.org/10. 
1093/plankt/fbq049 

ann, K.H., Lazier, J.R.N., 2005. Vertical Structure in Coastal 
Waters: Coastal Upwelling Regions. In: Dynamics of Marine 
Ecosystems, Blackwell Publ., 118—161. https://doi.org/10. 
1002/9781118687901.ch5 

yrberg, K. , Andrejev, O. , 2003. Main upwelling regions in the 
Baltic Sea — a statistical analysis based on three-dimensional 
modelling. Boreal Environ. Res. 8, 97—112 . 

ommann, S., Sildam, J., Noges, T., Kahru, M., 1991. Plankton dis- 
tribution during a coastal upwelling event off Hiiumaa, Baltic 
Sea — impact of short term flow field variability. Cont. Shelf Res. 
11, 95—108. https://doi.org/10.1016/0278- 4343(91)90037- 7 

ay, S., Swain, D., Ali, M.M., Bourassa, M.A., 2022. Coastal Up- 
welling in the Western Bay of Bengal: Role of Local and Re- 
mote Windstress. Remote Sens. 14 (23), 4703. https://doi.org/ 
10.3390/rs14194703 

eddin, C.J., Docmac, F., O’Connor, N.E., Bothwell, J.H., Har- 
rod, C., 2015. Coastal Upwelling Drives Intertidal Assemblage 
Structure and Trophic Ecology. PLOS One 10 (20), e0130789. 
https://doi.org/10.1371/journal.pone.0130789 

itter, B., Wennrich, V., Medialdea, A., Brill, D., King, G., Schnei- 
derwind, S., Niemann, K., Fernández-Galego, E., Diederich, J., 
Rolf, C., Bao, R., Melles, M., Dunai, T.J., 2019. Climatic fluc- 
tuations in the hyperarid core of the Atacama Desert during 
404 
the past 215 ka. Sci. Rep. 9, 5270. https://doi.org/10.1038/ 
s41598- 019- 41743- 8 

ossi, V., Schaeffer, A., Wood, J., Galibert, G., Morris, B., Su- 
dre, J., Roughan, M., Waite, A.M., 2014. Seasonality of spo- 
radic physical processes driving temperature and nutrient high- 
frequency variability in the coastal ocean off southeast Aus- 
tralia. J. Geophys. Res.-Oceans 119, 445—460. https://doi.org/ 
10.1002/2013jc009284 

ousi, E., Kornhuber, K., Beobide-Arsuaga, G., Luo, F., Coumou, D., 
2022. Accelerated western European heatwave trends linked to 
more-persistent double jets over Eurasia. Nat. Commun. 13, 
3851. https://doi.org/10.1038/s41467- 022- 31432- y 

amelson, R.M., de Szoeke, S.P., Skyllingstad, E.D., Barbour, P.L., 
Durski, S.M., 2021. Fog and low-level stratus in coupled ocean- 
atmosphere simulations of the northern California Current Sys- 
tem upwelling season. Mon. Weather Rev. 149 (5), 1593—1617. 
https://doi.org/10.1175/mwr- d- 20- 0169.1 

nyder, M.A., Sloan, L.C., Diffenbaugh, N.S., Bell, J.L., 2003. Fu- 
ture climate change and upwelling in the California Current. 
Geophys. Res. Lett. 30 (15), 1823. https://doi.org/10.1029/ 
2003GL017647 

proson, D., Sahlee, E., 2014. Modelling the impact of Baltic Sea 
upwelling on the atmospheric boundary layer. Tellus A 66 (15), 
24041. https://doi.org/10.3402/tellusa.v66.24041 

uursaar, Ü., 2020. Combined impact of summer heat waves and 
coastal upwelling in the Baltic Sea. Oceanologia 62 (4 Pt. A), 
511—524. https://doi.org/10.1016/j.oceano.2020.08.003 

uursaar, Ü., 2021. Winter upwelling in the Gulf of Finland, Baltic 
Sea. Oceanologia 63 (3), 356—369. https://doi.org/10.1016/j. 
oceano.2021.04.001 

uursaar, Ü., Meitern, H., 2021. Contribution of winter upwelling 
in the Gulf of Finland to lake-effect snow in Estonia. Baltica 34 
(2). https://doi.org/10.5200/baltica.2021.2.1 

erminal Information Book, 2020. Available online at: 
https://bkt.lt/wp- content/uploads/2020/05/BKT- terminalo- 
informacine- knyga- 2019- 04- 11- 1.pdf (accessed 2023-01-26). 

iboupin, R. , Laanemets, J. , 2009. Upwelling characteristics de- 
rived from satellite sea surface temperature data in the Gulf of 
Finland, Baltic Sea. Boreal Environ. Res. 14, 297—304 . 

ahtera, E., Laanemets, J., Pavelson, J., Huttunen, M., 
Kononen, K., 2005. Effect of upwelling on the pelagic environ- 
ment and bloom-forming cyanobacteria in the western Gulf of 
Finland, Baltic Sea. J. Marine Syst. 58, 67—82. https://doi.org/ 
10.1016/j.jmarsys.2005.07.001 
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Abstract This study aimed to trace the spatial and seasonal changes in pigment composition 
and to develop mathematical formulas to quantitatively describe their composition in differ- 
ent seasons in two regions: the open Baltic Sea region and the Gulf of Gdańsk. The analyses 
were carried out based on a 20-year database of empirical data from 1999 to 2018 obtained 
using the HPLC method. The proportion of chlorophyll a in the total content of pigments was 
stable irrespective of the season and region (62% ± 5%). In summer and autumn, a higher total 
amount of photoprotective carotenoids (about 15—17% in total pigment content) than photo- 
synthetic ones was recorded. The concentrations of marker pigments are related to periodic 
increases in the corresponding algal classes. The spring bloom dominated by diatoms and di- 
noflagellates results in 40% of fucoxanthin and 70% of peridinin in relation to their total content 
throughout all seasons. The highest percentage of chlorophyll b (up to 10% in open waters) and 
other pigments specific to green algae (neoxanthin, violaxanthin, lutein) were observed during 
summer and autumn. The 30% percentage of fucoxanthin confirms the occurrence of diatoms 
in autumn. The concentrations of groups and individual pigments have been determined as a 
function of chlorophyll a concentration. The best approximation results were obtained for the 
seasonal dependence of marker pigments for specific classes of algae. In summer and autumn —
for chlorophyll b concentrations — zeaxanthin, fucoxanthin, alloxanthin and peridinin standard 
error factor ranges between 1.56 and 1.84. 
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. Introduction 

igments are very important components of plant cells. Ow- 
ng to various physicochemical properties, they absorb the 
olar energy necessary for photosynthesis and protect the 
hotosynthetic apparatus of cells from photo-destruction. 
he composition and mutual proportions of pigments in 
he algae cells occurring in a given water body are closely 
elated to environmental conditions, mainly to the spec- 
ral distribution of irradiance at depth ( Babin et al., 1996 ; 
ang et al., 2021 ; MacIntyre et al., 2002 ; Majchrowski et al., 
007 ; Stoń-Egiert et al., 2019 ; van Leeuwe et al., 2008 ; 
oźniak et al., 2007 ; Woźniak and Dera, 2007 ). 
In the marine environment, the spectral distribution of 

rradiance in different regions and at different depths is 
trongly influenced not only by seasonal variations of so- 
ar radiation but also by varying optical properties of sea- 
ater. The optimal use of the available light is enabled by 
 suitably adapted and characteristic for individual phyto- 
lankton species pigments composition in their cells. The 
nalysis of the composition and mutual proportions of pig- 
ents can therefore provide a lot of information character- 

zing not only the species composition of the phytoplankton 
ommunity occurring in a given water body, but also allows 
stimation of its living conditions. 
The importance of pigments as indicators of changes in 

he marine environment in the context of global climate 
hange has been widely documented ( Bode et al., 2015 ; 
rierley and Kingsford, 2009 ; Häder and Gao, 2018 ; 
ichardson and Schoeman, 2004 ; Rousseaux and 
regg, 2015 ; Wernberg et al., 2011 ). Chlorophyll a , 
rucial in the photosynthesis process and present in all 
lant cells, is a good indicator of the total organic biomass 
n the water, while the presence of accessory pigments and 
heir degradation products allows us to assess the physio- 
ogical condition of the studied phytoplankton population. 
igments occur in algae cells in proportions and composi- 
ions characteristic of specific taxonomic classes, so based 
n their content, it is possible to infer the occurrence of 
pecific classes of algae in a given water body (e.g. fucox- 
nthin in the case of diatoms, alloxanthin in the case of 
ryptophytes, or zeaxanthin with respect to cyanobacteria) 
 Jeffrey and Vesk, 1997 ; Roy et al., 2011 ). 
As a result of the development of chromatographic tech- 

iques allowing the isolation, identification, and quantifi- 
ation of pigments in various ecosystems, the use of in- 
ormation on pigment concentrations to assess phytoplank- 
on populations has become common in oceanographic re- 
earch and possible on a larger scale than microscopic stud- 
es of species composition allowed ( Mackey et al., 2002 ; 
chlüter et al., 2016 , 2018 ; Wänstrand and Snoeijs, 2006 ; 
right and Enden, 2000 ). Currently, based on the known 
oncentrations of individual pigments, Phytoplankton Func- 
ional Types and the size structure of algae in different 
ypes of seawaters are successfully identified in oceans 
s well as in semi-closed seas, such as the Baltic and 
editerranean Sea ( Brewin et al., 2010 ; Di Cicco et al., 
017 ; Hirata et al., 2008 , 2011 ; IOCCG, 2014 ; Kramer and
iegel, 2019 ; Meler et al., 2020 ; Uitz et al., 2006 ). Owing to
he use of programs like CHEMTAX ( Mackey et al., 1996 ), rel- 
tively fast assessment of changes in marine biodiversity, re- 
406 
ated to changes in phytoplankton structure resulting from 

pecies expansion, has become possible ( Goela et al., 2014 ; 
atasa, 2007 ; Miranda-Alvarez et al., 2020 ; Wang et al., 
018 ). 
Monitoring changes occurring in the marine environ- 
ent is one of the most important issues of contemporary 
ceanology and requires appropriate measurement tech- 
iques. The source of data, which is increasingly used for 
uch purposes, is satellite observation providing system- 
tic information from large areas. Remote sensing meth- 
ds make it possible to track phytoplankton blooms with 
igh spatial and temporal resolution both in the waters of 
he World Ocean and coastal areas ( Ciancia et al., 2021 ; 
ahru and Elmgren, 2014 ; Kahru et al., 2016 ; Klemas, 2012 ;
utser et al., 2006 ; Platt et al., 2009 ; Woźniak et al.,
016b ). The characteristic optical properties of phyto- 
lankton pigments are used in the remote methods of 
apid assessment of surface ocean phytoplankton groups 
 Kramer and Siegel, 2019 ). The development of these meth- 
ds requires the use of satellite algorithms linking the opti- 
al properties of waters with other characteristics of ma- 
ine ecosystems. The accuracy of these remote methods 
epends on the accuracy of the developed algorithms and 
here is a pressing need for further validation across a wide 
ariety of phytocoenoses. In the case of open ocean (Case 
) waters, remote methods for determining biogeochemi- 
al parameters are generally characterized by high accu- 
acy (e.g. Dierssen, 2010 ; Dohan and Maximenko, 2010 ; 
owalczuk et al., 2010 ; Li et al., 2013 ). However, shelf and
emi-enclosed seas are strongly influenced by external fac- 
ors, such as the presence of non-covarying CDOM and sed- 
ment, which means that the application of ocean formulas 
o these regions leads to significant errors ( Darecki et al., 
008 ; Ficek et al., 2011 ; Kratzer et al., 2017 ; Krężel et al.,
015 ; Ostrowska et al., 2022 ; Stramska and Zuzewicz, 2013 ; 
oźniak, 2014 ; Woźniak et al., 2014 ; Woźniak et al., 
016a,b ). Thus, the application of remote methods involves 
he necessity of developing individual mathematical for- 
ulas taking into account the specificity of the basin, the 
igh dynamics of changes in hydrological conditions, and 
he significant influence of external factors. An example 
f such a water body is the Baltic Sea. Due to the lim-
ted water exchange with the North Sea and the inflow 

f river water masses, the salinity of the surface waters 
f the Baltic Sea fluctuates around 7 in the central part 
nd around 4 in the river mouths. A consequence of the 
arge influx of river masses is a high concentration of nutri- 
nts ( HELCOM, 2009 , 2018 , 2018a ; Pastuszak et al., 2018 ;
avchuk, 2018 ). Additionally, its geographical location in 
he temperate zone results in seasonal changes in hydro- 
ogical and biological conditions. Phytocenosis of the Baltic 
ea consists of organisms belonging mainly to the classes 
f cyanobacteria (blue-green algae), diatoms, dinophytes, 
ryptophytes, green algae, and occurring in smaller quan- 
ities organisms from euglenophytes, prasinophytes, and 
anoplankton classes ( HELCOM, 1997 ; Olenina et al., 2006 ; 
toń-Egiert et al., 2010 ). 
In the Baltic Sea, the development of the biomass of 

hytoplankton organisms in the annual cycle shows 3 char- 
cteristic maxima ( Thamm et al., 2004 ; Wasmund et al., 
996 , 1998 , 2011 ). The spring bloom of diatoms is caused
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y an increase in temperature in the upper layers of the sea 
ue to the increasing solar radiation and the presence of 
arge amounts of nutrients accumulated during winter and 
rought to the surface during mixing processes. Gradually, 
long with a further increase in solar energy, it transforms 
nto dinophyte blooms ( Gasiūnaité et al., 2005; Wasmund 
t al., 1998 ). Then there is a summer (July/August) increase 
n cyanobacteria biomass ( Finni et al., 2001 ; Kahru et al., 
020 ; Mazur-Marzec et al., 2006 ; Stoń-Egiert and Os- 
rowska, 2022 ; Thamm et al., 2004 ; Wasmund et al., 2019 ) 
aused by thermal environmental conditions appropriate 
or the intensive cell growth of this autotrophic algae. 
n turn, the autumn bloom formed by thermophilic di- 
toms is caused by nutrient input from deeper sea layers 
s a result of intensive water mixing during this period 
 Wasmund et al., 1996 , 2011 ; Wasmund and Ulig, 2003 ). 
uch dynamic seasonal changes in the composition and 
bundance of phytoplankton species in the Baltic Sea result 
n changes in the abundance and composition of algal 
igments. This has been confirmed by systematic studies of 
he composition and resources of phytoplankton pigments 
n the waters of the Baltic Sea ecosystems conducted at the 
nstitute of Oceanology of the Polish Academy of Sciences in 
opot since 1999 ( Stoń-Egiert and Ostrowska, 2022 ). The 20- 
ear database collected using HPLC techniques, containing 
ata on concentrations of not only marker pigments of spe- 
ific phytoplankton classes, but also other pigments from 

he chlorophyll and carotenoid groups provides the basis for 
ualitative and statistical analyses of quantitative changes 
n the composition of pigments in this basin. This work 
ims to use this 20-year database to develop mathematical 
ormulas to quantitatively describe the composition of 
igments in the Baltic Sea in different seasons and regions. 
uch analyzes are of fundamental importance for the devel- 
pment and assessment of the accuracy of bio-optical mod- 
ls of the Baltic ecosystem, remote sensing methods esti- 
ating the total biomass of phytoplankton, determining the 
roportions between organisms of different classes of algae, 
nd the amount of solar energy utilized in various processes 
n the sea (e.g. absorption, photosynthesis, fluorescence). 

. Material and methods 

.1. The geographical region of measurements 

he investigations were focused on the Southern Baltic re- 
ion. Measurement stations were localized in the Gulf of 
dańsk and the region of the open Baltic waters mostly 
n the Polish economic zone ( Figure 1 ). Sampling was con- 
ucted during more than 100 scientific expeditions during 
0 years of Baltic Sea explorations (from 1999 to 2018) in 
ifferent seasons (see Table 1 ) mainly on board r/v Oceania 
ut also on board the vessels: r/v Baltica , r/v Oceanograf 
nd Sonda 2 . Over 2400 collected samples of natural phyto- 
lankton were analyzed. 

.2. Methodology of sampling and analysis 

eawater was sampled from the surface layer with an SBE32 
iskin bottle, then filtered through glass-fiber filters (What- 
an GF/F; φ = 25 mm). The filtration conditions were the 
ame during all the cruises — the time of filtration under 
407 
entle vacuum conditions did not exceed one hour, and the 
olume of filtered seawater depended on bio-hydrological 
onditions in different seasons. The filters were stored 
rozen in liquid nitrogen. 
The pigment extraction method used mechanical grind- 

ng, and sonication (2 min., 20 kHz, Ultrasonic Homogenizer 
710 Series, Cole Parmer Instrument) of frozen filters in the 
resence of 90% acetone solution in dark conditions at 4 °C 

or 2 hours ( Parsons et al., 1984 ). Two types of chromato-
raphic systems HP1100 (in years 1999—2009) and HP1200 
from 2010 to 2018) (Agilent, Perlan Technologies) were 
sed to separate particular chlorophylls and carotenoids. 
n both systems diode array absorbance detectors (dad) 
ecorded spectra in the range from 350 nm to 700 nm with 
 1 nm step and 0.4 s time resolution. The calibration pa- 
ameters were obtained for absorbance set at λ= 440 nm. 
he fluorescence detectors used to confirm the presence 
f chloropigments in extracts were set at excitation wave- 
ength λex = 431 nm and emission λem = 660 nm. Two types 
f C18 columns (dimensions 250 × 4 mm; particle size 5 μm; 
ore size 100 Å) were used in the analysis: LichroCARTTM Hy- 
ersil ODS (Merck) to separate pigments from the samples 
ollected in 1999—2001, and LichroCARTTM LiChrospherTM 

00 RP18e (Merck) to the analysis conducted from 2002. 
he methodological details of chromatographic conditions, 
sed solvents and adopted procedures ( Barlow et al., 1993 ; 
antoura and Llewellyn, 1983 ), are described in Stoń and 
osakowska (2002) and Stoń-Egiert and Kosakowska (2005) . 
he calibration of both systems was conducted based on 
ommercially available chlorophylls and carotenoids stan- 
ard extracts isolated from reference strains of phytoplank- 
on monocultures (The International Agency for 14 C Deter- 
ination DHI Institute for Water and Environment in Den- 
ark). The parameters obtained for pigment standards, 
uch as calibration curves, detection limits, and spectral 
hapes of absorption allowed both qualification and quan- 
ification of pigments present in samples with a precision 
rror of 2.9% ± 1.5% and a recurrence error of 9.7% ± 6.4% 

 Stoń-Egiert et al., 2010 ). 
This level of chromatographic performance allows char- 

cterization of 30 pigments which can be grouped with 
espect to their function to chlorophylls (chlorophyll a , 
hlorophyllide a , phaeophytin a, pheophoride a ; divinyl 
hlorophyll a , chlorophyll b , chlorophyll c1c2 , chlorophyll 
3 ), photosynthetic carotenoids PSC (peridinin, fucox- 
nthin, α-carotene, 19′ hex-fucoxanthin, prasinoxanthin, 
anthaxanthin, echinenone, 19′ but-fucoxanthin and astax- 
nthin); photoprotecting carotenoids PPC (diadinoxanthin, 
lloxanthin, zeaxanthin, lutein, neoxanthin, violaxanthin, 
-carotene, diatoxanthin, myxoxanthophyll, antheraxan- 
hin, aphanizophyll, gyroxanthin diester, crocoxanthin). 
or further analyses, the obtained pigment concentration 
ata were grouped into subsets based on the measurement 
easons: spring (number of a day in a year — Julian day from
9 to 171), summer (Julian day from 172 to 265), autumn 
266—355) and winter (356—78). 

.3. Measurements of hydrological parameters 

rofiles of hydrological parameters, such as temperature 
nd salinity, were measured in situ routinely using Guildline 
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Figure 1 Location of the measuring stations at Southern Baltic region and Gulf of Gdańsk in years 1999—2018. 

Figure 2 Mean values and standard deviations of temperature (a) and salinity (b) in the surface layer measured in Southern Baltic 
region and Gulf of Gdańsk in 1999—2018. 

Table 1 Number of samples collected for HPLC pigment identification in surface layer waters of the Gulf of Gdańsk and the 
open Baltic region in 1999—2018. 

Season Number of a 
day in year 
(Julian day) 

Number of samples Total 
amount 

Gulf of 
Gdańsk 

Open Baltic 
region 

spring 79—171 638 402 1040 
summer 172—265 385 166 551 
autumn 266—355 261 174 435 
winter 356—78 225 162 387 

Total 1509 904 2413 

8
O
r
t
o
2

3

B
s

o
s
s
c
o
t
c

t
i
f
i

7104 or Sea-Bird SBE 9 probes during the cruises on r/v 
ceania , and a Neil Brown Mark III probe during cruises on 
/v Baltica and by Handylab salinometer. Figure 2 shows 
he surface values of the recorded hydrological parameters 
n an annual basis in the dataset covering the years 1999 to 
018. 

. Results 

ased on chromatographic separations of phytoplankton 
amples collected in the period 1999 to 2018, the values 
408 
f phytoplankton pigment concentrations in particular sea- 
ons and regions of the Baltic Sea were obtained. Figure 3 
hows the mean and standard deviation values of pigment 
oncentrations in the region of the Gulf of Gdańsk and the 
pen Baltic Sea in groups: chlorophylls ( Figure 3 a—b), pho- 
osynthetic carotenoids ( Figure 3 c—d), and photoprotective 
arotenoids ( Figure 3 e—f). 
The dynamics of the changes in chlorophyll a concentra- 

ion in different seasons ( Figure 3 a—b) reflect the changes 
n phytoplankton biomass during the annual cycle resulting 
rom blooms of appropriate classes of algae, the physiolog- 
cal state of the cells, and their stage of development. In 
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Figure 3 Values of mean concentrations of pigments identified in Gulf of Gdańsk (left panel) and open Baltic region (right panel): 
chlorophylls (a,b), photosynthetic carotenoids PSC (c, d) and photoprotective carotenoids PPC (e,f) in different seasons in 1999—
2018. 
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he gulf area, the highest concentrations of chlorophyll a 
ccurred in spring (mean 10.44 ± 13.44 μg dm—3 ) and de- 
reased throughout the year, reaching the lowest value in 
inter (2.82 ± 3.09 μg dm—3 ). In the open sea, however, the 
ean content of chlorophyll a was significantly lower than 

n the gulf waters. In spring and summer, in the open Baltic 
ea, mean chlorophyll a concentrations were at a similar 
evel (2.69 ± 3.3 μg dm—3 and 2.45 ± 1.62 μg dm—3 respec- 
ively) and the highest mean values of this pigment were 
bserved in autumn (3.44 ± 2.65 μg dm—3 ). The chloro- 
hyllide a , one of the chlorophyll a derivatives, was iden- 
409 
ified in 66% of the samples and its average concentration 
as 20—35 times lower compared to the average concen- 
ration of chlorophyll a in the study areas. Other deriva- 
ives of chlorophyll a or its decomposition products (divinyl 
hlorophyll a , pheophythin a , and pheophorbide a ) occurred 
poradically. 
The chlorophyll pigments such as chlorophyll b , chloro- 

hyll c1c2 , and chlorophyll c3 , absorbing solar radiation in 
ther spectral ranges than chlorophyll a also showed spatial- 
easonal variability. The highest mean concentrations of 
hlorophyll b were recorded in the gulf area in summer (0.74 
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0.85 μg dm—3 ), while in the open sea area — in autumn 
0.54 ± 0.71 μg dm—3 ). It is related to the increased growth 
f phytoplankton from the green algae group, in cells in 
hich this pigment is present in amounts exceeding > 10% 

f the total content of other pigments in the cell. 
The highest mean concentrations of pigments belonging 

o the group of chlorophyll c were identified in spring in gulf 
aters (1.24 ± 2.9 μg dm—3 — chlorophyll c1c2 and 0.3 ±
.41 μg dm—3 — chlorophyll c3 ). During the other seasons in 
his area, it remained at similar levels (approximately 0.43 
g dm—3 ). In the Southern Baltic waters, the mean concen- 
rations of these pigments were lower and did not exceed 
.29 μg dm—3 in the case of chl c1c2 and 0.17 μg dm−3 with 
egard to chl c3 . 
In the group of photosynthetic carotenoids (PSCs), fucox- 

nthin was the most frequently identified in samples from 

oth regions ( Figure 3 c—d). It constituted 50% (in open sea 
aters) to 58% (in gulf waters) of the total content of iden- 
ified PSCs. The highest mean value of this pigment con- 
entration was recorded in spring (1.70 ± 3.10 μg dm—3 ) 
n the gulf area, while in the other seasons, its mean con- 
ent varied within the range of 0.71 μg dm—3 ( ± 0.64 μg 
m—3 ) up to 0.88 μg dm—3 ( ± 1.92 μg dm—3 ). This is a result 
f blooms of diatoms that prefer low temperatures. In the 
pen Baltic region throughout the year, its concentration 
as on average 4 times lower compared to the gulf waters. 
oth in spring and autumn, its mean concentrations were 
imilar and amounted to 0.32 ± 0.62 μg dm—3 and 0.35 ±
.32 μg dm—3 , respectively. In the other seasons, they were 
ower and amounted to 0.25 ± 0.27 μg dm—3 in summer and 
.16 ± 0.33 μg dm—3 in winter. 
Other photosynthetic pigments important in terms of fre- 

uency were peridinin representing 26—28% of total PSC and 
-carotene representing 3 to 6% of total PSC. Their mean 
oncentrations were lower compared to fucoxanthin con- 
ent and also showed seasonal variation. The results of the 
nalysis of spatial differentiation of peridinin indicated that 
ts mean concentrations in the gulf waters were nearly 4 
imes higher than the mean concentrations recorded in the 
aters of the open sea. The average peridinin concentra- 
ion was the highest in spring (1.09 ± 2.22 μg dm—3 in gulf 
nd 0.27 ± 0.63 μg dm—3 in open sea waters). The next in- 
rease in the average value of this pigment was recorded 
n the autumn (0.25 ± 0.92 μg dm—3 in the gulf area and 
.11 ± 0.11 μg dm—3 in the waters of the open sea). In win- 
er, the concentrations of this pigment were the lowest and 
mounted to 0.06 ± 0.09 μg dm—3 in gulf and 0.02 ± 0.05 
g dm—3 in the open sea waters. The mean concentration of 
-carotene was 2 times higher in the gulf waters than in the 
pen sea. Analogous to the previously discussed PSC — the 
ighest average concentration was observed in spring: 0.11 
0.04 μg dm—3 in gulf waters and 0.04 ± 0.05 μg dm—3 in 

pen sea region. In the remaining seasons, the average con- 
entrations were at an even level and fluctuated within the 
ange of 0.02—0.05 μg dm—3 . 
The remaining photosynthetic carotenoids occurred in 

mall amounts, constituting from 2 to 7% of the total 
SC content identified in the samples. The highest 19′ hex- 
ucoxanthin concentrations were recorded in the waters 
f the Gulf of Gdańsk in spring (0.57 ± 0.63 μg dm−3 ). 
rasinoxanthin, canthaxanthin, and echinenone in summer 
nd autumn were recorded in higher concentrations than in 
410 
ther seasons. They made a small contribution to the total 
ontent of photosynthetic pigments, and their mean con- 
entrations in bay waters were 1.2 to 6.6 times higher com- 
ared to those recorded in the open sea. 
Seasonal-spatial variability was also noted in relation to 

he qualitative-quantitative characteristics of carotenoids 
elonging to the photoprotective group (PPC) ( Figure 3 e—
). Their mean concentration in gulf waters over the year 
as about 2—5 times higher than in open sea waters. Diadi- 
oxanthin, alloxanthin, zeaxanthin, lutein, and β-carotene 
ccounted for 10 to 30% of the total PPC content. In open 
ater, alloxanthin and zeaxanthin constituted 27% of PPCs, 
hile diadinoxanthin was 20%. In gulf waters, diadinoxan- 
hin constituted 30% of the total content of PPC, while al- 
oxanthin and zeaxanthin — approx. 21% each and were the 
ominant PPC carotenoids in this area. The highest mean 
oncentrations of diadinoxanthin (0.87 ± 1.47 μg dm—3 ) and 
lloxanthin (0.63 ± 1.07 μg dm—3 ) were identified in the 
ulf of Gdańsk area in spring. In the remaining seasons the 
ontent of these pigments was significantly lower, although, 
n both areas in the autumn, the second maximum of aver- 
ge concentrations of these pigments was observed, corre- 
ponding to the autumn increases in cryptophytes biomass 
alloxanthin — marker), thermophilic diatoms and dinoflag- 
llates, which are characteristic of the annual physiologi- 
al cycle of phytoplankton. The contribution of the remain- 
ng compounds to the total content of PPC was significantly 
ower and did not exceed 7% as in the case of myxoxantho- 
hyll in open waters and 5% in the case of aphanizophyll in 
ulf waters. 
The seasonal distribution of the mean values of zeaxan- 

hin, lutein, and β-carotene concentrations showed a simi- 
ar distribution in the gulf waters, indicating spring and sum- 
er as the periods of higher mean concentrations of these 
ompounds in the gulf waters, and summer and autumn in 
he waters of the open sea. 

. Discussion 

he study of the physical, chemical and biological processes 
elated to the development of phytoplankton in the seas and 
ceans often requires the use of complex and costly mea- 
urement methods and very specialized equipment. Hence, 
ndirect methods using the still-developing knowledge of 
he mechanisms of these processes and their dependence 
n various environmental factors are searched for. 
The development of mathematical formulas describing 

he dependence of these processes on external factors such 
s temperature and solar radiation as well as on the pres- 
nce and concentration of dissolved and suspended sub- 
tances in seawater enables not only qualitative but also 
dvanced quantitative assessment of the condition and pos- 
ible changes of the ecosystem. Such biophysical models of 
rocesses occurring in the sea are used, for example, in 
atellite algorithms. They allow tracking of complex phe- 
omena occurring in the studied basins based on relatively 
asily measurable parameters. One of such parameters and 
t the same time an important indicator of the condition 
f the ecosystem, its trophicity, and phytoplankton biomass 
s the concentration of chlorophyll a in the water. Several 
asily available, relatively inexpensive, and accurate meth- 
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ds exist for determining the concentration of chlorophyll 
 ( Aminot and Rey, 2001 ; Hagerthey et al., 2006 ; Holm- 
ansen et al., 1965 ; Pinto et al., 2001 ; Welschmeyer, 1994 ) 
nd the fact that it occurs in all plant cells have made it, es-
ecially for oceanic waters not subjected to terrestrial pres- 
ures, well correlated with both the concentrations of other 
eawater constituents and its optical properties. Therefore, 
hlorophyll a concentration is often used as an independent 
ariable in mathematical descriptions of many processes in 
he marine environment. Analyses of the dependence of pig- 
ent concentration and composition in different seasons 

n the analyzed regions on chlorophyll a concentration are 
resented below. They are statistical and simplified com- 
ared to more complex analyses that take into account, 
or example, the influence of absolute levels and spec- 
ral distributions of solar radiation reaching phytoplank- 
on cells ( Babin et al., 1996 ; Gregg and Rousseaux, 2016 ; 
ajchrowski and Ostrwska, 2009 ; Majchrowski et al., 2007 ; 
toń-Egiert et al., 2019 ; Trees et al., 2000 ; Uitz et al., 2006 ,
015 ; Woźniak and Dera, 2007 ). Nevertheless, as chlorophyll 
 concentration depends on many factors that shape phy- 
oplankton habitat, such as temperature or the availability 
nd spectral composition of light and nutrients availability, 
t can be assumed that these factors are taken into account 
ndirectly. Such relationships based on one relatively easy- 
o-define variable may find some practical applications. In 
he case of the surface layer analyzed in this paper, the con- 
entration of chlorophyll a can be determined with high ac- 
uracy based on satellite data which enables remote and 
ast quantitative assessment of the content of these groups 
f pigments in the analyzed phytocoenoses without the ne- 
essity to conduct point measurements with methods which 
ake it possible to determine these pigments (e.g. HPLC). 
Knowledge of the relationship between the concen- 

rations of individual pigments or their functional groups 
nd concentrations of chlorophyll a enables a preliminary 
ssessment of the living conditions of phytoplankton popu- 
ations and their optical properties. It makes it possible, for 
xample, to determine what part of the absorbed energy 
as used by the plant in the photosynthesis process or 
therwise dissipated by the photoprotective pigments. It is 
xtremely important in the analysis and modeling of pro- 
esses stimulated by solar energy taking place in the water 
olumn. It is of particular importance in coastal regions 
haracterized by high productivity and variable optical 
onditions, resulting in, among other things, a stressful 
xcess or deficit of solar energy. However, it should be 
emembered that in these regions the proximity to land, 
ransport of substances from atmosphere, and human 
ctivity have a significant impact on marine ecosystems 
nd often strongly modify the optical living conditions of 
arine phytocoenoses. Therefore, we are dealing with 
ifferent ecosystems than in the case of the central regions 
f the oceans containing few substances of external origin. 
herefore, the applicability of statistical relationships 
inking the concentration of chlorophyll a and the con- 
entration of other pigments developed for ocean waters 
 Majchrowski, 2001 ) is limited to these regions. The accu- 
acy of the estimates clearly decreases when applied to the 
altic waters (see Table 2 ). This can be observed in Figure 4 
column 1), where the empirical data of concentrations of 
ndividual groups of pigments in the Baltic Sea (chlorophylls 
411 
 , chlorophylls c , PPC, PSC) as a function of chlorophyll a
oncentration analyzed in this work (solid line) are shown 
gainst the relationships developed for oceanic waters by 
ajchrowski (2001) (dashed line). Both dependencies are in 
he form proposed by Majchrowski (2001) : 

i = Ai Cchla 
Bi (1) 

here: 

Ci — concentration of approximated pigment group i (chl 
b , chl c , PPC, PSC) [ μg dm—3 ], 

Cchl a — concentration of chlorophyll a [ μg dm—3 ], 
Ai , Bi — numerical factors specific to individual pigment 

group. 

The factors Ai and Bi appointed for the Baltic Sea are 
hown in Table 3 . 
The errors in estimation of pigment groups concentra- 

ions in the Baltic using relationships developed for the 
ceans ( Majchrowski, 2001 ) and using the local relation- 
hip developed in this study are presented in Table 2 and 
n Table 4 . Due to the very wide, exceeding three orders, 
ange of pigment concentration variability, the errors were 
etermined using not only the arithmetic statistic standard 
ut also the logarithmic transformation of data. 
Figure 4 (middle and right panel) illustrates the compar- 

son of the empirical data with values estimated based on 
he relationships developed for the Baltic Sea. The use of 
he local dependencies improved the quality of the estima- 
ion visible primarily in the significant reduction of system- 
tic errors. The analyses of the Baltic Sea functioning, e.g. 
n periodic assessments of the condition of the Baltic Sea en- 
ironment regularly performed by HELCOM ( HELCOM, 2009 , 
017 , 2018 ), the division of this basin into sub-basins, whose 
cosystems function under the influence of specific local 
onditions, is usually taken into account. These divisions in- 
lude the morphology and hydrological conditions prevailing 
n different regions of this sea ( Jakobsson et al., 2019 ). Us-
ng the collected dataset we carried out the analyses for 
wo different neighbouring regions: the waters of the Gulf 
f Gdańsk and the open waters of the southern Baltic. In our 
nalyses, we also considered the fact that the Baltic Sea lies 
n a climatic zone characterized by distinct seasonal vari- 
tions of the occurring biological-hydrological conditions. 
igure 5 shows the percentage of the five pigment groups 
n both these regions and in the different seasons. The pro- 
ortion of chlorophyll a in the total content of pigments 
dentified in both areas was relatively stable regardless of 
he season and amounted to approx. 62% ± 5%. In the case 
f the remaining groups of pigments, seasonal and regional 
hanges in their participation in the total pigment content 
re visible. 
However, these differences are more distinct between 

easons than between regions. This is mainly due to the 
nnual cycles of phytoplankton development and their suc- 
ession that are characteristic of the Baltic Sea and which 
etermine the presence of different pigment groups in the 
ater column ( Thamm et al., 2004 ; Wasmund et al., 1996 ,
998 , 2011 ). A clear increase in the average percentage of 
hlorophyll b , found in green algae cells, in both regions 
uring the summer and autumn (6—7% in the gulf and about 
0% in open waters of the total content of all identified pig- 
ents) was observed. In turn, in the summer and autumn, 
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Figure 4 Concentration dependences of functional groups of pigments (respectively, chlorophyll b (A); chlorophhylls c (B); pho- 
tosynthetic carotenoids (C); photoprotecting carotenoids (D) on chlorophyll a concentration: a,d,g,j —comparison of empirical data 
with relationships obtained by Majchrowski (2001) (dashed line) and developed in this study (plain line); b,e,h,k — comparison of 
empirical data of pigments groups Ci,meas and Ci,calc approximated with the relevant equation for the Baltic Sea; c,f,i,l — histograms 
of the ratios Ci,meas /Ci,calc for Baltic Sea. 

412 
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Table 2 Errors of estimation the concentrations of functional groups of pigments ( Ci ): chlorophylls b ( Cchl b tot ), chlorophylls c 
( Cchl c tot ), photosynthetic ( CPSC tot ) and photoprotectant ( CPPC tot ) carotenoids (approximations obtained by Majchrowski (2001) 
applied to Baltic datasets). 

Arithmetic statistics Logarithmic statistics 

Pigments group systematic 
error 〈 ε〉 [%] 

statistical 
error σε [%] 

systematic 
error 〈 ε〉 g [%] 

standard error 
factor - x 

statistical error 
σ - [%] σ+ 

Cchl b tot 128.88 223.88 6.59E + 01 2.15 —53.57 115.39 
Cchl c tot 36.48 72.04 2.12E + 01 1.64 —38.947 63.77 
CPSC tot 222.60 249.66 1.65E + 02 1.83 —45.30 82.80 
CPPC tot 17.31 70.11 5.54E + 00 1.55 —35.58 55.23 

where 
< ε > = (Ci.calc − Ci.meas )/Ci.meas — relative error 
Ci.meas . Ci.calc — concentrations of pigment groups 
measured and calculated using appropriate 
formulas 
< ε > — arithmetic mean of errors 
< ε >g — logarithmic mean of errors 
< ε >g = 10[ < log(Ci.calc /Ci.meas) > ] − 1 

< log(Ci.calc /Ci.meas ) > — mean of. log(Ci.calc /Ci.meas ). 
σ ε — standard deviation of errors (statistical error) 
σ log — standard deviation of log(Ci.calc /Ci.meas ) 
x = 10σ log — standard error factor 
σ+ = x − 1 and σ− = (1/x) − 1 

Table 3 Parameterization coefficients (Ai , Bi ) and determination coefficient (R2 ) for estimation of concentrations of sum 

of: chlorophylls b ( Cchl b tot ), chlorophylls c ( Cchl c tot ), photosynthetic ( CPSC tot ) and photoprotectant ( CPPC tot ) carotenoids using 
Eq. (1) obtained for Baltic Sea data from period 1999—2018. 

Pigments 
group 

Number of 
data 

Numerical value of coefficients Determination 
coefficient 

Ai Bi R2 

Cchl b tot 2245 0.09162 0.75632 0.4925 
Cchl c tot 2404 0.08796 1.05156 0.8472 
CPSC tot 2392 0.13930 1.17676 0.8263 
CPPC tot 2405 0.23201 0.95787 0.8325 

Table 4 Relative errors of estimating the concentrations of: chlorophylls b ( Cchl b tot ), chlorophylls c ( Cchl c tot ), photosynthetic 
( CPSC tot ) and photoprotectant ( CPPC tot ) carotenoids using Eq. (1) and numerical coefficients Ai , Bi given in Table 3 . 

Pigments group Arithmetic statistics Logarithmic statistics 

systematic 
error 〈 ε〉 [%] 

statistical 
error σε [%] 

systematic 
error 〈 ε〉 g [%] 

standard 
error factor - x 

statistical error 
σ - [%] σ+ 

Cchl b tot 36.45 130.00 3.25E-09 2.14 -53.25 113.92 
Cchl c tot 10.94 58.70 -4.9E-08 1.57 -36.46 57.38 
CPSC tot 16.94 77.23 4.34E-08 1.72 -41.93 72.20 
CPPC tot 10.89 65.39 -1.4E-08 1.55 -35.35 54.69 

The errors were calculated according the equations given in Table 2 . 
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he total amount of photo-protective carotenoids (approx. 
5—17% of the total amount of identified pigments) was 
igher than that of photosynthetic carotenoids (9—11% of 
he total amount of identified pigments) in both analyzed 
reas. It can be assumed that this is due to various func- 
ions performed in the photosynthetic apparatus: a higher 
oncentration of protective carotenoids occurs in those sea- 
ons when intense solar radiation can cause photoinhibition. 
During seasons characterized by lower light intensity, 

hotosynthetic carotenoids predominate enabling efficient 
se of available solar radiation for photosynthesis of or- 
413 
anic matter ( Barlow et al., 2007 ; Marty et al., 2002 ; Stoń-
giert et al., 2012 ). Figure 6 shows the dependence of the 
oncentrations of individual pigment groups on chlorophyll 
 taking into account both analyzed regions and four sea- 
ons. Corresponding subsets of measurement data are high- 
ighted in colors. For all these subsets, dependencies were 
etermined using the formula (1). The coefficient values of 
q. (1) for the relationships determined for each pigment 
roup for both regions and seasons and the errors of these 
stimates are presented in Table S01 in the Supplementary 
aterial. 
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Figure 5 Mean percentage participations of functional pigment groups in the total content of identified pigments in the a) Gulf 
of Gdańsk and b) open Baltic waters determined for four seasons. 
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As can be seen in the figure ( Figure 6 , left panel), the
oncentrations of all pigments are significantly higher in 
he Gulf of Gdańsk than in open waters. However, for each 
f the four groups of pigments, it can be seen that the 
pparent differences in concentration levels do not signif- 
cantly affect the nature of the analyzed relationship. Also, 
he error analysis does not indicate any improvement in the 
uality of estimation of these pigment concentrations while 
sing the dependencies taking into account division into 
egions. On the other hand, the analysis of the dependences 
f the concentrations of pigment groups on the chlorophyll 
 content in different seasons confirms the different char- 
cter of these dependences related to the seasons. In 
ost cases, there is a clear decrease in the value of the x 
actor representing the systematic error in the logarithmic 
tatistic (Table S01). Increasing the accuracy of indirect 
stimation of the concentration of different pigment groups 
n the phytocoenoses based on chlorophyll a concentration 
ffects the accuracy of remote methods for determining 
he optical properties of the phytocoenoses. The use of 
he proposed relationships that take into account seasonal 
ariation allows an approximate assessment of the ab- 
orption properties of the phytoplankton population in the 
tudy area, unfortunately, without the ability to distinguish 
ts species composition, which would be justified when 
tudying many other processes related to the use of solar 
adiation by phytoplankton cells. Attempts to remotely 
stimate the type of phytoplankton present in the studied 
eservoir use, among others, methods that determine the 
ize structure of the phytocoenoses (e.g. Brewin et al., 
010 ; Di Cicco et al., 2017 ; Hirata et al., 2008 , 2011 ;
OCCG, 2014 ; Kramer and Siegel, 2019 ; Meler et al., 2020 ; 
itz et al., 2006 ). There are also studies documenting the 
ossibility of assessing the presence of cyanobacteria on 
he basis of the radiation signal in the appropriate spectral 
hannels ( Kahru and Elmgren, 2014 ; Malenovský et al., 
012 ; Woźniak et al., 2016a ). Nevertheless, distinguishing 
he classes of occurring phytoplankton based on satellite 
bservations of the marine environment is still an open task 
f modern oceanography. Development of model formulas 
llowing estimation of the content of individual pigments 
ased on chlorophyll a concentration may contribute to the 
evelopment of such methods using hyperspectral satellite 
adiometers. Especially in the context of the currently used 
414 
ndirect methods of determining the species composition of 
hytoplankton populations based on the analysis of pigment 
omposition determined, for example, by HPLC meth- 
ds ( Goela et al., 2014 ; Latasa, 2007 ; Mackey et al., 1996 ;
iranda-Alvarez et al., 2020 , Wang et al., 2018 ). The clearly 
arked seasonally variable nature of the dependence of pig- 
ent groups, shown in Figure 6 , is the result of the seasonal
ccurrence of individual pigments. The quantitatively domi- 
ant pigments in each season in the photosynthetic pigment 
roup were fucoxanthin and peridinin, while in the pho- 
oprotective pigment group the dominant pigments were 
iadinoxanthin, alloxanthin, zeaxanthin, β-catotene, and 
utein. 
The seasonal variation in the percentage content of iden- 

ified chlorophylls and carotenoids presented in Figure 7 
trongly indicates the periodic dominance of marker pig- 
ents for individual phytoplankton groups, thus character- 

zing the composition of the phytocoenoses occurring in a 
iven season. As mentioned before, the spring season in the 
altic Sea is dominated by the presence of diatoms and di- 
oflagellates ( Thamm et al., 2004 ; Wasmund et al., 2011 ; 
asmund and Ulig, 2003 ), which results in the highest per- 
entage of fucoxanthin (40% of the total identified quantity 
ver the annual cycle) and peridinin (70% of the total iden- 
ified quantity over the annual cycle) during this season. 
uring summer, the Baltic phytocoenoses are characterized 
y the development of green algae biomass and cyanobac- 
eria, consistent with the seasonal distribution of the per- 
entage of characteristic pigments: neoxanthin, violaxan- 
hin, lutein, chlorophyll b for green algae, and echinenone, 
staxanthin, zeaxanthin — for cyanobacteria in comparison 
o the other seasons. On the other hand, the autumn phy- 
oplankton population is mixed, although the occurrence of 
utumn diatom bloom ( Wasmund and Ulig, 2003 ) has been 
ocumented over the years, and confirmed in the presented 
nalyses of variation in fucoxanthin occurrence over the an- 
ual cycle. 
To address the still open issue of modern oceanography, 

hat is the differentiation of phytoplankton classes based on 
ommon and global satellite observations, an attempt was 
ade to establish relationships between the pigments char- 
cteristic for particular classes of algae occurring seasonally 
n the Baltic Sea and trophic type represented by chlorophyll 
 concentration. 
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Figure 6 The relationships of functional groups of pigment concentrations (chlorophylls b (a), chlorophylls c (b), photosynthetic 
carotenoids (c), photoprotectant carotenoids (d)) on chlorophyll a concentrations determined for different regions (left panel) and 
seasons (right panel). 
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Figure 7 Mean percentage participations of individual pigments identified in each season in relation to their annual content in 
analysed period 1999—2018. 

Figure 8 Seasonal relationships of concentrations of selected pigment markers of main algal groups occurring in Baltic Sea waters 
on chlorophyll a : a,b,c,d: green algae; e: cyanobacteria; f: diatoms; g: dinophytes; h: alloxantin. 
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Table 5 Coefficients of relationship (1), Ai and Bi (obtained for Baltic Sea data from 1999-2018) and estimation errors of 
concentration of selected pigment markers of algal groups occurring seasonally in Baltic Sea waters. 

Parametrization Errors of approximations 

Number 
of data 
N 

Coefficients of 
parametrizaton 

Coeffi- 
cient of 
deter- 
mination R2 

Arithmetic statistics Logarithmic statistics 

Ai Bi systematic 
error 

statistical 
error 

systematic 
error 

standard 
error factor 

statistical error 
[%] 

〈 ε〉 [%] σε [%] 〈 ε〉 g [%] - x σ - σ + 

chlorophyll b - Cchl b 

All data 2245 0.092 0.773 0.507 35.23 126.79 4.19E-09 2.12 -52.75 111.66 
Gulf of 
Gdańsk 

1425 0.094 0.755 0.475 32.66 118.22 8.83E-09 2.07 -51.71 107.09 

Southern 
Baltic 

820 0.090 0.838 0.434 40.56 145.91 -6.9E-09 2.19 -54.35 119.08 

spring 959 0.064 0.753 0.578 30.18 106.96 -2.3E-09 2.05 -51.32 105.40 
summer 536 0.179 0.735 0.590 12.54 63.10 2.88E-08 1.60 -37.34 59.58 
autumn 431 0.118 0.892 0.610 15.34 76.41 1.31E-08 1.67 -40.00 66.68 
winter 319 0.070 0.567 0.536 9.83 48.86 -2.2E-09 1.55 -35.41 54.82 
neoxanthin - Cneox 

All data 1559 0.014 0.818 0.518 43.26 170.82 1.26E-08 2.18 -54.17 118.20 
Gulf of 
Gdańsk 

958 0.014 0.807 0.488 39.04 142.22 1.74E-08 2.14 -53.37 114.47 

Southern 
Baltic 

601 0.013 0.886 0.441 50.95 221.25 -1.1E-08 2.24 -55.28 123.61 

spring 506 0.010 0.765 0.525 46.18 161.59 -8.6E-10 2.35 -57.50 135.31 
summer 418 0.024 0.853 0.763 7.37 44.84 1.36E-08 1.44 -30.68 44.27 
autumn 418 0.014 0.929 0.608 17.85 85.33 9.72E-10 1.71 -41.54 71.06 
winter 217 0.009 0.692 0.436 22.05 83.20 -6.6E-09 1.88 -46.74 87.74 
violaxanthin - Cviolax 

All data 2024 0.010 0.919 0.534 47.27 175.88 -2.9E-08 2.30 -56.48 129.76 
Gulf of 
Gdańsk 

1286 0.010 0.921 0.526 41.70 160.71 -1.2E-08 2.21 -54.71 120.81 

Southern 
Baltic 

738 0.010 1.017 0.448 56.59 200.23 1.05E-08 2.43 -58.93 143.49 

spring 814 0.007 0.924 0.594 46.76 160.33 -2.3E-08 2.36 -57.71 136.44 
summer 529 0.017 0.783 0.454 26.65 107.65 5.91E-09 1.92 -47.97 92.18 
autumn 434 0.013 0.952 0.525 25.04 100.87 -7.7E-09 1.91 -47.78 91.49 
winter 247 0.007 1.002 0.461 48.15 168.19 1.66E-08 2.40 -58.33 140.01 
lutein - Clut 

All data 639 0.029 0.922 0.618 39.64 153.05 8.15E-09 2.20 -54.49 119.74 
Gulf of 
Gdańsk 

522 0.028 0.951 0.619 41.42 163.90 1.57E-08 2.21 -54.79 121.17 

Southern 
Baltic 

117 0.038 0.478 0.268 24.07 94.23 1.51E-08 1.90 -47.41 90.16 

spring 346 0.015 1.125 0.626 39.70 133.46 -9.7E-08 2.31 -56.71 131.02 
summer 39 0.040 1.092 0.681 70.77 421.21 5.98E-08 2.01 -50.24 100.98 
autumn 88 0.036 1.005 0.768 10.18 55.61 -7E-08 1.53 -34.47 52.60 
winter 166 0.045 0.528 0.466 9.22 45.04 -5.8E-09 1.55 -35.45 54.93 
zeaxanthin - Czeax 

All data 1774 0.089 0.677 0.285 65.88 247.85 -7.5E-09 2.56 -60.96 156.14 
Gulf of 
Gdańsk 

995 0.106 0.610 0.198 66.57 233.60 -7.5E-09 2.59 -61.38 158.94 

Southern 
Baltic 

779 0.081 0.615 0.233 60.39 235.38 4.67E-09 2.48 -59.72 148.27 

spring 713 0.112 0.326 0.077 88.34 273.71 -2.9E-08 3.00 -66.65 199.83 
summer 512 0.144 0.781 0.498 16.86 95.13 -2.7E-08 1.68 -40.64 68.47 
autumn 346 0.070 0.758 0.519 11.97 52.98 2.86E-09 1.63 -38.73 63.22 

( continued on next page ) 
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Table 5 ( continued ) 

Parametrization Errors of approximations 

Number 
of data 
N 

Coefficients of 
parametrizaton 

Coeffi- 
cient of 
deter- 
mination R2 

Arithmetic statistics Logarithmic statistics 

Ai Bi systematic 
error 

statistical 
error 

systematic 
error 

standard 
error factor 

statistical error 
[%] 

〈 ε〉 [%] σε [%] 〈 ε〉 g [%] - x σ - σ + 

winter 203 0.038 0.513 0.419 10.88 55.75 1.3E-08 1.56 -35.95 56.12 
fucoxanthin - Cfuco 

All data 2373 0.087 1.111 0.641 49.48 197.42 -4.4E-08 2.29 -56.30 128.82 
Gulf of 
Gdańsk 

1491 0.102 1.051 0.571 56.13 229.12 1.89E-08 2.34 -57.27 134.05 

Southern 
Baltic 

882 0.078 1.062 0.564 36.52 133.85 1.21E-08 2.15 -53.51 115.12 

spring 1020 0.082 1.086 0.613 73.38 249.69 5.36E-08 2.62 -61.82 161.89 
summer 546 0.062 1.233 0.792 12.52 57.81 -6.3E-08 1.63 -38.66 63.02 
autumn 434 0.115 0.997 0.581 20.96 79.65 1.52E-08 1.84 -45.54 83.61 
winter 373 0.098 1.672 0.758 39.94 149.62 -1.7E-08 2.18 -54.16 118.13 
peridinin - Cperi 

All data 1898 0.021 1.228 0.559 76.93 284.95 2.34E-08 2.87 -65.12 186.70 
Gulf of 
Gdańsk 

1219 0.019 1.251 0.508 87.28 326.50 2.02E-08 3.01 -66.82 201.37 

Southern 
Baltic 

679 0.022 1.270 0.538 57.79 191.91 4.96E-08 2.59 -61.45 159.41 

spring 823 0.034 1.195 0.568 101.39 380.25 -4.2E-09 3.11 -67.84 210.90 
summer 463 0.022 0.902 0.341 59.53 205.54 4.72E-09 2.50 -60.03 150.21 
autumn 383 0.018 1.170 0.522 39.20 161.26 -5.1E-08 2.17 -53.90 116.90 
winter 229 0.016 1.003 0.554 27.37 91.10 -2.5E-08 2.04 -50.97 103.95 
alloxanthin - Callox 

All data 2367 0.064 0.808 0.571 32.02 136.82 7.96E-09 2.01 -50.37 101.49 
Gulf of 
Gdańsk 

1478 0.061 0.801 0.508 33.44 130.79 -5.4E-09 2.09 108.67 -52.08 

Southern 
Baltic 

889 0.065 0.943 0.616 26.98 137.88 1.42E-10 1.86 85.57 -46.11 

spring 1008 0.058 0.946 0.618 49.15 183.16 -7.1E-09 2.29 -56.42 129.45 
summer 543 0.066 0.607 0.425 17.48 80.13 3.49E-09 1.72 -41.86 72.01 
autumn 433 0.073 0.730 0.581 11.08 57.99 -2.8E-09 1.56 -35.97 56.17 
winter 383 0.075 0.530 0.379 18.27 78.84 5.86E-09 1.77 -43.42 76.73 

The errors were calculated according the equations given in Table 2 . 
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Figure 8 presents the seasonal dependencies obtained for 
he selected pigment markers that indicate the presence of 
ve phytoplankton classes predominant in the Baltic phy- 
ocoenoses. The coefficients of relationships for particular 
igments and errors of these approximations are presented 
n Table 5 . Similarly as in the case of analyses relating to 
roups of pigments, the introduction of the criterion of the 
eason to the analyses allowed, for most of the pigments, 
o obtain correlations, characterizing in a more precise way 
he phytoplankton population developing at a given time. 
his is particularly evident in the case of pigments char- 
cteristic for classes of algae showing biomass growth in 
pecific seasons of the year. For example, when estimating 
he concentrations of pigments characteristic of green al- 
ae ( Figure 8 a—d) (chlorophyll b , neoxanthin lutein violax- 
nthin) occurring in the highest concentrations in summer 
nd autumn, errors are lover when using statistical relation- 
hips obtained for these seasons compared to relationships 
418 
etermined without divisions into season ( Table 5 ). A clear 
mprovement in the accuracy of the approximation can be 
lso noticed in the case of chlorophyll b (R2 = 0.6 and 0.61 in
ummer and autumn, respectively, with the lowest standard 
rror factor x of 1.6 and 1.66 obtained for these periods). On 
he other hand, the best mapping was obtained in the sum- 
er for neoxanthin (x = 1.4), while the relationship devel- 
ped for the entire data set x = 2.18 ( Table 5 ). The relation-
hips obtained for zeaxanthin characteristic of cyanobacte- 
ia occurring in the Baltic Sea, especially in summer when 
hey form toxic blooms, also show clear seasonal variation. 
ata presented in Figure 8 e clearly shows that especially the 
ependence determined for the summer period takes into 
ccount relatively high concentrations of this pigment in 
omparison to other seasons, which indicates that the use of 
his criterion for grouping data is justified. The standard er- 
or factor x for the seasonal dependence of zeaxanthin con- 
entration on chlorophyll a is lowest in summer and autumn 
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x = 1.68 and 1.63) with a correlation factor of 0.51 and 0.52 
 Table 5 ). Similarly, seasonal variation was observed for the 
emaining cyanobacteria-specific carotenoids: echinenone, 
anthaxanthin, aphanizophyll, and myxoxanthophyll (sup- 
lementary material, Figure S01, Table S02). In the case 
f fucoxanthin, the characteristic pigment of diatoms, the 
elationship obtained for the summer season was found to 
ave the lowest error (x = 1.63, R2 = 0.79). An equally high 
ccuracy of approximation was obtained for the autumn de- 
endence (x = 1.84). The spring and autumn dependences 
how a similar pattern even though the spring and autumn 
hytocoenoses are characterized by developing in cold wa- 
er (2—8 °C) and thermophilic species of diatoms, respec- 
ively ( Wasmund and Ulig, 2003 ). In the spring season, a 
ignificantly greater dispersion of measurement data was 
ecorded due to ddifferent stages of development of phy- 
oplankton cells. 
The increase in dinophyte biomass in spring is clearly re- 

ected by the seasonal dependence of peridinin concentra- 
ion as a function of chlorophyll a ( Figure 8 g). The location 
f the group of points and the relationship describing them 

ndicate an intensive increase in the concentration of this 
igment in spring. This clearly supports the use of seasonal 
ependencies in estimating the concentration of this pig- 
ent, also in seasons in which the dinophytes are not dom- 

nant in the phytocoenoses. 
Seasonal variation can also be observed in the case of 

lloxanthin concentration ( Figure 8 h). This pigment is con- 
idered to be an indicator of the cryptophytes content in 
he phytocoenoses, which accompanies the blooms of other 
hytoplankton species. The best accuracy of the depen- 
ence allowing the approximation of alloxanthin concentra- 
ion was obtained for autumn (x = 1.56), while not seasonally 
s burdened with the error of x = 2.05 ( Table 5 ). 
The relationships obtained for the remaining non-marker 

igments of algal groups identified in the 20-year database 
re presented in Supplementary Material in Fig.S01. As in 
he case of the approximation of the pigment groups, the 
espective tables contain the parameterization coefficients 
nd errors in the arithmetic and logarithmic statistics (sup- 
lementary material, Table S02). 
Pigments that are not as abundant in phytoplankton 

amples as indicator pigments like prasinoxanthin, 19′ hex- 
ucoxanthin, and 19′ but-fucoxanthin also showed clear sea- 
onal relationships. The least seasonal variation was ob- 
erved for pigments that are cell components of many al- 
al classes such as chlorophyll c1c2 , diadinoxanthin, α- 
arotene, or β-carotene. 

. Conclusions 

he statistical analyses presented in this paper are based on 
 unique dataset of phytoplankton pigment concentrations 
n surface waters of two different regions of the Baltic Sea 
open waters of the southern Baltic and Gulf of Gdańsk), col- 
ected over 20 years of research. The extensive data bank 
as obtained using HPLC technique and included more than 
400 measurements in different seasons. Covering a wide 
ange of variability of the analyzed parameters, the data 
rovided a good basis for determining seasonal regularities 
n the occurrence and mutual proportions of phytoplankton 
419 
igments in both analyzed regions. The analyses were per- 
ormed for the four main functional groups of pigments, dis- 
inguished based on similar absorption properties (chloro- 
hylls b and c , photosynthetic and protective carotenoids) 
s well as for each of the identified pigments separately. 
hey showed a clear seasonal variation in the pigment com- 
osition, in particular with regard to the indicator pigments. 
n both analyzed regions, both concentration and the per- 
entage participation of pigment functional groups clearly 
ncrease in the periods in which the environmental condi- 
ions preferred by the related phytoplankton classes pre- 
ail. 
The concentration of chlorophyll a , used as a universal 

iomass indicator, which is present in all plants and is crucial 
or photosynthesis, in both areas changes significantly in the 
nnual cycle following the cycle of phytoplankton biomass 
evelopment. The range of this variability is very wide and 
eaches three and in extreme cases even four orders of mag- 
itude. On the other hand, its share in the total content of 
dentified pigments is stable and, irrespective of season or 
egion, amounts to approx. 62%. The content of chlorophyll 
 in the water, indirectly related to light conditions, tem- 
erature, and availability of nutrients, with high accuracy, 
an be determined directly based on satellite data. There- 
ore, its concentration was used as an independent variable 
n the statistical relationships developed to determine the 
oncentrations of individual pigments and their groups in 
ach season and region. These relationships take into ac- 
ount the specific conditions influencing the composition 
f phytoplankton pigments in the Baltic Sea, and thus al- 
ow the estimation of pigment concentrations with much 
igher accuracy than using similar relationships developed 
or oceanic waters. 
The comparison of the results of the analyses in the stud- 

ed regions clearly shows that both in the case of relation- 
hips developed for individual pigments and for the main 
our groups, the criterion of dividing the data set into sea- 
ons improves the accuracy of the estimation to a much 
reater extent than taking into account the division into re- 
ions. It is also worth noting that the higher level of pig- 
ents concentration in the Gulf of Gdańsk compared to the 
pen waters of the southern Baltic does not change the na- 
ure of the determined relationships, which is reflected in 
he presented error analysis. This is due to the strong influ- 
nce of seasonal changes on the composition of Baltic phy- 
ocoenoses, phytoplankton development and the seasonal 
rogression of dominant algal species. Thus, including sea- 
onality in the analyses effectively captures the changing 
tructure of the phytoplankton community in a way that is 
elevant for both areas. 
The results obtained enable the qualitative and quantita- 

ive mapping of the phytocoenoses, including distinguishing 
lasses of Baltic Sea phytoplankton occurrence in different 
easons thanks to the knowledge of chlorophyll a concen- 
rations, which can now be determined by remote methods. 
resented results can contribute to the development of 
ethods of predicting other pigments from estimates of 
hlorophyll a from remote sensing e.g. by spectral analysis. 
hey also make it possible to estimate the biomass of algae 
lasses for which the relevant pigments are taxonomic 
arkers. The application of the dependencies which take 

nto account the seasonal occurrence of the given phyto- 
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lankton classes in the bio-optical models and formulas 
sed in the development of satellite data may increase 
heir accuracy. 
The use of statistically developed dependencies that 

ake into account local conditions affecting the composi- 
ion of pigments in phytoplankton is a solution that should 
lso be recommended for other water bodies. In the further 
tages of the work, the preliminary formulas will be devel- 
ped and implemented in the mathematical descriptions of 
rocesses related to the distribution and utilization of solar 
nergy in the Baltic ecosystems used in bio-optical models. 
e expect that this will contribute to their accuracy. 
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Woźniak, S.B. , Bradtke, K. , Dera, J. , Wożniak, B. , 2008. Al-
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Kowalewski, M., Zapadka, T., Majchrowski, R., Pawlik, M., 
Dera, J., 2022. Ten years of remote sensing and analyses 
of the Baltic Sea primary production (2010—2019). Remote 
Sens. Appl. Soc. Environ. 26, 100715. https://doi.org/10.1016/ 
j.rsase.2022.100715 

arsons, T.R. , Maita, Y. , Lalli, C.M. , 1984. A manual of chemical
and biological methods for seawater analysis. Pergamon Press, 
Oxford, 173 pp . 

astuszak, M., Bryhn, A.C., Håkanson, L., Stålnacke, P., Za- 
lewski, M., Wodzinowski, T., 2018. Reduction of nutrient emis- 
sion from Polish territory into the Baltic Sea (1988—2014) 
confronted with real environmental needs and international 
requirements. Oceanol. Hydrobiol. Stud. I 47 (2), 140—166. 
https://doi.org/10.1515/ohs- 2018- 0015 

into, A.M.F., Sperling, E., Moreira, R.M., 2001. Chlorophyll- a de- 
termination via continuous measurement of plankton fluores- 
cence:: methodology development. Water Res. 35 (16), 3977—
3981. https://doi.org/10.1016/S0043- 1354(01)00102- 6 

latt, T., WhiteIII, G.N., Zhai, L., Sathyendranath, S., Roy, S., 
2009. The phenology of phytoplankton blooms: Ecosystem in- 
dicators from remote sensing. Ecol. Modelling 220 (21), 3057—
3069. https://doi.org/10.1016/j.ecolmodel.2008.11.022 

ichardson, A.J., Schoeman, D.S., 2004. Climate impact on plank- 
ton ecosystems in the northeast Atlantic. Science 305 (5690), 
1609—1612. https://doi.org/10.1126/science.1100958 

ousseaux, C.S., Gregg, W.W., 2015. Recent decadal trends in 
global phytoplankton composition. Glob. Biogeochemical Cy. 29, 
1674—1688. https://doi.org/10.1002/2015GB005139 

oy, S. , Llewellyn, C.A. , Egeland, E.S. , Johnsen, G. , 2011. Phyto-
plankton pigments, characterization, chemotaxonomy and ap- 
plications in oceanography. Cambridge Univ. Press, 845 pp . 

avchuk, O.P., 2018. Large-scale nutrient dynamics in the Baltic 
Sea, 1970—2016. Front. Mar. Sci. 5, 95. https://doi.org/10. 
3389/fmars.2018.00095 

chlüter, L., Behl, B., Striebel, M., Stibor, H., 2016. Comparing mi- 
croscopic counts and pigment analyses in 46 phytoplankton com- 
munities from lakes of different trophic state. Freshwater Biol. 
61, 1627—1639. https://doi.org/10.1111/fwb.12803 

chlüter, L., David, G.S., Jørgensen, N.O.G., Podduturi, R., 
Tucci, A., Dias, A.S., da Silva, R.J., 2018. Characterization of 
phytoplankton by pigment analysis and the detection of toxic 
cyanobacteria in reservoirs with aquaculture production. Aqua- 
culture Environ. Interactions 10, 35—48. https://doi.org/10. 
3354/aei00256 
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oźniak, S.B., 2014. Simple statistical formulas for estimating bio- 
geochemical properties of suspended particulate matter in the 
southern Baltic Sea potentially useful for optical remote sens- 
ing applications. Oceanologia 56 (1), 7—39. https://doi.org/10. 
5697/oc.56-1.007 

right, S.W., van der Enden, R.L., 2000. Phytoplankton commu- 
nity structure and stocks in the East Antarctic marginal ice zone 
(BROKE survey, January—March 1996) determined by CHEM- 
TAX analysis of HPLC pigment signatures. Deep Sea Res. II 47 
(12—13), 2363—2400. https://doi.org/10.1016/S0967-0645(00) 
00029-1 

https://doi.org/10.1093/plankt/20.6.1099
https://doi.org/10.1016/S1054-3139(02)00280-1
https://doi.org/10.1016/j.jmarsys.2011.03.010
https://doi.org/10.1016/j.ecss.2005.08.003
https://doi.org/10.4319/lo.1994.39.8.1985
https://doi.org/10.1016/j.jembe.2011.02.021
https://doi.org/10.3390/rs8030212
https://doi.org/10.1016/j.oceano.2016.03.002
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0090
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0090
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0090
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
http://refhub.elsevier.com/S0078-3234(24)00029-0/sbref0091
https://doi.org/10.1117/1.JRS.8.083605
https://doi.org/10.5697/oc.56-1.007
https://doi.org/10.1016/S0967-0645(00)00029-1


Oceanologia 66 (2024) 424—428 

Available online at www.sciencedirect.com 

ScienceDirect 

j o u r n a l h o m e p a g e : w w w . j o u r n a l s . e l s e v i e r . c o m / o c e a n o l o g i a 

SHORT COMMUNICATION 

Apparent return of free-living Fucus vesiculosus to 

the Polish Baltic waters 

Piotr Balazy 

∗, Józef Wiktor , Agnieszka Tatarek , Jan Marcin Węsławski 
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Abstract The underwater meadows of the Puck Bay, once thriving with eelgrass Zostera ma- 
rina , bladderwrack Fucus vesiculosus and black carrageen Furcellaria lumbricalis , experienced 
a decline in water quality during the 1960s and 1970s due to untreated sewage pollution. This, 
together with commercial exploitation, led to the disappearance of bladderwrack in 1977, with 
unsuccessful attempts at reintroduction in the early 2000s. In December 2023, a SCUBA survey 
near Rzucewo revealed a numerous bladderwrack in a benthic free-living form after 46 years of 
absence. The algae were found between 1.7 and 2.7 m depth, loosely positioned on the seabed, 
often within Z. marina beds, and with blue mussels Mytilus edulis attached. This reappearance 
suggests a positive trend in seawater quality and overall state of the Puck Bay, especially when 
combined with recent recovery of other algae species. The apparent return of bladderwrack 
could enhance ecosystem functionality, benefiting fish recruitment, grazer and algal biomass. 
Further investigations on bladderwrack’s reappearance are needed in order to verify whether 
this is the only ecotype currently present in the Puck Bay. 
© 2024 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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In the 1930s, and shortly after World War II, the under- 
ater meadows of the inner Puck Bay consisting mostly of 
elgrass Zostera marina and other members of Alismatales 
s well as Characeae, bladderwrack Fucus vesiculosus and 
lack carrageen Furcellaria lumbricalis ( Ciszewski et al., 
992 ), were widely spread covering the whole bottom in 
he euphotic zone of the Bay ( Klekot, 1980 ). This ecosys- 
em exhibited a complex structure and displayed a notewor- 
hy density. The vertical range of underwater vegetation at 
ome locations according to personal observations of people 
iving back then, due to high water transparency (reported 
0 m visibility by Lakowitz (1907) ), reached depths of sev- 
nces. Production and hosting by Elsevier B.V. This is an open access 
nses/by-nc-nd/4.0/ ). 
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ral metres (Samsel, pers. comm.), or even down to 25 + m 

epth at the beginning of the 20th century ( Pliński et al., 
992 ). Regrettably, the 1960s and 1970s witnessed a sub- 
tantial decline in water quality due to the prolonged dis- 
harge of untreated municipal and industrial sewage. Con- 
equently, the waters of Puck Bay experienced significant 
ollution and eutrophication ( Pliński and Florczyk, 1984 ), 
eading to diminished light and oxygen conditions. The 
apid growth of filamentous algae such as Pylaiella lit- 
oralis , which decomposed in huge quantities, made the 
ituation even worse. The brief (several yearlong) but dele- 
erious commercial exploitation of the Furcellaria lumbri- 
alis for agar-agar production at the Puck factory, involv- 
ng the dredging of underwater meadows ( Trokowicz and 
ndrulewicz, 2019 ), further contributed to the breakdown 
f this fragile ecosystem ( Węsławski et al., 2013 ). These 
eadows, which sustained a diverse array of life, including 
hytophilic fish utilising them for breeding and shelter, un- 
erwent considerable degradation. By the early 1980s, un- 
erwater meadow occurrences were restricted to diminu- 
ive patches near Kuźnica and slightly larger ones in the 
icinity of Osłonino and Rzucewo ( Ciszewski et al., 1992 ; 
lekot, 1980 ; Pliński, 1982 ). Concurrently, bladderwrack 
ad completely vanished from the Puck Bay area. It was 
ast observed in 1977 ( Kruk-Dowgiałło, 1991 ). Subsequent 
xperiments conducted in later years ( Kruk-Dowgiałło and 
iszewski, 1994 ), involving the planting of eelgrass on sand 
ransported from the mainland versus planting on a natural 
ubstrate, revealed that inadequate sediment oxygenation 
indered the proper development of underwater meadows. 
After that time stranded thalli of F. vesiculosus were 

ecorded only sporadically on the Polish coast ( Pliński et al., 
992 ), often after heavy storms with north wind directions, 
n the form of organisms washed ashore, originating most 
robably directly from Bornholm and Swedish coast, where 
t was still thriving ( Nilsson et al., 2004 ). Recently however, 
here were a number of personal (e.g. Wiktor and Tatarek, 
otwicki, Kendzierska) and larger ‘citizen-science’ type ob- 
ervations ( Kotwicki et al., in press ) of Fucus sp. thalli not 
nly at the open-sea coast but also inside the relatively shel- 
ered Puck Bay. Despite these kinds of observations intensi- 
ed ( Kotwicki et al., in press ), since the 1980s until recently 
he SCUBA surveys in various locations of the Puck Bay did 
ot yield any new underwater findings (Andrulewicz, Balazy, 
ers. observations), despite two attempts to transfer (rein- 
roduce) Fucus from Sweden to Puck Bay in the early 2000s 
 Kautsky et al., 2019 ). 
In December 2023 with the use of SCUBA we searched un- 

erwater the most frequently reported area, with the high- 
st number of thalli washed ashore, near Rzucewo in the 
nner Puck Bay ( Figure 1 ). On a single dive lasting 77 min-
tes and spanning from the shore (0 m, shore dive entry) 
o approximately 200—250 m offshore, reaching a maximum 

epth of 3.0 m (approximately 1 nm = 1850 m swam) we 
ound numerous ( > 10 individuals) bladderwrack F. vesiculo- 
us ( Figure 2 a—d), and F. lumbricalis ( > 15 ind., Figure 2 e—
). The underwater visibility was rather low, especially in 
he shallows, and improved slightly with increasing depth, 
ut never exceeded 2 m (estimated horizontally) thus the 
bserved number of individuals should be underestimated. 
425 
oth algae were found between 1.7 and 2.7 m depth and not 
ttached to the substrate despite the fact there were large 
ocks present in the surveyed area. The rocks were how- 
ver overgrown only by Polysiphonia sp. Fucus and Furcel- 
aria were found loose directly at the seabed, often within 
he eelgrass Z. marina beds, which, as it appeared under- 
ater, provided the brown and red algae protection from 

he water movements, and helped with anchoring at one 
lace, instead of drifting. No free-floating bladderwrack 
as evident, either within the water column or at the sur- 
ace, despite diving over sandy areas devoid of meadows. 
one of the individuals inspected in the laboratory pos- 
essed swim bladders. F. lumbricalis was often found in 
 sphere shape. Some individuals of Fucus and Furcellaria 
osted individual live adult blue mussels, measuring about 
—4 cm, directly attached to their thalli ( Figure 2 d). This 
cted as a considerable weight that stuck the algae to the 
eabed. Additionally, numerous gammarids hiding within the 
lgae were found. 
These findings may suggest the reappearance of blad- 

erwrack in the benthic free-floating (benthopleustophytic, 
reston (2023) ) form to this area after 46 years of absence. 
his polymorphistic form is characterised by stable, peren- 
ial aggregations of unattached thalli lacking holdfasts. It 
aintains a close association with the substratum but lacks 
nchorage, and is often found entangled in macrophytes. 
lthough free-living populations of Fucus vesiculosus dif- 
er significantly from their attached counterparts, based on 
urrent knowledge, both should consistently be taxonomi- 
ally classified as Fucus vesiculosus ( Preston, 2023 ). Accord- 
ng to historical reports, this ecotype was previously com- 
on in Puck Bay (alongside the form attached to the bot- 
om), and subjected to commercial harvesting mostly as a 
ycatch to targeted agar-rich Furcellaria ( Andrulewicz and 
itek, 2002 ; Trokowicz and Andrulewicz, 2019 , and refer- 
nces therein). In fact, the area covered by the current div- 
ng survey is located in the direct vicinity of study polygons 
rom the 1960s where the thickness of the seaweed layer 
t the bottom of the Puck Bay was estimated at 30 cm at
hat time. This ecotype is known and recorded in the north- 
rn Baltic Sea ( Rothäusler et al., 2015 , 2020 ; Preston, 2023 )
nd it was shown that the inner part of the Puck Bay may
eceive some drifting Fucus material mainly from Bornholm 

nd Southern Sweden ( Kotwicki et al., in press ) which might 
e one of the possible reintroduction routes. 
Taken into account the recent rediscovery of Coccotylus 

rodiei after 40 years of absence ( Zgrundo and Złoch, 2022 ), 
ogether with a natural recovery of the eelgrass meadows 
ithin the last ten years ( Sokołowski et al., 2021 ), this find-
ng might suggest an optimistic trend of the seawater qual- 
ty and overall state of the highly urbanised shallow coastal 
rea of the Puck Bay — the most valuable part of the Polish 
oast. The development of free-living Fucus mats in Puck 
ay will most probably lead to higher ecosystem function- 
lity in terms of recruitment of predatory fish, grazer and 
lgal biomass as well as water clarity ( Austin et al., 2021 ).
o fully observe the ongoing trend and to verify whether the 
ree-living Fucus is the only ecotype present in the Puck wa- 
ers further, deeper dives are planned along the sheltered 
hores of the inner Puck Bay. 
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Figure 1 Location of diving survey (red dot near Rzucewo) in the Puck Bay. 
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Figure 2 Examples of photographs of free-living bladderwrack Fucus vesiculosus (a—d) and black carrageen Furcellaria lumbri- 
calis (e—f) found near Rzucewo. F. vesiculosu s thalli with blue mussel Mytillus edulis attached (d). 
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